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Abstract

Lexical Simplification is the task of modifying
the lexical content of complex sentences in or-
der to make them simpler. Due to the lack of
reliable resources available for the task, most
existing approaches have difficulties produc-
ing simplifications which are grammatical and
that preserve the meaning of the original text.
In order to improve on the state-of-the-art of
this task, we propose user studies with non-
native speakers, which will result in new, size-
able datasets, as well as novel ways of per-
forming Lexical Simplification. The results
of our first experiments show that new types
of classifiers, along with the use of additional
resources such as spoken text language mod-
els, produce the state-of-the-art results for the
Lexical Simplification task of SemEval-2012.

1 Introduction

Lexical Simplification (LS) is often perceived as the
simplest of all Text Simplification sub-tasks. Its goal
is to replace the complex words and expressions of
a given sentence with simpler alternatives of equiv-
alent meaning. However, this is a very challenging
task as the substitution must preserve both original
meaning and grammaticality of the sentence being
simplified.

However, this is a very challenging task as the
substitution needs to ensure grammaticality and
meaning preservation. Most LS strategies in the lit-
erature are structured according to the pipeline illus-
trated in Figure 1, which is an adaptation of the one
proposed by (Shardlow, 2014).

Figure 1: Lexical Simplification pipeline

In this thesis, we intend to identify and address
the major limitations of the approaches in the liter-
ature with respect to each step of the LS pipeline of
Figure 1. In an effort to create new reliable datasets
for LS and to unveil information about the needs of
those who can most benefit from Text Simplifica-
tion, we propose new user studies with non-native
speakers. We also present novel modelling strate-
gies for each step of the LS pipeline with respect to
the limitations of the approaches in the literature.

2 Lexical Simplification: A Survey

To our knowledge, there are no examples of studies
which compare the performance of LS approaches in
their entirety. For this reason, we choose instead to
discuss the merits and limitations of strategies used
by authors to address each step of the LS pipeline.

2.1 Complex Word Identification
The goal of Complex Word Identification (CWI) is
to identify which words in a given sentence need to
be simplified. Some authors, such as (Devlin and
Tait, 1998), (Carroll et al., 1998) and (Carroll et al.,
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1999) choose to not address this task, but as shown
in (Paetzold and Specia, 2013), this can lead to the
production of incoherent and/or ungrammatical sen-
tences. Several categories of CWI strategies can be
found in literature:

Lexicon-Based Explore the hypothesis that, if a
word w is part of a lexicon L of complex/simple
words, then it does/does not need to be simplified.
While (Watanabe and Junior, 2009) and (Aluisio and
Gasperin, 2010) use as lexicons books for children,
(Elhadad and Sutaria, 2007), (Deléger and Zweigen-
baum, 2009) and (Elhadad, 2006) use a database of
complex medical terms. Acquiring lexicons can be
easy, but they must correlate with the needs of the
target audience in question.

Threshold-Based Explore the hypothesis that a
threshold t over a word metric M(w) can separate
complex from simple words. The most frequently
used metrics are word frequency (Bott et al., 2012),
(Leroy et al., 2013) and word length (Keskisärkkä,
2012). However, the corpus evaluation of (Bott
et al., 2012) shows that determining such threshold
t is impractical.

User-Driven Such approaches allow the users
themselves to select which words are complex, and
simplify them on demand. Although the results ob-
tained by (Devlin and Unthank, 2006) and (Rello
et al., 2013) show that this is a very effective strat-
egy, it might be difficult for it to be used in smaller
devices, such as phones.

Classification Methods Train classifiers which
discriminate between complex and simple words.
For English, the SVM approach of (Shardlow,
2013a) is the only example in literature. Although
their study shows that their SVM is not able to
outperform neither a threshold-based approach or a
“simplify everything” method, we believe the results
obtained are controversial.

In another study conducted by the same author
(Shardlow, 2014) it was found that replacing words
which do not need simplification is one of the most
frequent mistakes made by naive LS approaches,
and hence we believe the results obtained by (Shard-
low, 2013a) do not reveal the potential of classifi-
cation methods in CWI. Also, the dataset used the

experiments of (Shardlow, 2013a) was created au-
tomatically and did not attempt to model the needs
of any particular target audience. A more substan-
tial comparative study between multiple distinct ma-
chine learning methods over a more carefully crafted
corpus could be a major milestone in the develop-
ment of more efficient CWI approaches.

2.2 Substitution Generation
The Substitution Generation (SG) task consists in
acquiring candidate substitutions for the complex
words in a sentence. This task have been approached
by authors in two different ways:

Querying Linguistic Databases Resources such
as WordNet (Fellbaum, 1998) and UMLS (Boden-
reider, 2004) provide large word ontologies, and
have been largely used even in modern contribu-
tions. The approaches of (Devlin and Tait, 1998),
(Sinha, 2012), (Leroy et al., 2013), (Chen et al.,
2012), (Elhadad, 2006) and (Nunes et al., 2013) are
some examples. The study of (Shardlow, 2014),
however, shows that over 42% of the mistakes
made by the approach of (Carroll et al., 1998) are
caused by WordNet not having simpler synonyms
for complex words. Using such resources also limits
the cross-lingual capabilities of the approach, since
most of those resources are restricted to one or very
few languages.

Automatic Generation Consists in automatically
generating pairs of related words and paraphrases.
The works of (Elhadad and Sutaria, 2007), (Kauchak
and Barzilay, 2006) and (Deléger and Zweigen-
baum, 2009) focus on extracting paraphrases from
comparable documents. The methods of (Paetzold
and Specia, 2013), (Feblowitz and Kauchak, 2013),
and(Horn et al., 2014) extract pairs of similar ex-
pressions from a aligned sentences from Wikipedia
and Simple Wikipedia. But although such ap-
proaches do not need linguistic databases, they re-
quire for other resources, such as parallel corpora,
which are also scarce. They can also suffer for ex-
tracting too many meaningless substitutions, such as
observed in (Paetzold and Specia, 2013).

In order to solve the cross-lingual problem, an SG
approach would have to be able to find substitutions
by exploiting only resources which are either abun-
dant in most languages or easy to produce. In Sec-
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tion 3 we discuss how we attempt to address this
problem.

2.3 Substitution Selection

Substitution Selection (SS) is the task of determin-
ing which substitutions fit the context in which a
complex word appears, and hence ensuring meaning
preservation. SS have been addressed by authors in
three ways:

Word Sense Disambiguation Determine the
sense of a complex word in a target sentence, and
then filter substitutions which do not share such
sense. The approaches of (Sedding and Kazakov,
2004) and (Nunes et al., 2013) have proven to be
successful in SS alone, but have not been evaluated
in practice. The main limitation of this strategy
is that it relies on manually constructed sense
databases, which are scarce.

Adapted Disambiguation Use surrogate classes
to discriminate between the meanings of an ambigu-
ous word. The words’ POS tags are used in the
works of (Aluisio and Gasperin, 2010), (Yamamoto,
2013) and (Paetzold and Specia, 2013). While us-
ing POS tags may help with words of more than one
grammatical type, it does not solve the problem of
highly ambiguous words.

Semantic Similarity Estimate the semantic simi-
larity between words and verify if they are replace-
able. In (Keskisärkkä, 2012) is employed a simple
approach: if a pair of words has a synonymy coef-
ficient higher than a threshold, they are replaceable.
This approach, however, requires for a database of
synonymy levels. The approach of (Biran et al.,
2011) solves that by representing the semantic con-
text of words with word vectors estimated over large
corpora, then using the cosine distance between vec-
tors as its semantic dissimilarity.

We did not find mentions of Machine Learning
methods being applied to SS. Such methods have
been used to produce state-of-the-art results in many
classification tasks, and hence modelling SS as a
classification problem can be a promising strategy.

2.4 Substitution Ranking

Consists in deciding which substitution is the sim-
plest of the ones available. The LS task of SemEval

2012 brought a lot of visibility to the task, and many
authors still visit this subject to this day. The three
most efficient strategies found in literature are:

Frequency-based Explore the intuition that the
more frequently a word is used, the simpler it is.
Most authors use raw frequencies from large corpora
(Keskisärkkä, 2012), (Leroy et al., 2013), (Aluisio
and Gasperin, 2010), (Nunes et al., 2013) or the
Kucera-Francis coefficient (Rudell, 1993), (Devlin
and Tait, 1998), (Carroll et al., 1998). Although
(Brysbaert and New, 2009) points out several issues
with the Kucera-Francis coefficient, the results of
SemEval 2012 (Specia et al., 2012) show that raw
frequencies from the Google 1T corpus outperform
almost all other approaches.

Measuring Simplicity Elaborate metrics to repre-
sent the simplicity of a word. The metric of (Sinha,
2012) considers the word’s length, number of senses
and frequency, and have tied in 2nd place in Se-
mEval 2012 with the Google 1T baseline. The other
examples in literature, (Biran et al., 2011) and (Bott
et al., 2012), were published before SemEval 2012,
and hence have not yet been compared to other ap-
proaches.

Linear Scoring Functions Rank candidates based
on a linear scoring function over various metrics,
such as frequency and word length. This strategy
is used by the approach that placed 1st in SemEval
2012 (Jauhar and Specia, 2012).

In (Shardlow, 2014) it is shown that word frequen-
cies from spoken text corpora have great potential in
SR. In Section 3.4 we describe an experiment which
reveals the potential of such resources.

3 Planning and Preliminary Results

In the following Sections, we discuss which chal-
lenges we aim to address in the near future, and
briefly describe the solutions we intend explore.

3.1 User Studies and Datasets

As pointed out in Section 2, the scarcity of user stud-
ies about audiences that may benefit from LS com-
pel authors to treat simplification as a generalised
process, forcing them to use datasets such as the
Simple Wikipedia, which can be edited by anyone.
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Since we do not believe this ideal, we intend to con-
duct an array of user studies with non-native speak-
ers. We chose such audience because of three main
reasons:

Demand Unfamiliarity with a language is not a
medical condition that can be cured, and hence such
audience is not likely to disappear in the near future.

Convenience Conducting studies with ill or young
subjects needs to be done within various ethical con-
straints, and can be both expensive and time con-
suming. Although the needs of these audiences
should also be addressed, hiring non-native speak-
ers is much easier, and we believe they fit best our
time and resource constraints.

Diversity Statistics show that there is a lot of age,
nationality and education level diversity among the
non-native speakers (Austin et al., 2006). Such di-
versity allows for us to investigate several interesting
hypothesis regarding possible correlations between
the subjects’ characteristics and difficulty with cer-
tain types of words.

We propose two initial user studies:

Identifying Complex Words In this user study,
subjects select which words from a given sentence
they do not understand the meaning of. From this
study we hope to better understand what types of
words are challenging for non-native speakers.

It is very important for a reliable Complex Word
Identification dataset to be made available in liter-
ature. To our knowledge, there is only one contri-
bution in literature that compares different CWI ap-
proaches (Shardlow, 2013a), and since the dataset
used was not created with respect to the needs of a
specific target audience, the results obtained are not
very informative.

This study is already being conducted. Several
volunteers of various nationalities were asked to se-
lect which words they find complex in 40 English
sentences each, of which 10 are part of a set which
overlaps between 5 volunteers and 30 are unique.
The sentences vary between 20 and 40 words in
length, and were extracted from 3 distinct sources:
the CW corpus (Shardlow, 2013b), the LexMturk
corpus (Horn et al., 2014) and Wikipedia (Kauchak,
2013). From the CW and LexMturk corpora were

extracted 231 and 269 non-spurious sentences, re-
spectively, of which exactly 1 word is deemed com-
plex by an anonymous annotator (more specifically,
a Wikipedia editor). From Wikipedia were extracted
11945 sentences which were aligned to an identical
sentence from Simple Wikipedia. By selecting such
sentences, we hope to be able to judge whether or
not those resources can be reliably used for the train-
ing of Lexical Simplification approaches for non-
native speakers.

So far, 51 volunteers participated, who annotated
a total of 2, 040 sentences. A total of 1, 261 dis-
tinct complex words (1, 597 total) were identified,
12% of 10, 650 distinct words (53, 125 total). The
volunteers have distinct education levels (8% High
School, 57% Undergraduate and 35% Postgraduate),
English proficiency levels (11% Advanced, 18%
Pre-Advanced, 18% Upper-Intermediate, 37% In-
termediate, 14% Pre-Intermediate, 2% Elementary),
and have ages varying between 17 and 38 years old
(averaging 24 years old).

Selecting the Simplest Candidate We intend to
find out what are the key features taken into con-
sideration by non-native speakers on determining
which is the simplest word that fits a given context.
Just like in the case of Complex Word Identification,
we believe that the creation of a reliable dataset for
Substitution Ranking is very important.

The only dataset developed specifically for this
purpose is the one presented in SemEval 2012. But
since the rankings were produced by only 5 non-
native annotators, there are a various examples of
ties between two candidate substitutions. Also, all
subjects were skilled speakers of the English lan-
guage, which means that, at best, the dataset cap-
tures the LS needs of an audience which may not
need LS at all. With a larger dataset annotated by
more subjects of the same target audience, we will
be able to have a more reliable resource to create
novel Substitution Ranking approaches.

3.2 Complex Word Identification Methods

We intend to, based on the new datasets produced
in our user studies, propose and evaluate the ef-
ficiency of multiple different methods of Complex
Word Identification. The methods we intend to eval-
uate are:
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Lexicon-Based Approaches We will compile a
selection of corpora and see whether or not we can
build lexicons from them which separate complex
from simple words. The Simple Wikipedia (Horn
et al., 2014) and the SUBTLEX corpus (Brysbaert
and New, 2009) are some examples.

Threshold-Based Approaches There are multiple
metrics which we plan to use in order to train a
threshold-based complex word identifier, some of
them are: word frequency in a given corpus, word
length, number of syllables, familiarity and age of
acquisition.

Machine Learning Assisted By combining met-
rics and lexicons, we can train many different clas-
sification systems by using Machine Learning meth-
ods. Support Vector Machines, Gaussian Processes
and Decision Trees are some Machine Learning
methods which we intend to test on Complex Word
Identification.

3.3 Substitution Generation and Selection
We propose an entirely new setup for joint mod-
elling Substitution Generation and Selection. Our
approach consists in training classifiers capable of
deciding which words ws of a vocabulary V can re-
place a target word wc in a sentence s.

Although this seems like a very challenging task,
such an approach could be a very powerful tool for
LS. It could possibly dismiss entirely the need of us-
ing parallel corpora or linguistic databases for such
tasks, and hence provide a cost-effective strategy for
LS approaches to be ported to multiple languages.
We suggest a two-step solution for this task:

1. Define a set G ⊆ V composed by all words ws

from vocabulary V that can replace a word wc

in sentence s without compromising its gram-
maticality.

2. Define a set M ⊆ V composed by all words
ws from set G that express the same meaning
of wc in sentence s.

Once set M is determined, one can then use a
Substitution Ranking method to select which one of
them is the simplest. To create a dataset for this task,
we plan to hire volunteer native speakers of the En-
glish language to manually judge which words can

be part of G and M for a large array of different con-
texts. The user study data will be composed by sev-
eral automatically generated substitutions for a set of
50 complex words manually selected from the ones
produced in the Complex Word Identification study.

3.4 Substitution Ranking

The findings of the Lexical Simplification Task of
SemEval 2012 (Specia et al., 2012) have shown that
ranking substitution candidates with respect to their
simplicity is not an easy task. In order to improve on
the state-of-the-art of Substitution Ranking, we in-
tend to explore the usage of spoken textual content.
As discussed in (Brysbaert and New, 2009), frequen-
cies extracted from corpora of spoken text, such as
subtitles, tend to correlate better with word familiar-
ity than frequencies of other sources, given that the
text in subtitles is mostly composed of speech ex-
cerpts from character interactions similar to the ones
that frequently occur in real life. In order to evaluate
their potential, we conducted a preliminary experi-
ment.

Goal In this experiment, we aim to answer the fol-
lowing question: Can a language model of spoken
text be used to outperform state-of-the-art Substitu-
tion Ranking approaches?

Datasets To build a corpus of spoken text, we have
parsed 13 HTML lists of movies and series for chil-
dren created by IMDB1 users. A total of 1, 793
IMDB IDs of distinct movies and series were gath-
ered. We then used such IDs to query the Open-
Subtitles2 API in search of subtitles for them. Since
their API imposes a limit of 100 downloads per day,
so far we were only able to collect subtitles of 163
movies and series. By removing the annotations
from the files downloaded, we compiled a corpus
of 2, 103, 237 sentences. For testing, we chose the
SemEval 2, 012 corpus, which contains 300 training
instances and 1, 710 test instances. Each instance is
composed of a sentence, a target word to be simpli-
fied, and a list of candidate substitutions.

Approach To rank the candidate substitutions, we
propose a novel binary classification setup for the
task. For each training instance, we assign the label

1http://www.imdb.com
2http://www.opensubtitles.org
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1 to the highest ranked candidate, and 0 to the re-
maining ones. We then train a linear classifier over
the data to learn ranking weights for the selected fea-
tures. In testing, we rank substitution candidates ac-
cording to their distance to the decision boundary:
the furthest they are from the “negative” region, the
simpler they are.

Our feature set is composed by 9 different col-
locational features. Each collocational feature of a
candidate substitution c in context s is the log prob-
ability produced by KenLM (Heafield et al., 2013),
given the language model of a certain corpus, of an
n-gram si−1

i−l c si+r
i+1 , where i is the position of the

target complex word in s, and both l and r are to-
ken windows in the interval [0 : 2]. If l and r are
0, then the collocational feature says respect to the
probability of candidate c independent of context s.

Evaluation Metrics We have chosen the TRnk
and recall-at-n measures proposed by (Specia et al.,
2012) to estimate the performance of our approach.
The TRnk calculates the ratio with which a given
approach has correctly ranked at least one of the
highest ranked substitutions on the gold-standard,
while recall-at-n measures the coverage of correctly
ranked candidates until position 1 ≤ n ≤ 3. The
reason for using such metrics instead of a ranking
score is that we believe they best represent the goal
of the task in practice, which is selecting the sim-
plest substitution possible for a complex word.

Results Table 1 shows a performance comparison
between the highest ranking approach of SemEval
2012 and our novel strategy trained with 10-fold
cross validation over the training set. We extract
collocational features from 4 distinct corpora: our
corpus of IMDB subtitles (SubIMDB), the Simple
Wikipedia corpus (Horn et al., 2014), composed of
505, 254 sentences, the SUBTLEX corpus (Brys-
baert and New, 2009), composed of 6, 043, 188 sen-
tences taken from assorted subtitles, and the con-
catenation of SubIMDB and SUBTLEX.

The results show that our strategy outperforms the
former state-of-the-art approach of SemEval 2012
by around 5% in TRank and 3% in recall-at-1. The
recall-at-2 and 3 results, although lower than Se-
mEval’s best, showcase not a limitation, but rather
an advantage of our binary classification setup: by
focusing on the task’s goal in practice, we are able

Table 1: TRank and recall-at-n results obtained
Corpus TRnk n=1 n=2 n=3
Best SemEval 0.602 0.575 0.689 0.769
IMDB+LEX 0.654 0.607 0.594 0.658
SUBTLEX 0.638 0.592 0.584 0.658
SubIMDB 0.628 0.583 0.578 0.637
Simple Wiki 0.601 0.558 0.571 0.645

to optimize not the correlation between the learned
rankings and the gold-standard, but instead the like-
lihood of the best candidate substitution to be ranked
first. We can also notice from the results that, when
trained with features extracted from the SubIMDB
corpus, our approach performs similarly than when
trained with the SUBTLEX corpus, which is 3 times
larger. This phenomena suggests that restricting the
domain of the subtitles selected to that of movies
targeting younger audiences may help ranking ap-
proaches in capturing word simplicity.

In the future, we want to experiment with other
types of language models, and also explore the po-
tential of other types of spoken content, such as song
lyrics and online conversations.

4 Final Remarks and Future work

In this paper we described a thesis proposal which
focuses in providing studies on the needs of non-
native speakers in terms of LS, producing more reli-
able datasets for various tasks of the LS pipeline, and
devising novel solutions to the limitations of mod-
ern LS approaches. We have provided a thorough
discussion on the state-of-the-art of LS, a detailed
plan of the activities to be conducted throughout the
doctorate program and the results of our first experi-
ment, in which we managed to achieve state-of-the-
art results for the task of Substitution Ranking.

In the future, we intend to study the simplifica-
tion needs of other target audiences and explore LS
strategies that go beyond replacing complex words
and expressions for simpler equivalents, such as
by removing unimportant information and learning
deep simplification rules from parallel corpora by
combining constituency and dependency parses.
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Brysbaert, M. and New, B. (2009). Moving beyond
Kucera and Francis: a critical evaluation of current
word frequency norms and the introduction of a new
and improved word frequency measure for American
English. Behavior research methods.

Carroll, J., Minnen, G., Canning, Y., Devlin, S., and Tait,
J. (1998). Practical simplification of english newspa-
per text to assist aphasic readers. In In Proc. of AAAI-
98 Workshop on Integrating Artificial Intelligence and
Assistive Technology, pages 7–10.

Carroll, J., Minnen, G., Pearce, D., Canning, Y., Devlin,
S., and Tait, J. (1999). Simplifying Text for Language
Impaired Readers. Proceedings of the 9th Conference
of the European Chapter of the ACL (EACL ’99).

Chen, H.-b., Huang, H.-h., Chen, H.-h., and Tan, C.-
t. (2012). A Simplification-Translation-Restoration
Framework for Cross-Domain SMT Applications.
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