
Proceedings of the 23rd Conference on Computational Natural Language Learning, pages 656–665
Hong Kong, China, November 3-4, 2019. c©2019 Association for Computational Linguistics

656

Contextualized Cross-Lingual Event Trigger Extraction with Minimal
Resources

Meryem M’hamdi , Marjorie Freedman and Jonathan May
Information Sciences Institute & Computer Science Department

University of Southern California (USC)
{meryem, mrf, jonmay}@isi.edu

Abstract

Event trigger extraction is an information ex-
traction task of practical utility, yet it is chal-
lenging due to the difficulty of disambiguating
word sense meaning. Previous approaches rely
extensively on hand-crafted language-specific
features and are applied mainly to English
for which annotated datasets and Natural Lan-
guage Processing (NLP) tools are available.
However, the availability of such resources
varies from one language to another. Recently,
contextualized Bidirectional Encoder Repre-
sentations from Transformers (BERT) models
have established state-of-the-art performance
for a variety of NLP tasks. However, there
has not been much effort in exploring language
transfer using BERT for event extraction.

In this work, we treat event trigger extrac-
tion as a sequence tagging problem and pro-
pose a cross-lingual framework for training it
without any hand-crafted features. We exper-
iment with different flavors of transfer learn-
ing from high-resourced to low-resourced lan-
guages and compare the performance of differ-
ent multilingual embeddings for event trigger
extraction. Our results show that training in
a multilingual setting outperforms language-
specific models for both English and Chinese.
Our work is the first to experiment with two
event architecture variants in a cross-lingual
setting, to show the effectiveness of contextu-
alized embeddings obtained using BERT, and
to explore and analyze its performance on Ara-
bic.

1 Introduction

Event trigger extraction, as defined the Automatic
Content Extraction multilingual evaluation bench-
mark (ACE2005) (Walker, 2006), is a subtask of
event extraction which requires systems to de-
tect and label the lexical instantiation of an event,
known as a trigger. As an example, in the sen-
tence ”John traveled to NYC for a meeting”, trav-

Israeli army prevent Palestinian militants from leaving the area   .
Artifact Origin

Davis is leaving to become chairman of the London School of Economics  .
position

Movement Transport

End-Position

(1)

(2)

Figure 1: Examples of importance of context in trigger
disambiguation.

eled is a trigger of a Movement-Transport event.
Trigger detection is typically the first step in ex-
tracting the structured information about an event
(e.g. the time, place, and participant arguments;
distinguishing between past, habitual, and future
events). This definition of the task restricts it
to events that can be triggered explicitly by ac-
tual words and makes it context-vulnerable: the
same event might be expressed by different trig-
gers and a specific trigger can represent different
event types depending on the context.

Event trigger extraction is challenging as it in-
volves understanding the context in order to be
able to identify the event that the trigger refers to.
Figure 1 shows two examples where context plays
a crucial role in disambiguating the word sense
of leaving, which is a trigger for a Movement-
Transport event in the first sentence and for an
End-Position event in the second sentence.

Due to the complexity of the task and the
difficulty in constructing a standard annotation
scheme, there exists limited labeled data, for only
a few languages. The earliest work has focused
mainly on English, for which there are relatively
many annotated sentences, and relies extensively
on language-specific linguistic tools to extract the
lexical and syntactic features that need to be com-
puted as a pre-requisite for the task (Ji and Grish-
man, 2008; Liao and Grishman, 2010; Hong et al.,
2011; Li et al., 2013).

Simply generating annotated corpora for each
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language of interest is not only costly and time-
consuming, it is also not necessarily guaranteed
to address the great NLP divide, where perfor-
mance depends on the language, the ability to gen-
erate language-specific features, and the quality
tools (in this case, syntactic parsers) available for
each language. In an attempt to reduce the great
NLP divide, we observe a tendency of practition-
ers drifting away from linguistic features and more
towards continuous distributed features that can
be obtained without hand-engineering, based sim-
ply on publicly available corpora. Recently, ap-
proaches have tried to overcome the limitation of
traditional lexical features, which can suffer from
the data sparsity problem and inability to fully
capture the semantics of the words, by making use
of sequential modeling methods including variants
of Recurrent Neural Networks (RNN) and Convo-
lutional Neural Networks (CNN), and/or Condi-
tional Random Fields (CRF). (Chen et al., 2015;
Liu et al., 2016; Nguyen et al., 2016; Sha et al.,
2018; Liu et al., 2018b).

Existing approaches which take into consider-
ation the cross-lingual aspect of event trigger ex-
traction tend to either take inspiration from ma-
chine translation, distant supervision or multi-
tasking. Machine translation is used by Liu et al.
(2018a) to project monolingual text to parallel
multilingual texts to model the confidence of clues
provided by other languages. However, this ap-
proach suffers from error propagation of machine
translation.

Another approach relies on multilingual embed-
dings, which can be pre-trained beforehand on
large monolingual corpora, using no explicit par-
allel data, and bridging the gap between differ-
ent languages by learning a way to align them
into a shared vector space. The ability of these
models to represent a common representation of
words across languages makes them attractive to
numerous downstream NLP applications. Multi-
lingual Unsupervised and Supervised Embeddings
(MUSE) is a framework for training cross-lingual
embeddings in an unsupervised manner, which
leads to competitive results, even compared to su-
pervised approaches (Conneau et al., 2017). How-
ever, there is no prior work leveraging this kind of
representation for cross-lingual event trigger ex-
traction.

More recently, BERT, a deep bidirectional rep-
resentation which jointly conditions on both left

and right context (Devlin et al., 2019), was pro-
posed, which unlike MUSE, provides contextu-
alized word embeddings, and has been shown
to achieve state-of-the-art performance on many
NLP tasks. In particular, (Yang et al., 2019)
propose a method based on BERT for enhanc-
ing event trigger and argument extraction by gen-
erating more labeled data. However, it has not
been applied in the context of cross-lingual trans-
fer learning.

In this paper, we investigate the possibility of
automatically learning effective features from data
while relying on zero language-specific linguis-
tic resources. Moreover, we explore the applica-
tion of multilingual embeddings to the event trig-
ger extraction task in a direct transfer of anno-
tation scheme where ground truth is only needed
for one language and can be used to predict labels
in other languages and other boosted and joint
multilingual schemes. We perform a systematic
comparison between training using monolingual
versus multilingual embeddings and the difference
in gain on performance with respect to different
train/test language pairs. We evaluate our frame-
work using two embedding approaches: type-
based unsupervised embeddings (MUSE) and con-
textualized embeddings (BERT). For the latter, we
demonstrate that our proposed model achieves a
better (or comparable) performance for all lan-
guages compared to some benchmarks for event
extraction on the ACE2005 dataset.

The main contributions of the paper can be sum-
marized as follows:

(1) We apply different state-of-the-art NN archi-
tectures for sequence tagging on trigger extraction
and compare them to feature-based baselines and
multilingual projection based models.

(2) We achieve a better performance using con-
textualized word representation learning in event
trigger extraction backed up with both quantitative
and qualitative analysis.

(3) We evaluate the effectiveness of a multilin-
gual approach using zero-shot transfer learning,
targeted cross-lingual and joint multilingual train-
ing schemes.

(4) We investigate event trigger extraction per-
formance when using Arabic.

2 Methodology

We treat trigger extraction as a sequence tagging
problem for which we start by designing a ba-
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sic state-of-the-art approach for sequence tagging
based on bidirectional Long Short Term Memory
(bi-LSTM) with word and character embeddings
and a CRF layer on top of it. Then, we describe
an approach that trains BERT with a CRF layer
for the task. In both architectures, the input is in
the form of BIO notation used to differentiate be-
tween the beginning (B), inside (I) and (O) for no
associated trigger labels.

2.1 Bi-LSTM-Char-CRF networks

The Bi-LSTM-Char-CRF for sequence tagging
model is a hierarchical neural network model
based on three components: character-level using
character embeddings, word-level using bi-LSTM
over word embeddings and sequence-level using
CRF. The architecture of the model is depicted in
Figure 2.
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Figure 2: Bidirectional LSTM with character embed-
dings and CRF layer

2.1.1 Bi-LSTM networks
LSTMs (Hochreiter and Schmidhuber, 1997) are
variants of RNNs that help learn long-range de-
pendencies efficiently thanks to their use of mem-
ory and forget cells. Those cells help control the
amount of the input to be retained/forgotten from
previous states.

Given an input character or word embeddings
representation xt for a given time step t, we
use bidirectional LSTMs by encoding features in
their forward: fhi =

−−−−→
LSTM(xi) and backward

bhi =
←−−−−
LSTM(xi) directions and concatenating

them hi = [fhi, bhi] to capture information from
both the past and future.

2.1.2 Character Embeddings
Character embeddings are used to capture or-
thographic patterns and to deal with out-of-
vocabulary words, especially in the cross-lingual
setting. We follow the same setup as Lample et al.
(2016) to obtain character embeddings using bi-
LSTM. Specifically, we concatenate both charac-
ter and word-level features and use a bi-LSTM on
top of that.

2.1.3 CRF Layer
The encoded character and word-level features are
fed to a CRF layer to learn inter-dependencies be-
tween output trigger tags and find the optimal tag
sequence. This layer simulates bi-LSTM in its use
of past and future tags to predict the current tag.
Following Lafferty et al. (2001), CRF layers de-
fine a transition matrix A and use a score Aij to
model the transition from the ith state to the jth

for a pair of consecutive time steps. The scores
[fθ]i,t of the matrix is the score output by the net-
work with parameters θ, for the sentence [x]N1 and
for the ith tag, at the tth word. The score of a
sequence of tags [y]N1 for a particular sequence of
words [x]N1 is the sum of transition scores and net-
work scores which are computed efficiently using
dynamic programming.

s([x]N1 , [i]
N
1 ) =

N∑
t=1

([A][i]t−1,[i]t + [fθ][i]t,t) (1)

2.2 BERT-CRF
BERT is a multi-layer bidirectional transformer
encoder, an extension to the original Transformer
model (Vaswani et al., 2017). The input represen-
tation consists of a concatenation of WordPiece
embeddings (Wu et al., 2016), positional embed-
dings, and the segment embedding. A special to-
ken ([CLS]) is inserted at the beginning of each
sentence and another special token ([PAD]) is used
to normalize the length of sentences (no ([SEP])
token is used in this case). The pre-trained BERT
model provides a powerful contextualized repre-
sentation which gives the state-of-the-art perfor-
mance for many NLP tasks. We use BERT-CRF,
which adds a CRF layer on top of BERT’s contex-
tualized embeddings layer.

3 Experimental Setup

3.1 Dataset
We evaluate our approach on the ACE2005
sentence-level event mention multilingual bench-
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mark.1 This dataset is annotated with 33 event
subtypes which, when represented in BIO anno-
tation, results in a 67-way labeling task. For a
sound comparison, we use the same data split as
the English baseline (as detailed in Section 3.3).
To the best of our knowledge, there are no Ara-
bic benchmark systems, so we produced our own
split.2 Statistics of the split for train, validation,
and test for the three languages: English (EN),
Chinese (ZH) and Arabic (AR) are included in Ta-
ble 1.
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Figure 3: A zero-shot transfer learning architecture for
cross-lingual event trigger extraction

3.2 Evaluation
We design different experiments for the evalua-
tion of trigger extraction, where we train several
language-specific and multilingual models using
different embeddings and sequence labeling ar-
chitectures. We evaluate the following training
schemes:

• Monolingual Baselines: We train and fine-
tune on EN, ZH or AR using monolin-
gual FastText embeddings and testing on the
trained language.

• Zero-Shot learning experiments: As depicted
in Figure 3, we train and fine-tune on EN
using multilingual embeddings (MUSE or
BERT(multi)) and test on ZH and AR assum-
ing no resources for those languages. To sim-
plify experiments, we evaluate direct transfer
only from EN since it is a high-resourced tar-
get language for learning projections needed

1https://catalog.ldc.upenn.edu/
LDC2006T06

2Our document splits are available in:
https://github.com/meryemmhamdi1/
cross-ling-ev-extr

in multilingual embeddings. We also believe
AR and ZH are not good language-pair can-
didates, so we expect training on AR and test-
ing on ZH and EN or training on ZH and
testing on AR and EN would not lead to im-
provements.

• Targeted cross-lingual experiments: For each
test language (ZH and AR), we train and fine-
tune using multilingual embeddings on lan-
guage pairs involving the test language in ad-
dition to EN to test to what extent adding
training instances from the target language
boosts the performance over zero-shot learn-
ing from EN only. When testing on EN, we
train on EN+AR and EN+ZH.

• Joint multilingual experiments: We train and
fine-tune on all languages (EN, ZH, and AR)
using multilingual embeddings and testing on
EN, ZH and AR. The hypothesis to be tested
is whether a single language-independent
model can work well across languages.

3.3 Baselines

We compare our methodology against different
systems based on:

• Discrete Only: hand-crafted features only;
Ji’s Cross-Entity’08 (Ji and Grishman, 2008);
Liao’s Cross-Event’10 (Liao and Grishman,
2010); and Li’s Joint-Beam’13 (Li et al.,
2013).

• Discrete + Continuous: using a combina-
tion of both linguistic features and trainable
continuous features; Chen’s Dynamic CNN
(DMCNN’15) (Chen et al., 2015); Nguyen’s
Joint RNN (JRNN’16) (Nguyen et al., 2016);
Liu’s Jointly Multiple Events (JMEE’18)
(Liu et al., 2018b); and Zhang’s Generative
Adversarial Imitation Learning (GAIL’19)
(Zhang and Ji, 2018).

• Continuous Only: language-independent fea-
tures only; Feng’s Hybrid Neural Network
(HNN)’16 (Feng et al., 2016) and Liu’s Gated
Multilingual Attention (GMLATT)’18 (Liu
et al., 2018a).

For cross-lingual results, we include a compar-
ison with ZH baselines; Li’s Maximum Entropy
(MaxEnt)’13 (Li et al., 2013); Chen’s Rich-C’12
(Chen and Ng, 2012); Feng’s HNN’16 (Feng et al.,

https://catalog.ldc.upenn.edu/LDC2006T06
https://catalog.ldc.upenn.edu/LDC2006T06
https://github.com/meryemmhamdi1/cross-ling-ev-extr
https://github.com/meryemmhamdi1/cross-ling-ev-extr
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Lang
Training Validation Test
#doc #triggers #doc #triggers #doc #triggers

EN 529 4,420 30 505 40 424
ZH 557 2,213 32 111 44 197
AR 354 1,986 21 112 28 169

Table 1: Number of training, dev, test triggers and documents per language in ACE2005 dataset

2016); and Hsi’s Multi’16 (Hsi et al., 2016). More
decriptions are included in Sections 5.1 and 5.2.

3.4 Hyper-parameters and Embeddings

We describe the hyper-parameters leading to the
best attainable performance for each event trigger
extraction architecture. They are selected based on
random search and performance on the validation
dataset. For Bi-LSTM-Char-CRF, we train char-
acter embeddings using a single bi-LSTM layer
with 100 hidden units and use another single layer
of bi-LSTM with 300 hidden units to train on the
concatenated word and char embeddings. We use
a dropout rate of 0.5. We optimize using Adam
with learning rate of 0.01, weight decay rate of
0.9, β1 = 0.7, β2 = 0.999 and ε = 1e−8.

For monolingual embeddings, we use 300-
dimensional word embeddings for EN, ZH, and
AR from fastText (Bojanowski et al., 2017). For
multilingual experiments, we use MUSE library 3

to train unsupervised alignments from ZH and AR
to EN resulting in a unified vector space for the
three languages. We use the same training hyper-
parameters across monolingual and multilingual
training to ensure a fair comparison.

For BERT-CRF, we train monolingual EN and
ZH using cased BERT-Base and BERT-ZH mod-
els4 respectively and for all multilingual exper-
iments, we use the recommended multi-cased
BERT-Base model.5 All models were trained us-
ing 12 layers with 768 hidden size and 12 self-
attention heads and 110 Million parameters. We
fine tune all BERT models with their default pa-
rameters. We use Adam with learning rate of 0.01,
weight decay rate of 0.9, β1 = 0.9, β2 = 0.999
and ε = 1e−6.

For all experiments, we use a batch size of 32
and limit the maximum sequence length of sen-
tences to 128, padding or cutting otherwise. In

3https://github.com/facebookresearch/
MUSE

4No pre-trained BERT model exists for Arabic.
5https://github.com/google-research/

bert

the end, we report F1 for both trigger identifica-
tion and classification tasks computed using the
seqeval6 framework for sequence labeling evalua-
tion based on the CoNLL-2000 shared task, com-
plying with previous work. Trigger classification
doesn’t assume the identification is correct but
rather gives a stricter performance metric for mea-
suring whether the trigger is not only identified but
also correctly classified.

4 Results

Table 2 shows F1 scores of trigger identification
and classification tested on EN, ZH and AR across
two event architectures: Bi-LSTM-Char-CRF and
BERT-CRF and using different embeddings and
training schemes (fine-grained performance anal-
ysis based on precision, recall scores can be found
in Appendix A).

4.1 Comparison with Feature-Based
State-of-the-art

Before digging deeper into the comparison of our
results with previous state-of-the-art methodology,
it is worth comparing the different approaches
taken by the prior work. For both EN and ZH,
we observe that the best F1 scores over trigger
identification and classification are obtained by
Liu’s JMEE in the first place and Feng’s HNN
with a close performance (with scores of 73.7%
and 73.4% on trigger classification). For the mul-
tilingual case (ZH), it is clear that Feng’s HNN
is very competitive, whereas models relying on
machine translation, namely Liu’s GMLATT and
Hsi’s multi, lag behind the rest of models.

It is not surprising that a neural-based system
outperforms other hand-crafted architectures since
the former can capture richer sequence informa-
tion beyond sentence-level than traditional NLP
pre-processing such as dependency parsing and
avoid errors propagated from such tools.

6https://github.com/chakki-works/
seqeval

https://github.com/facebookresearch/MUSE
https://github.com/facebookresearch/MUSE
https://github.com/google-research/bert
https://github.com/google-research/bert
https://github.com/chakki-works/seqeval
https://github.com/chakki-works/seqeval
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Model
Train
Lang

Embed
-dings

Test Lang

EN ZH AR
Ident Class Ident Class Ident Class

† Ji’s Cross-Entity’08

EN

- N/A 68.3 - - - -
† Liao’s Cross-Event’10 - N/A 68.8 - - - -
† Li’s Joint-Beam’13 - 70.4 67.5 - - - -
‡ Chen’s DMCNN’15 Skip-Gram 73.5 69.1 - - - -
‡ Nguyen’s JRNN’16 C-BOW 71.9 69.3 - - - -
‡ Lius’s JMEE’18 Glove 75.9 73.7 - - - -
‡ Zhang’s GAIL’19 ELMo 73.9 72.0 - - - -
+ Feng’s HNN’16 Skip-Gram 75.9 73.4 - - - -
+ Liu’s GMLATT’18 Skip-Gram 74.1 72.4 - - - -
† Li’s MaxEnt’13

ZH

- - - 60.6 57.6 - -
† Chen’s Rich-C’12 - - - 66.7 63.2 - -
‡ Hsi’s Multi’16 multi proj - - N/A 39.6 - -
+ Feng’s HNN’16 Skip-Gram - - 68.2 63.0 - -

∗ Bi-LSTM-Char-CRF

Test Lang FastText 67.5 63.2 86.6 69.5 54.9 52.8
Test Lang

MUSE

68.9 62.5 29.6 25.0 20.3 18.7
EN - - 61.3 48.8 53.0 42.2
EN+ZH 69.5 65.8 77.2 70.6 - -
EN+AR 70.6 66.9 - - 56.1 53.2
All 66.5 61.6 72.6 64.3 69.4 62.3

∗ BERT-CRF

Test Lang Bert(Base) 79.2 75.3 84.4 79.9 - -
Test Lang

BERT
(multi)

77.8 73.1 83.7 79.8 69.8 66.7
EN - - 76.8 68.5 37.8 30.9
EN+ZH 79.8 75.2 84.7 81.2 - -
EN+AR 79.3 74.5 - - 74.9 69.5
All 79.2 73.5 87.7 83.2 73.2 68.9

Table 2: Comparison of performance with different train/test language pairs using prior work baselines in the
1st half and our method using Bi-LSTM-Char-CRF and BERT-CRF in the 2nd half. †, + and ‡ denote baseline
approaches using Discrete Only, Discrete + Continuous and Continuous Only features respectively, whereas ∗

denotes our own approaches. A ’-’ designates that the experiment doesn’t apply for that test language.

We observe that in general our language-
independent (monolingual) Bi-LSTM-Char-CRF
and BERT-CRF methods are on par with or outper-
form best attainable results. In particular, BERT-
CRF trained monolingually using BERT(Base)
embeddings outperforms other baselines for
both EN and ZH, with F1-scores of 79.2 and 75.3
on trigger identification and classification, respec-
tively, amounting to a 3.3% and 1.6% gain for EN.
For ZH, we obtain F1-scores of 84.4% and 79.9%,
amounting to an increase of 16.2% and 16.9%
over the previous state-of-the-art. On the other
hand, although results using Bi-LSTM-Char-CRF
lag behind state-of-the-art for EN, incurring a loss
of 10.5% over trigger classification, they are com-
petitive for ZH, with scores of 86.6% and 69.5%

and gains of 17.9% and 6.2% over Feng’s HNN
for trigger identification and classification respec-
tively.

4.2 Comparison between MUSE and BERT
Embeddings

We observe a significant difference in perfor-
mance in favor of BERT-CRF compared to Bi-
LSTM-Char-CRF with a gain of 12.1%, 10.4%,
and 13.9% on the classification task. The bet-
ter performance of BERT-CRF compared to Bi-
LSTM-Char-CRF can be attributed to the fact that
BERT is able to learn contextualized representa-
tion and long-range dependencies at different lev-
els of granularity. Table 3 provides some examples
where the surface form of the trigger is hard to dis-
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ambiguate without context information. Recon-
sidering the second example from the introduc-
tion, we notice that a Bi-LSTM-Char-CRF fails to
effectively associate it with position context clues.

4.3 Cross-lingual Event Trigger Extraction

In general, we observe that multilingual train-
ing leveraging multilingual embeddings provides
a boost in performance for both event architec-
tures, especially for EN and AR. More precisely,
there is a gain of 3.1% and 4.0% for EN and ZH
respectively on the identification performance of
multilingual over monolingual models. We notice
that AR benefits the most from multilingual train-
ing with an improvement of 9.5% and 2.8% on
the classification score with BERT-CRF and Bi-
LSTM-Char-CRF respectively. This supports our
claim about the effectiveness of multilingual mod-
els which are efficient to train and are more robust
than monolingual models.

Although F1-scores for zero-shot transfer
learning(train: EN, test: ZH/AR) are not the
best among multilingual experiments, they are still
promising and exceed prior published work given
the fact that no data from the target language was
used to fine-tune. In particular, training with
EN using BERT-CRF was helpful for ZH with
a performance not far from monolingual perfor-
mance. The same can be observed in the case of
EN→ZH and EN→AR using MUSE. The lower
performance of EN→AR using BERT-CRF raises
questions about the quality of BERT(multi) em-
bedding model training for Arabic.

Not surprisingly, training given a reason-
able amount of language-specific resources
from the test language under a targeted cross-
lingual scheme(train: EN+ZH/EN+AR, test:
EN/ZH/AR), boosts (with rare exceptions)
the performance over both monolingual train-
ing and zero-shot learning: EN+AR>EN,
EN+ZH>ZH>EN and EN+AR>EN>AR when
testing on ZH, AR and even for EN for which we
have a strong monolingual baseline.

When all languages are used to train one sin-
gle joint multilingual model (train: All, test:
EN/AR/ZH) we don’t always notice improve-
ments over monolingual models. To gain more in-
sight into why multilingual training boosts perfor-
mance over monolingual models, we include some
examples of when EN is complementary to ZH
and AR and without which the model fails to iden-

tify some events. In the Chinese example, there
are only 12 ”nearby” Chinese words to the trigger
word 解散 (Jiěsàn) in ZH training data, whereas
there are 4 times as many nearby words in EN (e.g.
disband, dissolve, shut, cease, etc).

5 Related Work

Since this work is at the intersection of (i) event
extraction and (ii) multilingual event extraction,
we present previous work in relation to each do-
main separately in addition to (iii) a description
of cross-lingual approaches for other tasks which
motivate our current work.

5.1 Event Extraction in English

Previous works in event extraction on ACE2005
benchmark dataset are mostly focused on English
and can be categorized based on the degree of
hand-crafted features used and whether they are
trained in a pipelined or joint fashion. While some
systems such as Cross-Document (Ji and Grish-
man, 2008) and Cross-Event (Liao and Grishman,
2010) leverage document-level information to en-
hance the performance of event extraction in a
pipelined fashion, others propose a more struc-
tured framework for joint training of both trigger
labeling and argument extraction (Li et al., 2013).

Other approaches explore neural networks on
top of linguistic features employing architec-
tures like Dynamic Multi-Pooling CNNs (DM-
CNN) (Chen et al., 2015) and bidirectional RNNs
(JRNN) with manually crafted features (Nguyen
et al., 2016). A joint approach was proposed by
Liu et al. (2018b) to extract multiple events based
on syntactic graph convolution network. More re-
cently, Zhang and Ji (2018) propose an approach
based on inverse reinforcement learning using
Generative Adversarial Networks (GAN) to alle-
viate mistakes related to ambiguous labels mak-
ing the model less vulnerable to biased, supervised
datasets like ACE2005.

However, the majority of the described ap-
proaches involves to some degree the use of lin-
guistic features. This is labor intensive and re-
quires rich external resources, which are not nec-
essarily available for low-resource languages.

5.2 Cross-lingual Event Extraction

Previous works for cross-lingual event extraction
conducted in a semi-supervised way range from
purely supervised approaches to those using ma-
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”The stone revolution must immediately turn into a fight.”
O Conflict:Attack

由于月之海已经宣布年底前要解散，所以使得...
”Since ’the sea of the moon’ has been announced to be
disbanded before the end of the year, ... ”

B-Business:
Declare-
Bankruptcy

Business:
End-Org

Table 3: Examples of trigger extraction mislabeled by MUSE but correctly labeled by BERT and those
missed/mislabeled with monolingual training only and corrected with multilingual BERT model.

chine translation techniques or word alignment
data. Feng et al. (2016) propose a language-
independent approach that doesn’t require any lin-
guistic feature engineering. However, this ap-
proach still requires equally abundant labeled data
for different languages and implies the need to
train a new model for each language indepen-
dently.

Hsi et al. (2016) exploit both language-
dependent and language-independent features in
the form of universal features such as universal
dependencies, limited bilingual dictionaries and
aligned multilingual word embeddings to train a
model with multiple languages. However, this
work lags behind in terms of the neural approach
used and doesn’t investigate the effectiveness of
leveraging multiple source languages.

Liu et al. (2018b) propose gated cross-lingual
attention as a mechanism to exploit the inher-
ent complementarity of multilingual data which
helps with data scarcity and trigger disambigua-
tion. However, this approach relies on machine
translation which suffers from error propagation.

5.3 Cross-lingual Tasks
Cross-lingual embeddings are of practical useful-
ness in many tasks in natural language process-
ing (NLP) and information extraction (IE). In each
case, a model is trained on one language and trans-
ferred to unseen languages. Downstream appli-
cations on which they are applied include part-
of-speech (POS) tagging (Cohen et al., 2011),

cross-lingual document classification ((Klemen-
tiev et al., 2012); (Schwenk and Li, 2018)) named
entity recognition (Xie et al., 2018). More re-
cently, BERT was developed as an extension to
the transformer architecture and achieved signif-
icant improvement in performance for many NLP
tasks.

The gain in performance associated with multi-
lingual training is what encouraged us to explore
this methodology on event trigger extraction. To
the best of our knowledge, there is no prior work
adopting conventional or contextualized multilin-
gual embeddings for event trigger detection.

6 Conclusion

In this work, we propose a cross-lingual approach
for event trigger extraction using a direct trans-
fer of annotation framework based on multilingual
embeddings. Compared to previous approaches,
our approach doesn’t rely on hand-crafted linguis-
tic features or machine translation.

We evaluate this approach using event trigger
extraction architectures with type-based unsuper-
vised embeddings (FastText and MUSE) and su-
pervised embeddings tuned to the context (BERT).
Our results for both English and Chinese show
competitive performance with baselines on the
ACE2005 benchmark even in the zero-shot learn-
ing scheme. Although results using MUSE are
lower for English, they are on par with Chinese
baselines and better for Arabic compared to BERT.
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We observe a generous boost in performance when
English is added to the target language, and when
all languages are combined together to train one
cross-lingual model, especially for Arabic. Our re-
sult are promising compared to both feature-based
approaches and cross-lingual approaches based on
machine translation.
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