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Abstract (Straka et al.2016 and SyntaxNetWeiss

et al, 2015.
This paper presents the TRL team’s sys-

tem submitted for the CoONLL 2017 Shared ~ One model per language When there are multi-

Task, “Multilingual Parsing from Raw ple corpora in a language with different an-
Text to Universal Dependencies.” We ran notation strategies, our system does not op-
the system for all languages with our own timize models for each corpus, because the
fully pipelined components without rely- real applications do not assume such specific
ing on either pre-trained baseline or ma- corpora.

chine learning techniques. We used only
the universal part-of-speech tags and dis-
tance between words, and applied deter
ministic rules to assign labels. The delex-
icalized models are suitable for cross-
lingual transfer or universal approaches.
Experimental results show that our model
performed well in some metrics and leads
discussion on topics such as contribution =~ Componentized pipeline.Components in the

No machine learning. We use merely simple
statistics with parts of speech of each word
and distance between words, and induced de-
terministic rules. Neither higher order mod-
els nor word embeddings are used, thus our
system is fully controllable with linguistic
knowledge.

of each component and on syntactic simi- pipeline can be divided and optimized inde-
larities among languages. pendently so that they are interchangeable
with other corresponding components such

1 Introduction as the UDPipe tokenizer. Our dependency

parser relies only on Universal PoS tags and
does not use an extended PoS, lemma nor
features annotated by a specific tokenizer.

We tested dependency-based syntactic parsing in
49 languages on Universal Dependenciis/ie

et al, 2019 using 81 corpora from the UD version
2.0 datasetsNivre et al, 2017. The task is de- Our system was composed under these con-
scribed in the overview papeZ¢man et al.2017  straints at the sacrifice of overall scores but it per-
and the whole system is evaluated on the TIRAormed marginally well, achieving the best partic-
platform (Potthast et a|2014). ipant scores in a number of metrics. The major

Instead of merely pursuing higher scores in thecontributions in this report are as follows:
shared task, we adopted several strategies in the

design of our parser: 1. Report of runs without UDPip(nT with very dif-
ferent results than those obtained from other
Self-contained systemTo keep capabilities to participants.

control the input and output of the system,
we use only our own components for the
whole pipeline including sentence splitter, to-
kenizer, lemmatizer, PoS tagger, dependency
parser and role labeler. We do not rely on 3. Simple and reusable techniques to induce
any existing preprocessors such as UDPipe  rules for PoS tagging and relation labeling.

2. Experiments in cross-lingual and universal
scenarios by using delexicalized statistics of
different languages.
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) ar,de.en,fr, bgetfaid,
la ko hizh,nl,... Kkk,(lvur,.. Vi la,got
| | | | L. \ For the sentence splitting we applied existing log-

2.1 Sentence splitting

Sentence splitter Sent'ze’:]gisshpmérWgr;’”-g:rse ics, taking into account language specific punctu-
- ations and special cases such as “Mr.” in English.
| sentence \ :
For languages that our sentence splitter does not
Tokenizer English tokenizer cover, we simply applied the logic for English. For
word T ioken corpora that do not use punctuation at el got
aggregato andla_proiel), we identified words that tend to be
PoS tagger \ the first or the last word in a sentence (more than
P — Egg”aesnscig:;i‘:ﬁ? half of appearance.g.‘itaque” in Latin as the first
adjustment Upos word), and used them to split long sentences that
1 1 had 10 or more words.
UPOS mapper
upos 2.2 Tokenization
i . Our in-house engine tokenizer and PoS tagger sup-
Detggpslg;sm Distance based parser port 17 languagesar, cs, da, de, en, es, fr,
\ | head | \ \ \ he, it, ja, ko, nl, pl, pt, tr, ru andzh. For three
n%ggrenlar Relation labeler of them, Japaneséga), Korean ko) and Chinese
Zeorel 1 E - 1 (zh), words are split in very different manner with-
P Refinement logics out relying on white spacés
l l dePfe’l l We applied English tokenizer for other lan-

_ o _ _guages to simply split words by white spaces and
Figure 1:The pipelined architecture for multilin- punctuations. For Viethamesei) in which the
gual parsing from raw text. Dotted boxes indicatéyord units are longer than space-split tokens, we
existing (not UD-compliant) components. extracted multi-token words from the training cor-

pus and aggregated them in runtime. This raised
. . . the word F1 score fovi from 73.7 to 85.1.
Section 2 describes each components in our . . . .
There are unignorable mismatches in tokeniza-

ipeline. Section3 reports our results, includ- . . .
PP . . P o - . tion strategies between our tokenizer and UD
ing ablation studies and additional experiments in

. I . . corpora. The major difference is in Korean

cross-lingual and multilingual settings. Sectibn i . . . .
. (ko): while our tokenizer splits particles and suf-
shows some related prior work related to our ap-. .
roach fixes from content words, the UD corpus gives
P ' whitespacedojeo) tokenization. Accordingly, we
merged those tokens after getting parts of speech
of each unit.
We also made adjustments in Turkigh (o at-

tach suffixes except for “ki”, and in Arabia()

2 Components

Figure 1 illustrates our pipelined architecture for
multilingual parsing from raw text. As indicated to attach the determiner “al”. There still remains

as dotted boxes in the figure, we exploited in- . : )
) - - _.._many differences in other languages but we did not
house engines for sentence splitting, tokenization e . .
ake any other modifications, which resulted in

and PoS tagging for a number of languages an ower word correspondence values (95.5 on aver-
fit them to the UD annotation schemata. For lan- P .

guages which our engine does not cover, we use%ge) compared to those of UDPipe (98.6).
simple statistics in the training corpus to assign2.3 PoS tagging

Universal PoS (UPOS). For syntactic parsing, Wes well as the tokenization, we applied PoS tags

extracted statistics to predict the head words, takéutput by our engine for 17 languages to get their

ing into account UPOS and distance. To aSSng)Wn PoS schema; some of them are close to the

gfgfsn labels we applied rules induced from thePenn Treebank style and the others are in differ-

_ _ _ ent schemes. We adopted those tags as Extended
The rest of this section describes each compo—; o _ _
. - . Though the word unit in the Korean corpus in UD2.0 is
_nent W't_h Ia_nguage specific treatments in the OrdeEietermined by white space, our tokenizer gives finer tokens
in the pipeline. by splitting functional words.
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dependent head  distance dependency?

— PRON  VERB 1 T

{ \ PRON  DET 2 F

PRON  NOUN 3 F

[ read the book VERB  PRON 1 F

PRON VERB DET  NOUN VERB  DET 1 F

. ) VERB  NOUN 2 F
Figure 2: A sample dependency structure of an DET PRON _5 F
English sentence. DET VERB -1 F
DET NOUN 1 T

NOUN PRON -3 F

NOUN  VERB -2 T

PoS (XPOS) tags and mapped them to UPOS. The NOUN  DET —1 F

mapper assigns the most frequent UPOS in the _ )
training corpus for a combination of XPOS and 'aPle 1:True (T) and false (F) dependencies be-
the lemma of a given word. tween two words in the sentence in Fig@reNeg-

By definition, our PoS tagger does not distin-2tive distance means that the head is left to the de-

guish some of the main verb¥ERB) from aux- pendent.
iliary verbs AUX) such as “do” and “have” in eGSR 6
H “ M - “ t - ng Is n
_Engllsh_, avoir” in French an_d haber” in Span- ADJ NOUN, -1 238
ish, which causes many parsing errors, and so we ADJ, NOUN, 1 .906
added heuristics to change the UPOS using the ADJ,NOUN, 2~ .639
VERB,ADJ, -2 512
context. ADP,NOUN,2  .817
For other languages the PoS tagger does not AUX, ADP, 1 .034
cover, we assigned the most frequent UPOS for French 1)
each surface form in the training corpus. Even ADJ,NOUN, -1 .959
: ‘o A ; ADJ,NOUN,1  .967
Wlth this ndve method we obtained UPOS scores ADJNOUN.2 130
higher than 90 for some languages such as Czech VERB, ADJ, —2 180
(cs), Persianfa), Hindi (hi) and Indonesianid) ADP,NOUN,2  .943
but it did not work well enough for lower resource AUX, ADP, 1 000
languages. Table 2:Examples of dependency scores between

two words for English and French. A condition
indicates the PoS of dependent and head words,
2.4.1 PoS-level models and distance between two words.

2.4 Dependency parsing

To keep the simplicity and language universal-

ity of the parsing method, we built the first-order

delexicalized model for each langu&g&he score

of the dependency between two words is deter- #(T | pa, Pn, Dan)

mined only by the UPOS of head and dependent #(T | pa,pn, Aan) + #(F | pa, prs Dap)’

words and surface distance between two words.
Figure2 shows a sample dependency structur

for an English sentence and Talilshows true (T) . .

and false (F) dependencies found in the sentence %Zteosr ?508 The score is set to 0 when the denomi-

Figure2. By counting frequencies of these events Table2 sh | Th tatist
for all pairs in a sentence, the ratio of correct de- able< shows example scores. These stalistcs

reflect universal attributes, for example, smaller

endency for a pair of PoS and distance is calcu-; ) .
r;ted y P distance is preferred, functional words tend not to

Formally, leth be a head wordd be a depen- have dependents, and so on. Also language spe-

dent,p,, be the UPOS ofv, andA,; be the dis- le.lc att_rlbutes are c_ontamegl_, su_ch as regardlpg
’ . orientation of adjective modification and adposi-
tancé betweend andh, so that the score is

here #-) is the frequency in the training corpus,
denotes that! depends orh and F denotes it

tions.
_2Not for each corpus, following ‘one model par language’ These scores are used as the weight of the Chu-
policy. Liu-Edmonds algorithm@hu and Liy 1965 Ed-
The difference of word IDs ok andd. We cap the max- ds 1967 t btain th . .
imum distance at 12 (empirically determineick®, word pairs monds _D ) 0 Obtain the minimum spannlng
further than 13 are regarded As= 12. tree to optimize the dependency structures in a
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sentence. This algorithm can produce a non- English en)
ADP, NOUN, + case

projective tree, which frequently appears in lan- VERB. NOUN,.+  acl
guages such as German, Latin and Czédie-( NOUN, VERB, +  nsubj

NOUN, VERB, —  obj
Donald et al. 2005. ADJ. VERB, — xcomp
2.4.2 Language specific cases Russian (u)

. . . ADP, NOUN, case
Japanesgd) and Korean Ko) are parsed in a dif- VERB, ,\,OU,\,J;r amod
ferent manner. A common point to both languages NOUN, VERB, +  nsubj
: - : NOUN, VERB, —  obl
is that all content words form right-head struc ADJ. VERB, — ob|

tures; consequently, a set of rules selects the syn-
tactically possible head words for a given wordTable 3:Examples of label assignment for English
by using the syntactic featureKgnayama et al. and Russian.+’ and ‘—’ indicate the direction of
2014. Here the dependencies are determined a$e head word against a dependent; ‘+’ means that
the nearest baseline among the modification candthe head comes right to a dependent.
dates without relying on the statistics of the train-
ing corpora.

For ‘surprise languages’ that do not have train-  of left-head modification oPART: “to” in
ing corpora, we use models for languages in the  English.
close regions (Russiamu) for Buryat (oxr), Per-
sian ¢a) for Kurmanji (kmr), Finnish €i) for North ~ 2.5 Relation label assignment
Sami (sme) and Polish §l) for Upper Sorbian After getting the tree structures, we assigned de-
(hsb)) but these selections were not optimal aspendency labels to each node by referring to the
found in the experiments in Secti@x2 most frequent label between two UPOS tags in the
languages. The labels vary by language and ori-
entation of the dependencies as exemplified in Ta-
The statistic model above is apparently ignoranble 3.
of the vocabulary and lexical features finer than |n some cases the labels are difficult to deter-
UPOS level. To capture some phenomena Weninistically assign merely by using UPOS of two
made two deterministic modifications. words. In such cases, we applied the following la-

bel refinement rules.

2.4.3 Exceptional dependencies

Fixed expressions.Multi-word expressions
behave exceptionally in the UPOS-basedWord based constraints. Forcibly change the la-
model. In each language we extracted fixed bel for words whose relation labels are
phrases such as “because of” and “as well  mostly consistent¥ .95), e.g. modification
as” in English, and in runtime forcibly tagged by “there” in English should havexpllabel.

dependencies for such word sequences with _
‘fixed label. Also, for consecutive appear- Verb arguments. Adjust the label of NOUN,

or NUM, a structure with the majority label pendent of VERB with several conditions,
(one offlat, nmod compoundbr nummod is e.g.setobl if the word has a dependent la-

assigned depending on the pairs of language  beledcasein most of languages.
and PoSge.g. give left-head structures with

flat label for PROPN sequences of Catalan Pronouns. Change the relation label ®RON as

(ca a dependent o¥ERB to its majority* for a
' surface formE.g.selectobjfor “him” in En-
Consistent words. English UPOSPART is used glish.

for possessive “’s” and infinitive “to”, which
behaves very differently from each other. For
such words whose head word is in a consis-
tent direction per dependent word, the score
for the other direction is discounted by multi-
plying 0.1,e.9.0.1 is multiplied for the score *Among nsubj obj, iobj andexpl

Conjunctions. When the dependent and head
words have the same UPOS and there is
CCONJ between the two words, set the la-
bel of the dependent &onj.
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Language

Sentence Words UPOS UAS

Submitted results (without UDPipe)

UDPipe preprocess

LAS WLAS Sentence Words ~ UPOS UAS LAS  WLAS

* Average

79.99

95.47 80.45 53.53

43.37 37.3

88.48 98.61 91.02 6189 5212 45.75

ar
ar_pud
bg
bxr

de_pud
el

en
en_lines
en_partut

es_ancora
es_pud
et
eu
fa
fi
fi_ftb

fr_partut
fr_pud
fr_sequoia

ga

o]
gl-treegal

got
" gre_proiel

he

hi

hi_pud

hr

hsb

hu

id

ja
* ja_pud

kk

kmr

ko

la

la_ittb
la_proiel

Iv

nl
nl_lassysmall
no_bokmaal
no-nynorsk

ru_pud

sv
sv_lines
sv_pud

39.98 334

42.76 35.61 100.00

53.39 46.3
14.02 4.2

97.70  86.31 6247
8541 7453 37.3
8364 7131 3149

QO NN

© oW

=Y

84.57

w

92.83
91.81
98.95
92.03

100.00
95.06

24.14

3.44

45.83

23.48 .
37.59 32.05 9324
27.97 2230 25.80
34.21 29.09 98.59
39.44 30.28 77.14
35.32 26.90 78.62
49.31 4290 95.76
46.83 40.78 91.23
57.83 52.71 98.91
40.46 3571 89.79
43.76 38.87 96.84
44.86 39.42 95.65
53.35 46.917934277799.64 9640 7076 6220 55,6
45.52 48.7 96.42

49.04 52.73 98.95
61.66 5191 9781
38.69 31.87 83.53
47.25 39.89 99.24
29.92 2463 16.72
7.47 7.74 98.79
45.17 39.76  96.37
47.13 42,15 86.44
42.58 36.82 90.20
30.48 2591 96.63
21.36 15.147 93.91
23.72 14.37 63.55
33.99 2345 9259
50.26 36.55 98.32
31.01 28.50 92.59
25.60 23.24 98.19

Table 4:Overall F1 scores over test data (see Se@idh
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3 Experimental Results UDPipe was applied for preprocessing. Since UD-

Pipe was trained with the UD corpora the tok-

enization and PoS tagging performed much bet-

Table4 shows the results for 81 test corpora in 4%ter than ours and resulted in scores 8 and 9 points

languages including ‘surprise languages’. higher than those obtained for UAS and LAS re-
The left side shows the performance of our sysspectively. For Kazakhkk), Viethamese\() and

tem described in SectioB. The scores are the one of Arabic datagr_pud), our tokenizer and PoS

same as those in the official run exceptjmpud  tagger performed better than UDPipe, resulting in
data on which we encountered a technical probpetter parsing scores in the left side.

were updated from the official score. WLAS de-ypos-based dependency parsing model does not
notes “Weighted labeled attachment score”, Wh'dbapture the decomposed elements of each token,
discounts the functional word attachments by mulyhe parser did not work well after the UDPipe pre-

tiplying 0.1 and ignores punctuation. processing. Our deterministic parser can handle

Numbers in bold letter indicate that our systeMine functional words thus it performed better.
achieved the best scores among task participants.

Our sentence splitting was the best for seven cors » Cross-lingual and universal evaluation

pora including three surprize languages, and word . _
segmentation was best for five corpora. One of the advantages of Universal Dependencies

Japanesejd) shows the best score except foris the capability tq test the language i_ndependent
sentence splittirfy but it is exceptional here. As Model and cross-lingual transfer learning. As de-
we provided the Japanese UD2.0 data set, we haws'ibed in Sectior2.4, our dependency parsing

the consistent tokenization, PoS mapping and laM0dels without any lexical information are very
bel definition with the data set, thus it is straight-9eneral. They therefore can be applied to other

forward to convert the parsing structure into ap_languages enabling us to test a universal language
propriate UD schema. We intentionally use theModel.
naive method for parsing (nearest baseline), how- Table 5 compares the UAS scores with the
ever, we performed the best among the participantéoss-lingual and universal settings. The ‘Own
due to the high coincidence of the tokenization. Model’ column shows the original score, the
For Kazakh kk), our approach worked well and ‘Best transfer’ column shows the score using the
achieved the best score in sentence splitting angnodel that performed the best among different
unlabeled attachment scores (UAS). The absolut&nguages, and the ‘Universal’ column shows the
score was not high, so this shows the difficulty ofscore obtained with the combined statistics ex-
the language for machine learning approaches. tracted from all of the multilingual corpora. Num-
Besides the difficult languages in terms of tok-bers inbold denote that the transfer or universal
enization: Chinesezh), Vietnamese\() and He- model outperformed the language specific model.
brew (he), some languages show quite low scores/apanesed) and Koreanko) were not tested here
for word splitting €.g. pt and tr) due to differ- because they did not use compatible models.
ences in tokenization policies which our adjust- The experimental result shows the best models
ment rules did not cover. Due to the nature of thefor applying low-resource language$: for bxr,
pipelined architecture, the errors in word splittingcs for kmr, tr for sme andhr for hsb. Also for
directly affect the downstream metrics. Since theelatively low-resource languages such as Kazakh
UPOS is used for dependency parsing, PoS tagkk) and Ukrainian (k), the models with larger
ging and PoS mapping errors are critical for parscorpora outperformed their own models. For four
ing scores, both UAS and LAS. French {r) corpora, the Portuguesgt] model per-
The right side of Tablet shows the results of formed as well as the French model. This suggests
our parser using UDPipe for tokenization and PoShe model with three different French corpora gen-
tagging. Three columns (Sentence, Words anérated a noisy model.
UPOS) show the scores of UDPipe itself, and the It is interesting to consider the ‘neighbor’ lan-
rest of columns show the scores of our parser wheguages in terms of syntax. English and Swedish
" Sinterestingly the sentence splitting score is almost thelSV) Selected each other as the closest languages,
lowest among participants. which suggests that they are selected not only be-

3.1 Overall results
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Language Own model Best transfdr Universal
Average 53.53 49.06
ar 51.44 ga 47.45 45.47
ar_pud 56.59 | ga 55.92 54.53
bg 61.26 cs  60.38 60.19
bxr 23.40 fi 24.66 18.10
ca 58.31 es 57.90 57.57
cs 61.32 sl 60.68 59.31
cs_cac 64.88 sl 64.19 62.93
cscltt 54.09 sl 52.88 52.34
cs_pud 64.47 sl 64.06 62.43
T cu | 51.09 | ‘'got 51067 4729
da 48.62 no 48.45 47.56
de 49.28 nl 47.19 47.18
de_pud 51.35 sl 49.92 49.21
el 61.06 | de 57.04 58.37
en 56.44 sv 54.84 52.15
en_lines 59.77 sv  58.89 56.05
en_partut 62.48 sv 6118 58.60
en_pud 60.05 sv 5855 56.00
T es’ | 63.80 | pt 63547 62.51"
es_ancora 65.22 ca 64.97 63.96
es_pud 66.68 pt 66.34 65.37
et 49.79 en 48.57 44.14
eu 53.63 | hu 47.05 42.78
fa 56.28 la 52.28 51.92
fi 4545 | en 43.98 39.58
fi_ftb 57.45 en 50.92 50.51
fi_pud 46.67 en 45.23 41.83
fr 61.71 pt 61.48 60.18
fr_partut 64.75 it 64.98 63.55
frpud 64.04 pt 64.65 63.56
fr_sequoia 59.60 pt 59.24 57.74
ga 61.87 ro 59.05 57.05
gl 6469 | pt 62.62 60.99
gl_treegal 46.75 pt 48.64 47.67
got 51.80 | grc  50.93 49.22
gre 41.18 no 39.13 39.75
T grelproiel | 49.97| 'got 48057 46.70"
he 47.31 pt  45.35 43.83
hi 66.60 ur 65.48 38.36
hi_pud 51.26 ur 50.83 33.41
hr 56.49 cs 55.36 54.23
hsb 30.74 hr  32.37 32.06
hu 46.56 fi  46.21 36.04
id 63.72 ro 62.58 61.55
it 57.96 pt  58.19 57.09
it_pud 58.76 | pt 59.38 58.75
ja 91.14
ja_pud 88.79
kk 45.72 ur  47.58 18.77
kmr 10.59 cs 12.32 12.49
ko 55.54 - -
la 37.40 | grc  39.78 35.83
la_ittb 47.21 cs  45.01 45.19
la_proiel 43.87 | got  42.17 41.94
R 72 45137 "en 44807 3746
nl 47.58 de  45.87 45.65
nl_lassysmall 45.95 la 44.10 43.68
no_bokmaal 57.07 | da  55.69 54.70
no._nynorsk 54.20 sv  52.60 51.64
pl 68.47 cs  66.65 66.75
pt 52.04 ca 5171 50.32
pt_br 53.10 es 53.08 51.56
pt_pud 54.83 es 54.96 53.12
ro 64.24 pt  63.60 62.62
ru 55.70 | bg 58.63 57.12
ru_pud 58.58 cs  64.39 62.29
ru-syntagrus 69.49 fi  58.81 59.63
sk 46.60 cs  48.82 47.45
sl 56.55 cs 56.21 54.39
sl_sst 38.65 hr  37.35 37.78
sme 27.93 tr  28.73 20.31
5% 54.98 en 5420 51.70
o sviines | 5770 en 56937 54.04"
sv_pud 54.05 en 53.99 50.47
tr 42.07 ug 37.71 28.81
tr_pud 39.14 | ug 36.85 24.12
ug 48.10 ur 4541 16.20
uk 45.91 sv  48.14 46.15
ur 62.47 hi 60.35 32.83
Vi 37.13 en 33.36 34.15
zh 31.49 tr 27.17 19.58

cause of the size of the training corpora. It is also
notable that two variants of Norwegiand) were
closest for different languages (Danistaf and
Swedish).

Even the universal model performed well. The
drop in UAS scores from the language-specific re-
sult was only 4.5 points on average. This shows
our method is general enough for multilingual de-
sign. Not only for low-resource languages such
as Ukrainian and surprise languages, but also for
Russian u) and Slovak k), the universal model
outperformed the language specific model.

3.3 Ablation of refinement rules

Table6 shows the difference in UAS scores when
we did not apply one of the sets of rules to change
the dependency structures described in Se@idn
and LAS scores without one of refinements for re-
lation labels described in Sectidh5. The iden-
tification of multi word tokens did not work well
as expected, and the word level rules made little
contribution.

Applying all label refinement rules improved
the LAS score by 2.35 points on average. The
rules to modify labels for verb arguments were
the most important on average. Conjunction rules
were very simple but consistently improved for al-
most all languages. Word-based constraints are
good for some languages but may cause side ef-
fects. Pronoun rules were good for Gothgot),
which suggests that the Gothic pronouns are rel-
atively consistently used for argument cageg.
“saei” for nsubjand “mik” for obj.

4 Related Work

Some approaches share the same motivation with
ours. Martnez-Alonso et al.Z017) used a small
set of UPOS-level attachment rules for parsing and
achieved 55 UAS with a universal model with pre-
dicted PoS. In this shared task we need to tackle
the preprocessing and relation labeling as well
which cannot be done in a language agnostic man-
ner. Accordingly, we used minimum statistics for
each language and achieved UAS levels similar to
those for our own tokenization and PoS prediction,
and higher value (by 9 points) when we use the
UDPipe preprocessor.

Universal parsing is not our main focus here, but
our results in the rightmost column in Tatecan

Table 5: UAS-F1 scores with language specific be used to compare our approach with universal
models, and transfer models (see Sec8d¢h

approachesAmmar et al, 2016.



AUAS ALAS

Language| fixed congt word arg pron cdnj ALL
Average| -0.35 0.06 041 1.17 0.18 040 235
ar|-241 0.04f 151 -026 0.00 0.29 154
arpud| -1.39 000 144 280 -0.01 0.68 4.85
bg | -0.54 0.10, 0.88 0.88 0.58 0.713 3.62
bxr | -3.32 0.00f 0.00 0.00 0.00 0.0 0.00
ca| 1.18 0.05 0.08 0.24 049 059 154
cs|-0.39 0.06) 024 195 0.21 050 342
cs.cac| -0.13 0.07 0.14 193 0.11 117 3.72
csclt | 0.67 0.06| 0.13 098 0.02 127 255
cs.pud| -0.14 0.09 0.08 243 0.19 0.60 3.97
““““““““““ cu’|70.000.16| '2.36 2.14 049 0.53 6.46
da| 053 0.04/ 0.09 150 0.01 0.24 222
de [ -0.01 0.01| 043 156 0.27 0.50 294
depud| 0.00 0.0 0.12 1.77 044 038 2091
el | 0.04 0.03 1.60 1.55 0.02 0.3 3.77
en| 004 0.07/ 052 157 -0.33 040 2.16
enlines| 0.19 0.0 059 214 -035 0.38 276
en_partut| 0.12 0.03 0.33 190 -0.04 0.82 3.00
enpud| 0.02 0.0 032 212 -0.11 048 282
es | -0.15 0.05/ -0.10 2.14 0.53 0859 4.27
es_ancora| 041 0.00 -0.63 0.68 -0.08 043 -0.46
espud| 0.21 0.0 020 279 032 O0f 3.93
et| 0.08 0.000 114 0.29 0.23 O. 1.83
eu|-0.16 0.16] 1.29 0.37 0.01 O 1.62
fa|-435 0.19| 082 1.44 0.00 1. 3.93
fi| 013 -0.07| -0.84 0.36 0.14 O. 0.29
fifto | 0.21 0.12| -0.33 -0.09 0.20 O. 0.09
fipud| 0.09 -0.24 -0.65 048 0.10 O. 0.05
“““““““““““ fr|-1.08"0.11] -0.37772.37 040 0.48 411
fr_partut| -2.64 0.01 -0.69 2.26 0.24 0.2 3.75
frpud| -1.10 0.0§ -0.11 281 040 0.40 4.98
fr.sequoia| 0.16 0.05 -0.58 1.75 0.16 0383 2.95
ga| 053 032 046 0.08 005 044 1.08
gl |-0.45 0.04 0.34 0.99 -0.04 -041 0.88
gltreegal| 0.02 0.08 0.28 0.29 0.11 0.80 1.50
got | -0.36 0.15| 0.69 120 218 0.54 4.69
grc | -0.12 0.02] -1.02 113 0.12 047 0.71
grc_proiel | -0.37 0.01 3.13 150 1.07 0.47 6.24
he | 0.10 0.09] 041 0.60 0.02 0.36 1.38
hi| 0.03 0.02] 025 095 0.05 -0.q1 1.61
hi_pud | 0. X . . 027 0.04 184
0.9 3.46
0.4 0.96
0.4 0.64

0.

0.

nl_lassysmall
no_bokmaal
no_nynorsk

ru_pud
ru_syntagrus
sk

sl

sl_sst

sme

““““““ sv_lines’
sv_pud

tr

tr_pud

ug

uk

ur

Vi

zh

054 173 023 3.03
0.17 055 142 0.18 2.83
0.60 2.05
0.03| -0.51 0.06 0.00 0.09
0.06) 058 0.20 0.10 1.27
010 0.38 0.17 0.03 1.04
0.16| 1.20 1.68 0.60 4.15
0.16| -0.02 2.85 0.8 3.84
000 0.00 3.84 0.36 5.05
010 004 238 0.8 3.43
0.10[ 049 1.12 0.09 2.67
0.00 073 219 0.26 4.19
0.01 121 130 0.40 3.62
0.00[ 0.00 0.00 0.00 0.04
0.11| 1.38 212 -0.01 4.17
T0.18 14723277022770.337 471
019 155 200 0.06 4.10
0.00 043 0.00 0.26 0.74
0.00 0.23 0.00 0.07 0.31
0.00 0.5 0.00 0.04 0.19
0.03| 1.20 0.13 0.0 2.20
0.01| 044 0.92 0.03 1.43
0.02| 013 057 0.00 0.75
0.05| 1.37 072 0.00 2.09

Table 6: Ablation shown by differences in UAS
and LAS values.

5 Conclusion

For the CoNLL 2017 Shared Task on multilin-
gual parsing from raw text, we were able to
achieve a whole multilingual parser pipeline in
a “semi-universal” manner exploiting minimum
statistics from the training corpora with determin-
istic rules for part of speech tagging and label ad-
justment. Even with a simple and general model
we achieved .43 labeled attachment scores on av-
erage and showed that the model we propose can
be suitably applied to cross-lingual and universal
scenarios.
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