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Abstract

Discourse Relation Sense Classification is
the classification task of assigning a sense
to discourse relations, and is a part of
the series of tasks in discourse parsing.
This paper analyzes the characteristics
of the data we work with and describes
the system we submitted to the CoNLL-
2016 Shared Task. Our system uses two
sets of two-step classifiers for Explicit
and AltLex relations and Implicit and
EntRel relations, respectively. Regardless
of the simplicity of the implementation,
it achieves competitive performance using
minimalistic features.

The submitted version of our system
ranked 8th with an overall F1 score of
0.5188. The evaluation on the test dataset
achieved the best performance for Explicit
relations with an F1 score of 0.9022.

1 Introduction

In the CoNLL-2015 Shared Task on Shallow
Discourse Parsing (Xue et al., 2015), all the
participants adopted some variation of the pipeline
architecture proposed by Lin et al. (2014). Among
the components of the architecture, the main
challenges are the exact argument extraction
and Non-Explicit sense classification (Lin et al.,
2014).

Argument extraction is a task to identify two
argument spans for a given discourse relation.
Although the reported scores were relatively low
for these components this is partially because of
the “quite harsh” evaluation1. This led to the

1CoNLL 2016 Shared Task Official Blog
http://conll16st.blogspot.com/2016/04/
partial-scoring-and-other-evaluation.
html

introduction of a new evaluation criterion based
on partial argument matching in the CoNLL-
2016 Shared Task. On the other hand, the
sense classification components, which assign
a sense to each discourse relation, continue to
perform poorly. In particular, Non-Explicit sense
classification is a difficult task, and even the best
system achieved an F1 score of only 0.42 given
the gold standard argument pairs without error
propagation (Wang and Lan, 2015).

In response to this situation, Discourse Relation
Sense Classification has become a separate task
in the CoNLL-2016 Shared Task (Xue et al.,
2016). In this task, participants implement a
system that takes gold standard argument pairs and
assigns a sense to each of them. To tackle this
task, we first analyzed the characteristics of the
discourse relation data. We then implemented a
classification system based on the analysis. One
of the distinctive points of our system is that,
compared to existing systems, it uses smaller
number of features, which enables the source
code to be quite short and clear, and the training
time to be fast. The performance is nonetheless
competitive, and its potential for improvement is
also promising owing to the short program.

This paper aims to reorganize the ideas about
what this task actually involves, and to show
the future direction for improvement. It is
organized as follows: Section 2 presents the
data analysis. Then the implementation of the
system we submitted is described in Section 3.
The experimental results and the conclusion are
provided in Section 4 and 5.

2 Data Analysis

There are four types of discourse relations, i.e.,
Explicit, Implicit, AltLex, and EntRel. In
the official scorer, these discourse relations are
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divided into two groups, namely, Explicit and
Non-Explicit relations, and they are evaluated
separately. AltLex relations are classified into
Non-Explicit relations, but they share some
characteristics with Explicit relations in that they
have words that explicitly serve as connective
words in the text. These connective words
are one of the most important features in sense
classification, as explained later; therefore, we
divide the types of relations into (i) Explicit
and AltLex and (ii) Implicit and EntRel types
in this analysis. Throughout this paper, we do
not distinguish between Explicit connective and
words that work as connective in AltLex relations,
and they are simply referred to as connective.

2.1 Explicit and AltLex Discourse Relations

In the sense classification of Explicit and AltLex
relations, connective words serve as important
features.

Figure 1 shows the distribution of sense per
connective word over the Explicit relations. For
example, 91.8% of relations with connective word
and are labeled as Expansion.Conjunction, and
5.8% as Contingency.Cause.Result. As can be
seen, each kind of connective word is mostly
covered by only a few senses. Some words such
as also and if have more than 98.8% coverage by
a single sense.

According to this observation, it is easy to build
a reasonably accurate sense classifier simply by
taking connective words as a feature. For example,
one obvious method is a majority classifier that
assigns the most frequent sense for the relations
with the same connective words in the training
dataset. Figure 2 shows the accuracy per sense
of such a classifier in the training dataset. The
method is rather simple, but it achieves more than
80% accuracy for most of the senses.

One exception is Comparison.Concession,
which had only a 17.4% accuracy. This is a
sense derived from Comparison.Concession and
Comparison.Pragmatic concession in the original
PDTB, and applies “when the connective indicates
that one of the arguments describes a situation
A which causes C, while the other asserts (or
implies) ¬C” (Prasad et al., 2007). Discourse
relations with connective words such as although,
but, and however are assigned this sense. In the
evaluation using the development data, the system
assigned Comparison.Contrast to most discourse

Table 1: System output for discourse relations
that are labeled as Comparison.Concession in the
golden data. The left and right columns show the
connective words and the sense assigned by the
system, respectively.

Connective Assigned Sense
while Comparison.Contrast
even though Comparison.Concession
still Comparison.Contrast
nevertheless Comparison.Contrast
but Comparison.Contrast
yet Comparison.Contrast
though Comparison.Contrast
nonetheless Comparison.Concession
even if Contingency.Condition
although Comparison.Contrast

relations labeled as Comparison.Concession in
the golden data. Table 1 shows the senses the
system assigned. For example, some of the
discourse relations that have a connective word
while are labeled as Comparison.Concession in
the golden data, but the system assigned them as
Comparison.Contrast.

According to the annotation manual, Contrast
and Concession are different in that only
Concession has directionality in the interpretation
of the arguments. Distinguishing these two senses
is, however, ambiguous and difficult, even for
human annotators.

2.2 Implicit and EntRel Discourse Relations
By definition, Implicit and EntRel relations have
no connective words in the text, which compli-
cates the sense classification task considerably.
Other researchers overcame this problem by ap-
plying machine-learning techniques such as a
Naive Bayes classifier (Wang and Lan, 2015) or
AdaBoost (Stepanov et al., 2015). They use vari-
ous features including those obtained from parses
of the argument texts.

As a baseline, we first implemented a support
vector machine (SVM) classifier taking a bag-of-
words of tokens in the argument texts as features.
The evaluation was found to assign EntRel to
a large part of the input data. This trend is
particularly noticeable for relatively infrequent
senses. This problem is partially attributable to
the unbalanced data. In fact, there are more
EntRel instances included in the training data than
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and Expansion.Conjunction 91.8% Contingency.Cause.Result 5.7%Temporal.Asynchronous.Precedence 1.1%Comparison.Contrast 0.8%Temporal.Synchrony 0.1%Contingency.Condition 0.1%Expansion.Restatement 0.0%Comparison.Concession 0.0%Expansion.Instantiation 0.0%

but Comparison.Contrast 76.5% Comparison.Concession 20.0% Expansion.Conjunction 3.0%Temporal.Asynchronous.Precedence 0.1%Expansion.Exception 0.0%Expansion.Restatement 0.0%Contingency.Cause.Result 0.0%Expansion.Alternative.Chosen alternative 0.0%Contingency.Cause.Reason 0.0%

also Expansion.Conjunction 99.7% Temporal.Synchrony 0.1%Expansion.Restatement 0.0%

when Temporal.Synchrony 50.8% Temporal.Asynchronous.Succession 19.8%Contingency.Condition 17.7%Contingency.Cause.Reason 9.9%Temporal.Asynchronous.Precedence 0.4%Comparison.Concession 0.3%Contingency.Cause.Result 0.3%Comparison.Contrast 0.3%Expansion.Alternative 0.1%Expansion.Restatement 0.1%

if Contingency.Condition 98.8% Comparison.Contrast 0.6%Comparison.Concession 0.3%Expansion.Restatement 0.1%

while Comparison.Contrast 52.0% Temporal.Synchrony 26.9% Comparison.Concession 11.4%Expansion.Conjunction 9.6%

as Temporal.Synchrony 61.6% Contingency.Cause.Reason 35.4% Temporal.Asynchronous.Succession 2.6%Contingency.Cause.Result 0.3%

because Contingency.Cause.Reason 100.0%

after Temporal.Asynchronous.Succession 90.3% Contingency.Cause.Reason 9.6%

however Comparison.Contrast 77.6% Comparison.Concession 21.4% Expansion.Conjunction 0.8%

Figure 1: Distribution of the sense assigned to each connective word. All explicit relations with the ten
most frequent connective words are extracted from the official training data for the CoNLL-2016 Shared
Task.
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Figure 2: Accuracy of a simple majority classifier that assigns the most popular sense of the discourse
relations in the training data with the same connective. Training was conducted on the official training
data, and the evaluation used the development data.

the most frequent Implicit sense. We also tried
automated weight balancing of the SVM classifier,
but the accuracy gain was small.

3 Proposed System

We describe the implementation of our system
based on the analysis above. First, the system
classifies a discourse relation into two categories,
namely (i) Explicit and AltLex or (ii) Implicit
and EntRel. This classification is determined
simply by checking whether the relation has
connective words annotated in the text. The
input is then passed to the next two-step classifier
components. The following sections detail the
three components, i.e., (i) Unknown Connective
Substitution (CS), (ii) Explicit and AltLex Sense
Classifier including Concession vs. Contrast
Classifier (CC), and (iii) Implicit and EntRel
Sense Classifier (IE). Figure 3 shows the system
overview.

Figure 3: Pipeline of our system.
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3.1 Unknown Connective Substitution

If a discourse relation is classified into an Explicit
and AltLex category, it will then be passed
to a simple majority classifier, i.e., the most
frequent sense in the training dataset with the same
connective word is assigned. If connective words
are alternatively lexicalized, then instances with
the same connective words are not necessarily
found in the training data. In that case, the
majority classifier does not know which sense to
assign, whereupon we apply a preprocess, named
unknown connective substitution, to find a clue for
the classifier.

First, the connective words are mapped to a real
vector using skip-gram neural word embeddings
(Mikolov et al., 2013). For connective words
with more than one word, the average vector of
every word weighted by term frequency is used.
Using this vector, the known connective words in
training data that are the closest to the unknown
connective words are looked up. Then the
connective words are substituted with the closest
one, and passed to the next process. Thus, we
can use this substitution to reduce the difference
between Explicit and AltLex such that it can be
ignored, which contributes to the reusability of the
components.

3.2 Explicit and AltLex Sense Classifier

As already mentioned, the Explicit and AltLex
sense classifier is a majority classifier. It assigns
the most popular sense in the training examples
that have the same connective words (or those
substituted in the pre-process) with the input.
Although this classifier already had reasonably
good accuracy at this point, we improved it by
analyzing which pair of senses are confusing and
difficult to distinguish.

In the previous section, we saw that distinguish-
ing between Comparison.Concession and Com-
parison.Contrast is difficult. The system at-
tempts to solve this problem by repeating the
classification using another classifier in cases in
which the output of the classifier was Compari-
son.Concession or Comparison.Contrast. For the
second classifier, we use the following features:

1. the connective words,

2. the Arg1 and Arg2 texts: the frequency count
of the tokens in the argument texts converted
into integer vectors (bag-of-words),

3. the nodes of the parse trees Arg1 and Arg2:
similarly to 2, the frequency count of the
nodes of the parse trees of argument texts,
and

4. the MPQA subjectivity lexicon: each token
in the argument texts is classified into nine
groups according to the MPQA lexicon, and
the number of tokens was counted, ignoring
words not in the lexicon.

These are chiefly general-purpose features and
widely used in various NLP tasks, and actually
a subset of the features used in several previous
studies including (Lin et al., 2014) and (Pitler and
Nenkova, 2009).

3.3 Implicit and EntRel Sense Classifier

Similar to the Explicit and AltLex sense classifica-
tion, the Implicit and EntRel sense classification
is also a two-step process: first it is determined
whether the type is Implicit or EntRel, and then a
sense is assigned if classified as Implicit.

Connective words themselves cannot be used as
features in Implicit and EntRel sense classifica-
tion; therefore, other features need to be prepared.
There are many candidates for the features. Here,
to simplify the implementation, and also because
we cannot afford the time for task-specific feature
engineering, we merely reuse the same features of
the Concession vs. Contrast classifier described in
the last section.

4 Experiments

4.1 Experimental Settings

We trained our system on the official training
dataset of the CoNLL-2016 Shared Task, and
evaluated it on several test datasets. We im-
plemented SVM classifiers, which are popular
among various NLP tasks, and MaxEnt classi-
fiers, which have been used in the previous stud-
ies. Both are implemented using scikit-learn (Pe-
dregosa et al., 2011), with the default parame-
ters except for the automated weight balancing be-
tween classes (class weight=’balanced’)
in order to overcome the imbalance of the data dis-
tribution2. In the balanced mode, the weights of
samples are automatically adjusted inversely pro-
portional to class frequencies in the input data. We

2It should be noted, however, that we also conducted an
evaluation on the test and blind test dataset without weight
balancing, and found that its effect is small.
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Table 2: Experimental results using the two datasets. F1 scores are shown. “Maj” = majority classifier for
Explicit and AltLex relations. “CS” = substitution of unknown AltLex connectives. “IE” = Implicit vs.
EntRel classification before Implicit sense classification. “CC” = Concession vs. Contrast classification
after Explicit and AltLex sense classification.

test blind-test
All Explicit NonExp All Explicit NonExp

Maj+SVM (Baseline) 0.5116 0.8991 0.1589 0.4404 0.7495 0.1776
Maj+SVM (TIRA Official) 0.5473 0.9022 0.2261 0.5188 0.7543 0.3231
Maj+MaxEnt 0.6093 0.9002 0.3445 0.5215 0.7532 0.3247
Maj+MaxEnt+CS 0.6145 0.9046 0.3504 0.5257 0.7622 0.3241
Maj+MaxEnt+CS+IE 0.5540 0.9046 0.2340 0.5290 0.7622 0.3308
Maj+MaxEnt+CS +CC 0.5866 0.8460 0.3504 0.5357 0.7838 0.3241
Maj+MaxEnt+CS+IE+CC 0.5261 0.8460 0.2340 0.5389 0.7838 0.3308

also attempted hyperparameter tuning using the
development dataset, but the performance was al-
most the same.

As a baseline, the majority classifier described
in Section 2.1 is used for Explicit and AltLex
relations, and an SVM classifier is used for
Implicit and EntRel relations. The features for
the SVM classifier were bag-of-words of Arg1
and Arg2 texts. The system used in the official
evaluation on TIRA was an old version because
of deployment problems. This means it is almost
the same as the baseline system, except that the
MPQA subjectivity lexicon is added as features.

The systems are evaluated using the script
provided by the CoNLL-2016 Shared Task
organizers. The official evaluation is carried out
on TIRA (Potthast et al., 2014).

4.2 Results

Table 2 lists the F1 scores our systems achieved
in the evaluation using the test and blind-test
datasets. In the first column, “CS” indicates
the substitution of unknown AltLex connectives.
“IE” indicates that the Implicit vs EntRel classifier
was used, and “CC” indicates the Concession
vs. Contrast classifier. A comparison of
the two classification algorithms revealed that
MaxEnt classifiers were more effective than SVM.
This is because SVM is unsuitable for this text
classification problem, because text data is high
dimensional and sparse. The training of MaxEnt
classifiers took only 40 minutes in the longest
case, but SVM classifiers required more than
10 hours. In the evaluation using the blind-
test dataset, the performance of our system was
optimal with the full functions. The blind-test

dataset is taken from Wikinews materials; thus,
these results imply a good generalization of our
system.

4.2.1 AltLex Connective Substitution
As can be seen from the third and fourth columns
in Table 2, the substitution of unknown connec-
tives using skip-gram described in Section 3.1
contributed to an improvement on average. Table
4 presents examples of substituted unknown Al-
tLex connectives. The words in the first column
are found in AltLex relations, but they are not in-
cluded in the training data. By applying the sub-
stitution preprocess, the known connectives shown
in the second column are found to be the closest.
As a result, the senses in the third column were
chosen by the majority classifier. The fourth col-
umn shows the golden sense. This process worked
well in the cases of the first three rows. The last
two rows are examples of failure. The connec-
tive one reason is that introduces the following
clause as the reason for the preceding phrases, but
the word reason was omitted from the substituted
connective, causing misclassification into Contin-
gency.Cause.Result. In order to distinguish Result
and Reason, the system has to consider the word
order, but now its information is omitted during
the mapping from words to real vectors. In addi-
tion, the word2vec model used in this system is
a pre-trained model, and it does not include func-
tional words such as and or a. These words play
an important role for our purpose; therefore, an
unprocessed model should be used.

4.2.2 Features
We also conducted experiments using different
sets of the features. The results are provided in
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Table 3: Experimental results using different sets of the features. F1 scores are shown. Feature 1 =
tokens in argument texts. Feature 2 = parse tree nodes of argument texts. Feature 3 = MPQA subjectivity
lexicon. All classifiers share these features, and they also use connective words as a feature.

test blind-test
All Explicit NonExp All Explicit NonExp

Features 2+3 0.5717 0.9067 0.2661 0.4883 0.7604 0.2571
Features 1 +3 0.6036 0.9056 0.3287 0.4950 0.7617 0.2674
Features 1+2 0.6160 0.9035 0.3544 0.5228 0.7617 0.3195
Features 1+2+3 0.6145 0.9046 0.3504 0.5257 0.7622 0.3241

Table 4: Preprocessing results on AltLex relations with unknown connective words.

Unknown Connective Closest Connective Output Golden Sense
the delay resulted from the rise resulted from Contingency.Cause.Reason Contingency.Cause.Reason
that change will obviously impact that will cinch Contingency.Cause.Result Contingency.Cause.Result
that rise came on top of on top of that Expansion.Conjunction Expansion.Conjunction
one reason is that that is why Contingency.Cause.Result Contingency.Cause.Reason
one reason is one is Expansion.Instantiation Contingency.Cause.Reason

Table 3. The score is lowest when the token
feature is omitted, except for the Explicit relations
in the test dataset. The impact of the MPQA
feature is small but not expectable, which led to
the unstable results.

5 Conclusion

We analyzed the characteristics of the data used
in the CoNLL-2016 Shared Task and described
the implementation details of our system. The
performance on the Implicit and EntRel sense
classification task is still low and has room
for improvement. These results imply that
these tasks are essentially difficult and require a
deeper understanding of semantics, pragmatics,
and background knowledge behind the text. A
more detailed analysis of the materials is essential
to effectively improve the performance on these
tasks.
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