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TINLAP-2: PROGRAIN Ao ABSTRACTS

JuLy 25 - 27
UNIVERSITY OF ILLINOIS AT URBANA CHAMPAIGN

TINLAP-2 will consist of six sequential sessions, each of which
will address questions of current theoretical interest and
questions on long-range research directions. 1In each session
researchers from artificial intelligence, linguistics, psych-
ology, and philosophy will focus their points of view on a

particular topic (see schedule below).

Proceedings will be available before the meeting. Each author
will give a 10-15 minute presentation (which may include a cri-
tique of other papers, an amplification of points in the write
ten paper, etc.) followed by a 90 minute discussion period

where questions and crmments from the audience will be welcome.

There will be other interesting events during and after the
workshop, including the ACL Annual Meeting, a banquet, several
opportunities for informal discussions, and events associated
vith the Linguistic Institute, to be held at the Universitv

of Illinois this summer. The LSA (Linguistic Society of



TINLAP-~2 4
America) meeting will be held at the University of Illinois
immediately after TINLAP-2, July 28-30. Information ahout
the LSA meeting can be obtained from Proressor Braj Kachru,

Department of Linguistics, University of Illinois.

The program for TINLAP~? is listed immediately below  The frame
number for the abstract is given in parentheses. Bresentations for

which no abstract was available are designated with an asterisk.

PROGRAM

July 24 7:00 pm Reception and Registration at Levis

9:00 pm Faculty Center; Snacks and Cash Bar

July 45 9:00 am LANGUAGE REPRESENTATION AND PSYCHOLOGY

11-45 am
Chair: Dedre Gentner, BBN (7)

Panelists:
David Rumelhart, University of
California, San Diego*™
Roger Schank, Yale®
Leonhard Talmy, Neuropsychiatric
Institute of Los Angeles, UCLA
Terry Winograd, Stanford and Xerox PARC

William Woods, BBN¥*

1:30 pm- LANGUAGE REPRESENTATION AND REFERENCE
415 pm Chair: Bonnie Lynn Webber, BBN (40)
Panelists:

hn Anderson, Yale (1l1)



TINLAP-2

July 25

5:00 pm
7:00 pm

July 26 9:00 am-
11:45 am

1:30 pm -
4:15 pm

(Representation and Reference)
Herbert Clark, Stanford (13)
Andrew Ortony, UniVersity of Illinois (14)
3arbara Partee, University of
Massachusetts (15)
Candace Sidner XIT (16)
Informal Di.scussion; Cash Bar and Snacks;

Levis Faculty Center

DLSCOURSE: SPEECH ACTS AND DIALOGUE

Chair: Barbara Grosz, SRI International (17)

Pahélists:
Joseph Grimes. Cornell (18)
Jerry Morgan, University of Illinois (19)
David QOlson, Toronto (20)
Raymond Perrault, Toronto¥*

Andee Rubin, BBN (21)

LANGUAGE AND PERCEPTION
Chair: David Waltz, University of Illinois (23)
anelists:
Ruzena Bajcsy, University of Pennsylvania (24)
Ray Jackendoff, Brandeis (26)
Stephen Kosslyn, Harvard®
Zenon Pylyshyn, University of
Western Ontario (27)

Yorick Wilks, University of Essex (28)
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July 26 300 pm -  ACL ANNUAL MEETING
6:00 pm
6-30 pm Banquet (optional)

Speaker JON ALLEN, M.I T

July 27 9.-00 am - INFERENCE MECHANISMS ‘IN NATURAL LANGUAGE
11.45 am Chair. AraVvind Joshi, University of
Pennsylvania**
Panelists:
Eugene Charniak, Yale (29)
Allan Collins, Yale (30)
Jerrold Kaplan, University of Pennsylvania (31)
Raymond Reiter, University of
British Columbia (32)
Charles Rieger, University of Maryland (34)
Stuart Shapiro, SUNY Buffalo (35)

Rand Spiro, University of Illinois (36)

1:30 pm - COMPUTATIONAL MODELS AS A VEHICLE FOR

4:15 pm THEORETICAL LINGUISTICS

Chair- Ronald Kaplan, Xerox PARC¥
Panelists.
Joseph Grimes, Cornell¥™
Mark Liberman, Bell Laboratories*®
Mitch Marcus, MIT*®

Tom Wasow, Stanford®

**No paper to be presented.



ABSTRACTS 7

TESTING THE PSYCHOLOGICAL REALITY
OF A REPRESENTATIONAL MODEL

Dedre Gentner

Bolt Beranek and Newman, Inc.

A research program is described in which a particular re-
presentational format for meaning is tested as broadly as pogsible.
In this format, developed by the LNR research group at The Uni-
versity of California at San Diego, verbs are represented ab inter-
connected sets of subpredicates. These subpredicates may be
thought of as the almost inevitable inferences that a listener
makes when a verb is used in a semntence. They confer a meaning
structure on the sentence in which the verb is used. To be
psychologically valid, these representations should capture
(at least):

1. Similarity of meaning:
The more similar two verbs seem in meaning to people,
the more their representations should overlap.

2. Confusability:
The more confusable two verb meanings are for people,
the more their representations overlap.

3. Memory for sentences containing the verb:
The sentence structures set up by the verb's meaning
should in part determine the way in which sentences
are remembered.

4, Semanpic integration:
The representations should allow for the integration
of information from different sentences into discourse
structure.

5. Acquisition patterns:
The structural partitions in the representations should
correspond to the structures children acquire when they
are learning the meanings of the verbs

6. Patterns of extension:
The representations should be extendable so as to reflect
the ways in which people interpret verb meanings when the
verbs are used outside their normal context.
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7. Reaction times:

The time taken to comprehend a sentence using a given
verb should reflect the structural complexity of the

verb meaning.

Experiments concerned with predictions 1 - 5 are described
here. The resuits are promising for a general approach of repre-
sentation of meaning in terms of interrelated subpredicates, but
do not clearly distinguish between several similar representations.
For example, to test prediction (2), I read people sentences con-
taining verbs with similar meanings, and asked them to recall the
sentences. The degree of overlap in the semantic structures was
a good predictor of the number of confusions between sentences.

In another sentence-memory experiment (prediction (3)) semantically
complex verbs that provided more underlying .nterconnections

between the nouns in a sentence led to better memory fo¥ the nouns
in the sentenge than simple general verbs, or than other complex
verbs that did not provide such extra interconnections. To test
prediction (3), I tested children's comprehension of a set of pos
session verbs. Both the order of acquisition among the verbs and
the kinds of errors fitted well with an dccount of the acquisition

of verb meaning in terms of interconnected subpredicates

This research illustrates a breadth-first approach to testing
a representation. In the breadth-first approach, many different
psychological predictions are made. Each different area of pre-
diction requires a set of process assumptions, and in each case
tHe proc®ss assumptions used are those that seem most plausible
given previous research in the field. If one representational
format can make correct predictions about a number of different
kinds of psychological phenomena, then that representation stands
a greater chance of being generally useful than one which was
tested in only one depth-first way.



The rRelstion of Grammar to Cognitlon Q

Leonard Talmy
Neuropsychlatric Institute, UCLA

A sentence (or other portive of discourse) is *i¥en to evoke in
the listensr a msanivng complex, here called a "cognitive reoresentation”
The lexical elements of the sentence seem, by and large, to specify
tle content, or substance, of the cognitive représentation, while the
grammatical elements specify ite structure. Thus, looking systemat-
lcally at the actual notlons speclflea by grammatlcal elements can
glve uas & handle for ascertaining the very makeup of (linguistic-)
cognitive structuring., We #ccordingly examine a number of grammatically
specifled notions, observe the syatems or categories in which they
padttern, and speculate on brosder cognitlve connections,

Some provisional findings have alrsady emerged: Grammatical
specifications for strutture are preponderantly relativistic or
topologlcal, and exclude the flxed or metrically Euclidean. The

iystems in which grammaticéal notions pattern include:

plexity (uniplex/multiplex) degree of extensionality
state of boundedness pattern of distribution

state of dlvldedness axial characteristlcs

level of synthesls perspectival characteristics
level of exemplarity scene~breakup characteristics

wramnstical spscificatlion of siructuring sppears, in certain abatract

characteristics, to be isomorphic with the structuring of visual

perception,

Referencea:

Talmy, L. Rubber-Sheet Cognition in Language. 1In: Papers from

the 13th Regional Meesting, Chicagc Lingulstic Socisty,
W, Beach, et, al,, eds. Unlverslty of Chicago. 1977.



Description Formation and Niscourse Moded Synthesis 10

Bohnie Lynu Webber
Bolt Beraneck and Newman Inc.
50 Moulton Street
Cambridge, MA 07138

Researchers in linguistics, psychology and avtificial intelligence have
recently begun to abandon a‘purely linguistie approach to definite anaphora
(definite pronouns and noun phrases. Instead they posit the notion af reference
into a model that a listener/reader is synthesizing {rom the discource: the
referent of a definite anaphor is then not a linguistic object, but rather an
entity in a model. Such a model has been called a "world of discourse"

[levin & Goldman, 1978]% a "universe of discourse' [lyons 1978], a''discoutse
model" [Nash-Webber 1977; Webber 1978] and a '"domain of interpretatjion
[Stemning 1975], inter alia, Its synthesis is what incerests me.

Discourse model synthesis intuitively:secems to result from interactions
between the listener/reader's expectations and various features of the text.
What these interactions are is not clear. A discussion of how the listener
reader's changing expectations can attect discourse model synthesis can be
found in [Collins, Brown & Larkin, 1977]. What I shall discuss here are some
features of the text that alfect what entities appear in g discourss model and
how such entities are described. 1In the course of presenting these features,
I will argue that having an apptropriate description for a discourse entity
is critical to its successful reference later an. I will then argue that
recognizing formal aspects of the text is critical to the formulatioh of
appropriate descriptions. While this is not a sufficient ccndition for
successful reference, it is certainly a necessary one.

References

Collins, A., Brown, J.S. & Larkin, K. (1977)
Inference in Text Understanding. Technical Report No. 40, Center

for the Study of Reading, University of Illinois and Bolt Beranek
& Newman Inc, December 1977,

Levin J. & Goodman, N. (1978)

Process Models of Reference, Unpublished MS., Information Sciences
Institute, Marina Del Rey CA.

Lyons, J. (1977)
Semantics. England: Gambridge University Press, 1977,

Nash-Webber, F.L. (1977)

Inference in an Approach to Discourse Anaphora. Technical Report No. 77,

Center for the Study of Reading, University of Illinois and Bolt Beranek
& Newman Inc. December 1977.

Stenning, K. (1975)

Understanding English Articles and Quagtifiers. Unpublishted Doctoral
Dissertation, the Rockefeller University, 1975.

Weppber, B.L. (1978)

A Formal Approach to Discourse Anaphors. Technical Report No. 2761,
Bolt Beranek & Newman Inc,, Cambridge MA April 1978.



Representation of Individuals in Scuantic Nets 11
John Anderson
Yale University
Abstract

Reseatch is reported concerned with how subjects process
multiple referring expressions:. In one experiment, subjects
learn sentences such as:

The smart Russian cursed the salesgirl

The smart Russian rescued the kitten

The tall lawyer adopted the child

The tall lawyer caused the accident
and only later learn that the smart Russian is the same person as
the tall lawyer. How do subjects integrate the information about
the smart Rugsian #tth information abgut the tall lawyer? It is
information subjects have set up two nodes in memory, one for
gach definite description. Upon learning of the identity of the
two descriptions, they introduce into memory a proposition indicating
the identity of the two individual nodes. They also start a
process of copying information from one node to the other node.

In effect, they choose to abandon one of the nodes.

It is argued that a similar process occurs when subjects
recognize the referent of a definite description--but on a much
shorter time scale. So, suppose a subject hears:

The first president of the United States was a bad husband.

The proposal is that the subject creates a new node to represent

the subject of that sentence, attaches to this node network structure
to encode it is the first president of the United States, uses this
network structure to guide a search of memory for the referent, finds

a node corresponding to George Washington (GW), indicates that the

new node and the GW node are the same, copies fromthe new node to



the GW node the bad husband predicate, and abandons the new node.
Data is presented consistent with this process model for dealing

with the referents of definite descriptions.

1,
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Reference Diaries

Herbert H. Clark and Catherine Marshall
Stanford University
Standford CA

Speakers and listeners are fofrced to keep diaries about what they know
about each other because, to use or interpret a definite reference, they
have to assess the knowledge they '"share'” with each other about the thing
being referred to. More precisely, it can be shown that the speaker and
listener have to assess what is technically called their mutual knowledge
about the referent. This, however, raises a striking paradox. The assess-
ment of mutual knowledge logically requires an infinity of separate tests,
and if each test takes a finite amount of time, then people would take an
infinite length of time to make or interpret *any definite reference.

As a solutiaon to this problem, we argue, people use the heuristic of search-
ing their diaries for an event that satisfies a condition we call triple
co-presence. With such an event they can satisfy the infinity of tests
required by mutual knowledge in a single step. We discuss the kinds of
events that satisfy tripble co-presence, 4nd we provide experimental evi-

dence that when people cannot find such an event they are open to error

in their intexpretation of definite reference.



Some pragmatic constraints on the gonstruction
ind interpretation of definite descriptijons.

7 Andrew Crtony
University of Illinois at Urbana-Chamnpaiyn

Abstract

voth the proauction and the comprehension of definite descrip-
tions requires that inferences be mage. In many cases the infer-
ences are trivial and of [ittle theoretical importance or in-
Terest, However, tThere is a class of definite descriptions that
have the charecteristic that their relation to their - antacedents
cepends on pragmatic inferences (contrasted with deductively loa-
ical inferences). In such cases, *the predicate underlying “ne
cefinite description cannot be taken to be true of the antecedent
as a result of any enfeilment revations. Rather, the precicate is
taken as Dbeing procavilistically releted. This peaper examines
This clasg of "pragmatic definite descriptions' more closely,
paying particular attention to what constrains the set of candi-
cate descriptions that can be usec to refer tc the antecedent,.
vne of the results of this eXaMnatlion 1s the postulavion of a
Theory about the extent Yo which an indirect speech actVvYcan be
in¢irectr,

L4



Bound Variables and Other Anaphors 15

Barbara H. Partee

ABSTRACT

The aim of the paper is to delimit a subset of pronominal anaphora
for which the logicians notion of bound variables gives the best account.
It can be argued that some cases of anaphora must be ijewed this wav and
some cases cannot be. The clearest cases of bound variable anaphorh involve

antecedents 1ike every man and no man which are singular in form but do

not refer to individuals. But even with an antecedent 1ike John, an ana-
phoric pronoun must sometimes bg viewed as a bound variable to accourit for
one of the readings (the so-called "sloppy identity" reading) of {1):

(1) John was sure he would win, and so was Bill.
Bourd variable anaphora will be coAtrasted with free "discourse" anaphora;
the differences between them suggest that the former is essentially a

semantic phenomenon, the latter largely pragmatic.
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The Use of Focus as a Tool for
Disambiguation of Definite Noun Phrases

Candy Sidner
MIT AT Lab

This paper will center on a discussion of the use of focus in
the interpretation of anaphorie noun phrases in discourse. The
need for focus will be discussed, and a description of focus shifting
will be given. Focus provides a means of representing the central
concept of a discourse. The ways in which a definite noun phrase,
specific or gemnerie, can be used are constrained by its relation to
the focus and by the ways in which the focus can be shifted. The
discussion of anaphoric defnps will present a taxonomy of cases,
distinguished by the relation of the defnp to the focus, This taxonomy
inclues several kinds of inference dependent cases. The paper will
concentrate discussing on the process of understanding defnps, and
will present rules governing the ways a defnp can be used so that the
hearer/reader can understand its co-~referent., This paper will also
distinguish reference, co-reference and internal reference, and point
out the need for these distinctions in natural language research.



FOCUSING IN DIALOG

Barbara J. Grosz
SRI International
Menlo Park, California
wnen two peopLe talk they focus on only a snall portion of what
each of them knows or believes. Both what gets said and how it gets
interpreted depend on this narrowing of attention to a common
highlighted portion of knowledge. One of the effects of understanding
an utterance is to become focused on certain entities (relationships and
objects) and on particular views of those entities. A speaker provides
a hearer with clues to what to loaok at and how to look at it —-- what to
focus on, how to focus on it, and how wide or narrow that focus should
be. These clues may be linguistic or they way come from knowledge about
the relationships among entities in the domain (the structure of the
things beingy talked about) or from the environmment in which the dialog
occurs. Linguistic cues may be either explicit, given directly by
certain words, or implicit, deriving from sentential structure or from
rhetorical relationships between sentences.

This paper examines focusing in dialog, discusses an initial
representation in which focusing is based on domain structure cues, and
examines from this perspective what other information and models are
needed to extend the formalization of focusing to more general dialogs.
The importance of focusing is illustrated by considering its role in the
processes of understanding and generating definite descriptions.

17



TOPIC LEVELS

Joseph E. Grimes
cornell Univetsit
Ithaca, N.Y.

In order to interpret either a dialogue or a monologue, some
referential elements myst be agreed on by the speaker and the hearer as
a starting point. This is the topic in the sense proposed by Searle and
Gundel. * Even though the topic normally shifts. away from its starting
point in the course of a text, whatever is being treated as topic in a

particular part of the text receives special treatment in determining
the expression to be used.

Two levels of topic, global and local, in English conversation have

been noted by Grosz. They imply different strategies for establishing

the reference of pronouns. It is useful to consider them in the light
of two other languages, Longuda of Nigeria and Bacairi of Brazil, that

distingquish topic from nontopic by their pronoun systems.

Finally, there is some evidence from both Greek and English that

there may be more than two topic levels operating simuitaneously in
nonconver sational texts.

18
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ABSTRACT

Toward a rational model of discourse comprehension

J. L., Morgan
Center for the Study of Reading
and
Department of Linguistics
University of Illinois

Models of discourse br text often treat connected discourse in
a manner analogous to thg treatment of sentences in traditional and
gengrative grammar; i.e. as a formai object to be decoded by means
of cgrtain formal operattions. I point out in this paper that even
where this view is not explicitly proposed, it is often implicit.
Against this common view I argue that the only kind of discourse
model that is likely to succeed is one that is built around two
important hypotheses: first, that the key to discourse comprehension
is the attempt to infer the details of the plan that the speaker/
writer follows in constructing the text; second; that a large portion
of the work of a discourse comprehension model should be derived from
a theory of practical reasoning. I will sketch the outline of a model
(or more accurately, a schema for a large class of possible models)
that incorporates these suggestions, pointing out the role of
practical reasoning processes, and arguing that notoriously confused

notions like '"'given/new'" and '"éxpected information'' can anly be made
sense of in such a model,



SOME SOCIAL AND LOGICAL ASPECTS OF MEANING IN THE LANGJAGE OF
SCHOOL-AGED CHILDREN

David R. Qlson
Ontario Institute for Studies in Education

Toronto, Canada
It is conventional to treat the meaning of an utterahce in a
discourse in terms of two components: the oropositional component and
the pragmatic or speech act component, the first indicating the meaning
of the sentence, the secona; indicating its intended use.by the speaker.
I shall present some arguments and evidence that thésg two systems are
interdependent. Roughly, 1t appears that social considerations,
primarily status. determine which aspects of a proposition are
lexicalized in the utterance. Thus, a child with high status relative
to his interlocutor may use a command, "Give me 'a block", while if he
has low status relative to his interlocutor he may use a request, "May I
have a block?" If he is an equal, a peer, (and perhaps only then) he
will use an explicit true proposition such as, "You have two mere than
me." Only in this third case is the propositional meaning explicit in
the sentence per se, and only in this case is an affirmative or negative

response dependent strictly upon truth conditions (rather than
compliance, for example).

This conception of the social aspects of meaning will be examined
through an analysis of what is said vs. what is meant in some child-
child and teacher-child conversationss.

—— e S o ————— —

Paper prepared for Theoretical Issues* in Natural Language Processing
(TINLAP) . Urbana, University of Tllinois, July 25-27, 1978.

20



WHO AaM I TALKING TO AND CAN THEY TALK BACK:
THE EFFECT OF AUDIENCE AND INTERACTION ON DISCOURSE MODELS

Andee Rubin
Bolt Beranek and Newman Inc.
Cambridge, Mass.

Communication among people occurs in a vast variety of settings
from reading a book to partieipating in a conversation, from listening
to a tape to reading a transcript of a lecture, Most discussions of
discourse, speech acts and dialogue, however, consider a very particular
kind of communicative situation: face~to—-face oral conversations between
two participants in which there is a common spatial and temporal
context. Dialogues between a computer system and a person differ from
this model along at least two dimensions: the modality of the
interaction (current computer-person dialogues are written) and the lack
of spatial commonality, indicated by the impossibility of communicating
with gestures and facial expressions, The implications of these
differehces for theories of discourse are poorly understood. Worse yet,
they illustrate only a small subset of the dimensions along which
language experiences may vary. What relevance do the theories we
advance to account for these interchanges have for other comnmunicative
experiences such as listening to a lecture or reading a play?

This paper will focus on two other aspedts of language experience
which have consequences for the Aialogue models we build: audience and
the degree of interaction. In both situations described above, the
audience is a single other person (or system) and interaction between
the participants - or even interruption - is immediate. But in a book,
for example, the audience is larae and not well defined and the book s
reader must adopt new strategies to compensate for the fact that
interaction is impossible. In a personal letter, on the other hand, the

audience is a single other person, similar to the conversational

situation. Interaction, however, is impossible or at least attenuated;

the reader can obtain clarifying information, but the time lapse will be
significant.

21



I will consider in this paper where various lahguage experiences
lie along these two dimensions and what the impiications of these
differences are for modelg of discourse and dialogue.

22
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On the Interdependence of Language and Perception

David L. Waltz
Coordinated Science Laboratory
University of Illinois at Urbana/Champaign

Without a connection to the real world via perception, a language
system cannot know what it is talking about. Jimilarly, a perceptual
system must have ways of expressing its outputs via a language (spoken,
written, gestural or ether). The relationship between-perception and
language is explored, with special attention to what implications
results in language research have for our models of vision systems,
and vice-versa. It is suggested that early language learning is an
especially fertile area ror this exploration. Within this area, we
argue that perceptual data is conceptualized prior to language acquisition
according to largely innate strategies, that this conceptualization is
in terms of an internal, non-ambiguous ''language," that language production
from its beginnings to adulthood is a projection or the inter¥nal Llanguage
which selects and highlights the most important portions of internal
concepts, and that schemata produced in the sensory/motor world are
evolved inwo schemata to describe abstract worlds. Examples are provided
which stress the importance of ''gestalt" (figure-ground) relationships =
and projection (3-D to 2-1/2 or 2-D , conceptual to linguistic, and
linguistic to conceptual); finally mechanisms for an integrated vision-
language system are proposed, and some preliminary results are described
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The Problem of Naming Shapes:
Vision-language Interface

by
R. Bajcay®
and
A.X. Joshi®

Computer and Information Science Department
University of Pennsylvania
Philadelphia, PA 1904

1. Introduction

In this paper,we will pose more questions than present solutions.  We want to

raise some questions in the context of the representation of shapes of 8-D objects

One way to get a handle on this problem is to investigate whether labels of shapes
and their acquisition reveals any structure of attributes or components of shapes
fhat might be used for representation purposes. Another aspect of the puzzle of
representation is the question whether the information is to be stored in analog
or’'propositional form, and at what level this transformation from analog to pro-

positional form takes place.

In gencral, shape of a 3-D compact object has two aspects: the surface

aspect, and the volume aspect. The surface aspect includes properties like con-

cavity, convexily, planarity of surfaces, edges, and corners. The volume aspect
distinguishes objects with holes from those withoul (topological properties), and
describes objecty with respect to their symmetry planes and axes, relative pro-

portions, ctc.

This work has been supported under NSF Crant #11CS76-19465 and NSP Grant #MCS76
19466.
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We will discuss some questions pertinent to representation of a shape of a
3-D compact object, without holes, for example: Is the surface aspect more im-
portant than the volumc aspect?, Are there any shape primitives? In what form
are shape attributes stored?, etc. We shall extensively draw from psychological
and psycho-linguistic literature, as well as from the recent AT activities in

this area.



An Argument Combining Linguistic, and Visual Evidence
Ray Jackendoff

Brandeis University

ABSTRACT

The notion from gestalt psychology of a "figure" emerging rrom

26

a "background" will be shown to be crucially involved im a complete

description of the successful communication of so-called
"pragmatic anaphora" - uses of pronouns without linguistig
antecedents such as that in (1).

(1) I bought that pointing last Saturday.
A survey of types of pragmatic anaphora in English will then be
used to show that the notion of '"figure' must encompass. a much.
wider range of perceptual entities than commonly assumed. Finally
the implicatioms for linguistic semantics, philosophy, perceptial

theory, and cognitive theory will be discussed
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Language and Perception

Zenon Pylyshyn
University of Western Ontario

A language comprehension system without a perceptual component would,
in an important sense, not know what it was talking about even if it couild
carry on a sensible dialogue. More significantly, a theory of comprehension
would be seriously deficient if it did not relate linguistic representations
to ones which derive from non-linguistic sources. This bridge is necessary
in order to explain how terms refer as well as to explain how language is
acquired. This paper will disctuss and support the position that natural
language learning is only possible because of the prior existence of
mentalese --a language-like system of representation for perceptual as well
as more abstract conceptual contents. How this comes into being cannot be
given as an information processing explanation since it requires an account
of the development of the underlying machine architecture--not of its
language processing software (i.e., interpreters).
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SEMANTIC PRIMITIVES IN LANGUAGE AND VISION

Yorick Wilks
Department of Language and Linguistics

University of Essex
England

ABSTRACT

An argument is presented that, on the basis of the evidence at
present available, there is no reason to believe that the semantic
primitives required by natural language understanding have any
basis or grounding in vision. And, moreover, whatever may
ultimately turn out to be the way we work, there is no reason

to believe that trying to ground one sphere of AL on the other
language primitives on visual ones, would assist research in
either area. A number of systems of primitives are examined

briefly in order to strengthen the above argument.



29

With a Spoon in my Hand this must be the Eating Erame

Eugene Charniak
Department of Computer Science
Yale University

ABSTRACT

A language comprehension program using ''trames,'" 'scripts,' etc.
must be able to decide which frames arc appropriate to the text., Often
there will be explicit indication ("Fred was playing tennis' suggests
the TENNIS frame) but it is not always so easy. ("The steering wheel
was hot, but Jack had to be home by 3" suggests DRIVING, but how?)

This paper will examine how a program might go about determining the
appropriate frame in such cases. The basic idea will be taken over
from Minsky (1975) in that it will be assumed that one usually has one
or more context frames, so that one only needs worry if information
comes in which does not fit them. As opposed to Minsky however the
suggestions for new context frames will not come from the old ones, but
rather directly from the conflicting information. A majox portion of
the paper then will be concerned with how we will index context frames
(e.g., DRIVING) under the clues which suggest them (e.g., STEERING-
WHEEL) .
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Human PLaws (bfe Reasoning

Allan Collins
Bolt Beranek and Newman Inc.,

The paper cutlines a computational theory of human plausible ncasoning
constaucted from analysis of people's answers to cveryday questions. Like Logle,
the theony 48 expressed n a content-{ndependent formalism.  Unlike Logic, Zhe
theory specifdes how different infermation in memoty agfcets the certadnty of the
conclusfons dnawn, The theory conswsts of a dimensionalized space of different
dngerence types and thein centainty cond{tions, including a variety of meta-
Anfeienae gpes where the {nference depends on the person's knowledge about his
own knowledge. Tlie protocols §rom people's answers Lo questdions are nnalyzed
in tenms of the different Lnference Lypes. The paper also discusses how memory
48 stnuctwed in multiple ways Lo support the different ingenrence Zypes, and
how the information found {n memony determines widch {nference fypes are taiggered.
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Indirect Responses to Loaded Questions
S. Jerrold Kaplan
University of Pennsylvania
ABSTRACT':

Casual usecrs ©of natural lanesuage (NL) systems are typically inexpert not
only with regard to the technical details of the underlying programs, but often
with regard to the structure and/ov content of the domain of discourse,
Consequently, NL systems must be designed to respond appropriately when they
can detect a misconception on the part of the user. Several conventions e ist
in cooperative conver..ation that allow a speaker to indirectly cncode their
intentions and beliefs about the domain into their utterances, ("loading" the
utterances) and allow (in fact, often require) a cooperative respondent to
address those intentions and beliefs beyond a literal rgsponse. To be effective,
NL computer systems must do the same.

This paper will explore several types of indirect responses to NL questions,
showing that in the Data Base query domain general computational models exist

that can determine both when an indirect response is required and what that

response should be. An implementation of these ideas will be presented that
demonstrates their immediate practical valfie in NL systems. This paper will

take the position that language related inferences (i.e., inferences driven

lirectly from the phrasing of the question) are to a great extent separable from
deeper reasoning and deductien processes, and are sufficient to produce a

wide variety of useful and cooperative behavior.

S.J. Kaplan
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Ray Reiter
University of Bratish Columbia

ABSTRACT

I propose to discuss a numbery of principles for structuring knowledge,
principles which arc motivated by the need for efficieont deductive inference in
question-answmring systems.  The notion of structure that I will define is, in
some sense, orthogonal to but not antithetical to a number of current idcas in

AY regarding the organization of knowledge.

Intensional vs. Fxiensional Representations of Knowledqe

Given a predicate P, we can recpresent what we know about P extensionally,
or intensionally, e.g. as a procedure or a genceral axiom) or by some combination of
both. How shoutd this decision be made? It turns out that if we represent
appropriate predicates extensionally then

(1) No iInfinite deductive searches can arise.
(ii) Certain intensional knowledge becomes irrelevant for

deduction and may be discarded.

The Closed World Assunption (CWa)

In domains for which we have perfect knowledge (e.y. blocks worlds) it
is appropriate to make the CWA. This means, roughly speaking, that to establish
a ncgative fact, it is suffidient to fail to prove its positive counterpart. The
CWA vields a gignificant decrease in the complexity of deductive reasoning. In
addition, it induces a decomposition of the available knowledge into two components,

one of which is used only for integrity, and the other only for deductive inference.

Horn Data Bases

It is well known that whenever the knowledge about a domain is

representable by Horn formulae (i.e. fornmlaé of :he form Pf\Pj\...Agnan+l where

Pl,...,Pn+l are positive) then consequent and/or antecedent reasoning is camplete

for that domain. This result is not true for non Horn domins - nore sophisticated
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reasoning, such as case analysis, may be reguired. Another nice feature of Horn
domains is that the CWA does not lead to any inconsistencies. Not all domains car
be represented by Horn formulac. For some such domains it is possible to render
them "essentially" Horn by extensionally representing certain appropriately choser

predicates, in which case all ef the virtucs of Horn domains may be salvaged.

Sunmary
I am proposing the following staucturing principles:
1. If possible, make the CWA.
2. If the knowledge base is non lorn, make it "essentially" Horn by
extensionally representing appropriate predicdtes.

3. Eliminale infinite deduction paths by extensionally representing certain
suitably chosen predicates.,

4, Undcer 1, 2 and 3, certa$s antensions will no longer be relevant for.
deduction. Remove these.



Inference and Parsing Architecture in GRIND-1,
a Full-Scale Story Comprehender

Chuck Rierer
Computer Science Department
University of Maryland
Collere Park, Ma wland 20742

ARSTRACT: The paper descriuves the inference and parsinm components
of GRIND-1, a full~scalc story comprehension project based on a
Walt Disney FPook of the lionth Club book, "The Hagic Grinder",
Topics include: (1) the sense network parsecr and its interaction
with inference, (2) character personality tLrait rmodelines via
behavioral tags, (3) two-character relationship modeline, and (4)
plot vreprescntation and plot level.prediction. The main areas of
emphasis will be on the representation of inference, and on the

various types of inference conditioning that stem from the

character models and plot.

34
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Path-Based and Node-Based Inference in Semantic Networks*

Stuart C. Shapiro
Department of Computer Science
State University of New York at Buffalo
Amherst, New York 14226

ABSTRACT

Two styles of performing inference in semantic networks are presented
and compared., Path-based inference allows an arc or a path or arcs
between two given nodes to be inferred from the existence of another
specified path between the same two nodes., Path-based inference rules
may be written using a binary relational calculus notation. Node-based
inference allows a structure of nodes to be inferred from the existence
pf an instance of a pattern of node structures. Node-based inference
rules can be constructed in a semantic network using a variant of a pred-
icate calculus notation. Path-based inference is more efficient, while
node-based inference is more general. A method is described of combining
the two styles in a single system in order to take advantage of the
strengths of each. Applications of path-based inferemnce rules to the
representation of the extensional equivalence of intensional concepts,
and to the explication of inheritance in hierarchies are sketched..

3

Preliminary version of a paper to be presented at "Theoretical Issues in
Natural Language Processing,'" the 1978 annual meeting of the Association for
Computational Linguistics, Urbana/Champaign, Illinois, Juby 25-27, 1978,
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Processing of Interences

Rand Spiro and Joseph Esposito
University of Illinois

Abstract

The hypothesis that pragmatic inferences presented in text are taken for
granted, superficially processed, and not stably or enduringly represented

in memory was investigated. Stories were read which in some conditions con-
tained information vitiating the implicational force of explicit inferences.
The vitiating information was presented eithqr before ot after the inferences.
In Experiment |, errors ir memory for the inferences wére prevalent in the
M"after' but not the ""before' condition. Two kinds of errors were made:

saying the inference had not been presented in the story; or, if it was
remembered as having been presented, altering the specific content of the
inference to produce the opposite f what was actually presented, The latter
errons produced coherence with the vitiating information, and subjects were
not able to differeptiate these errors from correct responses. In Experiment:
1, the results of Experiment | were replicated, and a ''spontaneous correction'
interpretation was rejected. The results of both experiments combine to sup-
pert the hypothesis of superficial processing and unstable representation of
explicit inferences. The results provide a link betWeen processes vecurring
at comprehension and recall in the State of Schema model of accommodative

reconstruction.
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DICTIONARY SOCIETY OF NORTH ANERICA
SPECIAL MEETING

Jury 27, 1978
UNTVERSITY OF ILLINOIS, URBANA
ROOM 407, LEVIS FACULTY CENTER
CONTACT: Dr. Ladislav Zgusta Phone: 217 - 333-3563
Department of Linguistics
4088 Foreign Languages Building
University of Z1llinois, Urbana
61801

KEYNOTE LECTURE: YAkov MALKIEL, DEPARTMENT OF LINGUISTICS,
UNIVERSITY OF CALIFORNIA, BERKELEY

The Lexicographer as a Mediator Between
Linguistics and Society
Other lectures include:

FREDERIC G. CAssipy, Computer Mapping of
Lexical Variants for DARE

JOHN J. Ni1TT1, Computers and the 0ld Spanish
Dictionary

NEiL H. OLsSeN, Computational Texicography at
the University of Hawaii - Methods and
Applications (participation tentative)

GEORGE FARR (NEH), Funding Possibilities for
Lexicographic Work (participation ten:ative)

HOUSING: TIllini Union $15.00 single
University of Illinois $21.00 double
giﬁ:ﬁasgiggi Make reservations directly with

the Union.
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NCC '79 PERSONAL €OMPUTING FESTIVAL
JUuNE 5 - 7, 1979, New York CiTy

PRESENT A PAPER
GIVE A I1ALK
ORGANIZE A PANEL
DELIVER A TUTORIAL

THEME: 1S WORTH 177

Is WHAT worRTH IT? Any and every aspect of personal computing
is being questioned

WHAT IS IT WORTH? How is personal computing enriching our
individual lives, the lives of our families,
and improving the quality of life in general?

IS IT WORTH WHAT?  he money, the time, the effort, the acquiring
of technical expertise, even the criticism.

Potential participants should serid a “letter of intent” as soon
as possible, but no later than February 1, 1979 to Jay P. Lucas
The letter should include an abstract and a brief biography

PAPERS presented during the pcogram will be published. Potential
authors will be mailed a Festival Author's Kit with instructions
and materials. Papers must be received by March 15, 1979 in

the specified camera-ready format. Authors will be notified by
May 1, 1979.

PANELS, TUTORIALS- AND TALKS: Session leaders should submit a
brief abstrac: describing either the scope of the proposed ses-
sion or the tentative title of the presentation by February 1,
1979. The prospective organizer should submit a list of pro-
posed participants, their affiliations, and a brief biography of
each.

FESTIVAL CHAIRMAN JOINT PROGRAM CHAIRMEN

Richard Kuzmack Russell Adams Jay P. Lucas

1435 Layman Street 3008 Mosby Street 3409 Saylor Place

McLean, VA 22101 Alexandria, VA Alexandria, VA
22305 22304 -

703 821-2873 (home, 701 548-8261(home) 703 751-3332 (home)
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1979 NATIONAL COMPUTER CONFERENCE
JuNE 4 - 7, New York CITY

How TO PARTICIPATE: Write a paper.
Propose a technical or panel session
Volunteer to be a panelist.
Send ideas for topics.
Suggest special activities.

SuGGESTED AREAS FOR PARTECIPATION:

MANAGEMENT SCIENCE AND TECHNOLOGY
APPLICATIONS SOCIAL IMPLICATIONS
GUIDELINES:

PAPERS: Should be previously unpublished. Must be in
final form with quality figures and tables. All papers
will be refereed. 2500 words to 5000 words. Six copies
of the paper should be submitted along with six copies of
a title page containifg a title, 150 word abstract, 4 to
6 keywords, auther's affiliation, telephone number and
mailing address.

TECHNICAL OR PANEL SESSIONS: Proposals should include

a topic description, suggested session chairpersons and
presenters, panelists, and indication or importance of
session and anticipated audience.

SEND SUBMISSIONS BY NOVEMBER 1, 1978 70 THE PROGRAM CHAIRMAN.

CONFERENCE CHAIRMAN: Merlin G. Smith PROGRAM CHAIRMAN
T.J. Watson Research Richard E. Merwin
P.0. Box 218 Box 32222
Yorktown Heights, Washington, DC 20007

New York 10598
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SHORT NoTice oF UpcoMINée CONFERENCES

FOURTH JOINT INTERNATIONAL CONFERENCE ON PATTERN RECOGNITION

November 7 - 10, 1978
Kyoto, Japan
Sponsor: IEEE
Contact: Professor Makato Nagao
Department of Electrical Engineering

Kyoto University
Sakyo, Kyuto 606 JAPAN

ACM '78
December 4 - 6, 1978
Washington, D.C
Contact: Richard Austing
Department of Computer Science

University of Maryland
College Park, MD

COMPUTER ELEMENTS WORKSHOP ON PUTTTING A MATURIN‘ TECHNOLOGY
TO WORK

December 11 - 14, 1978

Mesa, Arizona

Sponsor: IEEE - CS

Contact: S.M. Neville

Bell Labs, Room 2B438
Naperville, IL 60540

Microfiche 76:
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CONFERENCES

145th ANNUAL MEETING OF AAAS
January 3 - 8, 1979

Chicago, Illinois

Contact.: Dr. Arthur Herschman
1776 Massachusetts Avenue, NW
Washington, DC 20005

Exhibits Dr. Edward Ruffing
Only: Scherago Associates
1515 Broadway
New York, NY 10036

ANNUAL MEETING OF THE COMPUTER LAW ASSOCIATION

March &4, 1979

Washington, D.C.

Contact: Michaer 1vursiaw
Suite 1100
1776 X St., N.W.
Washington, DC 20006

NFAIS 21lst ANNUAL CONFERENCEL

March 6 - 7, 1979

Arlington, VA

Contact: Toni €Carbo Bearman
NFAIS

3401 Market St.
Philadelphia, PA 1910¢

ANNUAL CONFERENCE OF THE CANADIAN LIBRARY ASSOCIATION
June 14 - 20

Ottawa, Ontario, Canada

Contact: Business Manager
Canadian Library Association
151 Sparks Street, 9th Floor
Ottawa, Ontario K1P 5E3
Canada
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AMERICAN LIBRARY ASSOCIATION ANNUAL CONFERENCE
June 24 - 30, 1979

Dallas, Texas

Cantact: American Library Association

50 East Huron Street
Chicéago, IL 60611

SIXTH INTERNATIONAL JOINT CONFERENCE ON ARTIFICIAL INTELLIGENCE
(IJCAI-79)
August 20 - 24
Tokyo, Japan
Contact: Prof. Bruce Buchanan, Program Chairman
Computer Science Department

Stanford University
Stanford, CA 94305
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RECOGNILTION
SEMIONICS ASSQCIATES:

Associative Memory

Computer memornies may be divided into two
tasie 1y pes, one of whneh has been almost un-
known up to now, except amonyg spediahsts In
the well-known 1y pe stored items are decessed
by means ‘of ther addiysses the address
bemng 2 number that identifies the docation in
which the stem s stored  Thaisas the type of
memon used i all the well-known computers,
throughout the history ef electrome data pro-
cessing  The relatively hittle-known type has
bBeen discussed and dreamed about by various
computer scientistd for some years now, un-
der the designations Associative Memory and
Content-Addressable Memory (CAM). With
this ty pe of memory. an item may be accessed
simplyv by being named  if 1t s present, those
lovations winch have it recognize 1t anmd re-
pond  In s recent book on the sulyect?! Pro-
fissor Canvton FFoster desanbes the difference
betaeen these two types of memories by
cosnpdeson wath a sitaation i windh g teadher
wants to know which students in the Jdasseid
any . have g particalar book I he operateshike
T.eomputer with awonsventional memory tand
assuming no pnor clues that would elimmnate
cortain portions of the duss from conwidera-
ton) he would start with the first seat i the
firsi row and ask the stydent i that seat, Do
yvou Lave this book?” He would then repeat
this «tep for the second <eat. and so forth,
through every scatn the ddass I he operated
Lhe an assoaatd e memory. on the other hand

he could simply say to the whole dduss Wall
21l the students who have this book please
ratse  their hands.” As this fllustration sug-

I Caxion Foster, Content Addrosesble Pasalle]l Processors
Van Nestiond Ranhold, 1976
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MENORY
TecanicaL NoTe

Recognition Memory (REM)

eents, the advantares vf assoaative momory
for any hind of recogninon o mformation se-
tricval or lngiaage procesang apphcation are
rather stoking Why then h e compuiers
(with a few rare exceptions)y always been binldt
with location accessed memones? There e
apparently two major reasons (1) ot ot
the Leavy mtluence of radivon, and  doubt-
less more inportants €23 the sredater costs me-
volhved i building issocnatn e memaornas

Recognitton Memory

Over a4 ponidd of soveral years now, winous
computer sarentints have been wnting articles
1A techneal journals proposing designs and ap-
pheations for assocuatne memones  oand o
few expenmental moadels bave been construct-
cd. but at such great cost that they have re-
mdined  expeninwental There s now sinee
1972 a commeraally  avarlable svstem wiath
AN assogalinve momony but itosveny cavpon-
sive and therefore pot widddv wied nor vven
widelv  Krown  Avanst this Tacheround
Soimronies ayouns cooanany eas dovdtoped a
type of wstom called Recosmuon Momorny
(R M) whach ambodies some nnvantions (pat-
ents pendimg) that moake osspaiatne smemornies
ceonont al to construct Whle Lickare SOmie
of the advanieees of miote Claborate assoaia-
tne memones REAM hac then eosential prop-
cities together with the happy feature that it
can be bullt at costs not.much hueher than
those of comventiondal computer emornies By
contiast, L oster s price comparisons put the
prosenthy  avalable  commeraal asoaaine
maemory swstem (as ot 1973) 4t abour 200

2 885 Yau and HS Puene, Aveautne Procsso Ande
tecture A Supves  ACM Coumroiine Sunsvess Vol 9 No ),
March 1977



tmes as ¢avpensive as conventional computer
MeMorn s

Another way of desernitang the capabihties of
REM OB to cOmpare it with R AW tRandom
Access Memory) and ROM (Read Only Mem-
ory), RAM 15 the comvenhional computer
moemory  discussged above, called “Ranaom
Access beaause 1t has the property that ac-
cess can beshad to any of 1 Incanhons (oven
osen at random) by coptrast with senal-
doeess iemaory ot further dncussed i this
teclmial note), 1 more hnted type of Toca-
ton-accessed memory o which only one
location i invaable at a tupe ROM v g hinuted
b pesol random aoeess memory which hasoats
imformanon fined so that it can be read from
but not wntten mto (Fhere v also the PROM
programmable ROM, and the FPROM
crasable PROM ) ROM, RAM. and RIM we
compared m the following table

MODES OF OPERATION
Read Write ; R(‘COQI’\I?@IMU“I erl:
}ROM R -] . ;
lRAM‘ + + ‘ . .
tREM{ + + + +

REM Functions

A the tabbo mdicates REA L s two functions
not shated by comventiosal conputer nom-
ones Besados the rccognthon capathity there
tv the function which Voster calls mmlt-wnite
the ability to wnte mformtion into muluple
storage locations moone operation With a
RAM, by contrast 1t 1s possible to wnite mto
st one location dat a time  that which s wden-
nficd by the address sapphied with the wnite
mstruction

The racormition function i desenibed above
onhv m its somplest and most direct varety
that 1in which a memorny location recoemzes
that 1ts coritents exactly muatch the presented
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data REM alvo has recognition functions in-
\'ol\mg quantitative vompurisons. (1) gredter
than or equal 4o (2 less thun or equal to The
three varieties of recognition are built into the
REM hardware Beades being usable’directly,
they provide the basis for vanaps additional
functgons speattiable by software, such as (1)
not cqual to, () greater than, (3) less than,
) between (e, grodter than lower hmit but
fess than upper limit),

Morcover, difforent Tunctions, including no
function, «an be perrormed on different por-
tions of RIM entries “No function™ means
that 4 certain portion of the REM entry is
simphy rerarad v hatever happens to be there
1S aoeepted

The use of these vanous capabibtiesys perhaps
bLest understood wath the help of an example
Let us suppose that we have a REM sy stem
Taded with a file of enines, cach entry con-
st of information sbout an mdinadual.
Ihe entry s formatted. let us say, to consist
of the following

(VL ast name

(2) First name and imtial (or mitial and nnddle
name, or...)

{3) Street addiess

(4) Oty

(3) State-and 21ip code
(o1 Telophone number
(7)) Occupation

() Annual income
(9) Age

We could then. if desired obtain g hst of all
the persons (1) Inmg in Anzona (2) no more
than 35 vears old. {3) with annual wmcomes of
$20'000 or higher Notcee that diffe rent recog-
muurt functions (cqual to less than or equal
to ercater than or equal t@) can be periormed
upon different portions of the entry (includ-
mg no function at all for the irrelevant por-



tions of the entry) Also, since the systent is
perfectly flenible as to what 1t does with the
results of the recognmition operation, we may
ask it to read out just a portion of (rather
than the whole of) the quahfying entnes (e g,
just the name and the telephone number) or
we may alternatively speaify that some infor-
mation Is t& be written into some part of the
qualifying entnes, by imeans of the multiwrite
operation Or, one field of the entry might
contain an address to 4 location in a disk file
where more extensive information about the
individual is-stored.

Note that functions such as those just de-
scribed can be performed by ordindary compu-
ters; but they aould be required to perform
searching operations in place of recognition,
and a series_of individual write instructions in
place of multi-write. The time of operation is
considerably longer, and it increases sharply
as the size of the file grows By contrast, a
recognize or multi-write operation can be per-
formed throughout REM about as fast as a
read or write operation, and the time does not
increase with the size of the memory.

Moreover, for elaborate specifications such as
that in the above illustration, thesoftware can
get quite complex in systéms with ordinary
(RAM) memones And more complex software
requires not only more human time fer 1ts
creation, but also more memory space It is af
course for just such reasons that some Regiill
have been willing to bwld, and others SR
to buy, associative processors ever a Ty
high prices that have prevailed until

Masking

A mask may be applied to any of the REM-

functions, even to the ordinary location-
acus%ed read and Wwrite operations The mask
has the function of blocking out certain bits,
so that they are unaffected by the operation
Any pattern of 15 and 0% can be used as a
mask the bit positions for which the mask
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has 1 participate in the operation while those
for which the mask has O are masked out. The
size of the mask is that of the computer word,
which has been set at one byte (eight bits) in
the first REM systems being made awailable
by SEMIONICS. As an example, the mask
10000000 would cause all bit positions but
the leftmost to be ignored by whatever 1t is
used with. With the multi-write operation,
this mask will allow data (Oor ) to be wnitten
in the leftmost bit position leaving the other
positions unchanged Such an operation might
be used to flag all records which have <atisfied
a preceding recognition opesation.

Effective masking of byte-sized units is also
provided for, but without the need for overt
masks Since the Central Processing Unit
(CPU) operates upon only one computer
word at a time. 1t syumply omits consideration
of those which are to be effectively masked
This simple practice is followed in the above
Hlustration. in which certain entire fields
(e g Last name™) are ignored in specfying
the recogmtion criteria. At smaller levels,
down to the individual byte, it 1s just as easy
to ust such recognition criteria as, for ex-
ample’ (1) last name beginning with B (all
other letters disregarded), (2) telephone area
code 303, (3) first digit of the zip code greater
than or equal to 7 (4) last namec Anders’n
(where 7 indicates wild character—ie, byte to
be ignored)

Cemplex Functions

Systems which have the capabilities descnibed
above are called Content-Addressable Parallel
Processors”™ (CAPPs) by Foster Such ma-
chines are quite poweiful By inlerweaving
recogmition and multi-wiite operations, with
appropriate use of bit-masking, a CAPP is able
to achieve speeds, flexability, and programming
ease well beyond the range of even very large
and expenave computers of the conventional
hind.

Thus a recognmion operation, as already men-



tioned, can-be followed by a multi wiite op-
cratton, usng a4 mask, to flag all records
mecting the patticular set of recognitron cri-
tepta These fags may now be indJuded in the
critetia for subsequent recognition operations

It 15 thus casy to mdude cithér-or conditions
in the recogmtion cnteria In the above ex-
ampie, instead of askimg for the records of ail
persons hving in Arizona, one could speafy
Atizona, New Meévico, or Colorado The ap-
propriate REM system subroutine can then
multi-write a flag in all yecords with Arnizona,
then try New Mewico and multi-write a flag in
the same position of these responding records,
then hkewise for Colorado; after winch those
records with the flug are the ones satisfiing
the disjunctinve eriterion

Other complex operations muade possible by
the abihmes of REM include (1) incrementing
the count ficld of all records meeting specified
recoanition criteria, (2) bit by bit comyprarison
of an input pattern with stored patterns, (3)
locating the record having the masximum value
for a specified byte position or field (e g the
count field), (4) hke (3) for mimmimum vglue
(useful i alphabetic sorting since alphabetic
order corresponds to numeric in standard bi-
nary codes for alphabetic characters, (5) find-
mg best fitin pattern, recognition situations in
which there 1s not hkely to bea perfect matceh,
by combanng (1), (2) and (3) (6) printing
out an ordered hist (based on alphabetic or nu-
menc order of speaitted field) of all records
meeting  specified  recogmtion  critenia, (7)
moving mformation from one field to another
withan all records or all records meeting spec-
ificd recognition ciiterna, (8) adding a constant

SENMIONICS

[he Claremont
T innel Ruad

Serheley, CA 84705
(415) 5138 2400
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o (or subtracting from) all records having
pecified properties, (9) adding two fields (or
ubtracting one figm the other) within all rec-
srds having specified properties; (10) various
opical operatioms upon flags, etc.

The REM Data System

REM ¢an be packaged with various types or
cquipment besides the CPU for different appli-

cations In the typical system, the CPU is also
connected to some RAM (for programs and

other information mot requinng the somewhat
nore expenaive REM) and ta various peripher-
al devices, such as a heyboard for input, CRT
and/or printer for output, and external storage
on tape and or disk A typical REM Data Sys-
tem may be disgrammed as follows

TMAGNETIC |
DISK
STOR

| -AGE |
el g
INPUT

OUTPUT | CPU
TERMINAL
R
[ ]

RAM

X

©Pnnted 1n USA
1-1277 SML



Recogmition Memory (REMW)

In gencral, REMas useful wheraover seardhing
1s required with <Ordinary  computers  and
wherever ordimary computer wioftwdre sy<tems
are being u~ed for indegsing or other means of
KNeeping track of where data s stored Its ad-
vantages he manly i groatly mcreased speed
of processing and i sunphfication of <oft-
ware. In addition, the multi-winite capabiliny
and the operations 1t muakes available. such as
parallel anithmetic, open up new vistas
computer apphcadtions which programmers
and svstem designers will“be exploring for
mdny years to come

Since REM can do evernvthing that ordinary
RAM cun do n addiion to parallel process-
me, and since 1ts cost 15 only moderately Ingh-
er than 1that of RAM 1t,may become as wide-
Iy ueed av RAM durng-the next 10 to 15
years s prospect seems espeanadly ikelv
view of the fact that hardware costs dare von-
tinuing tQ dechine whale the ookt of software,
which requires progsrammers continues 1o 1n-
crease” Thus the superfically greater cost of
REM systems can be repard many times over
m savings of programming costs The poten-
tial market.for REM 15 thus no Jess than vast
and 1t appedrs possible that REM will 1evolu-
tiomze the computer mdustry

0 one ean foresee oIl the nuow’deselopments
RLM will bring after programmers and com-
puler scientiste get a chance to work with 1t
But s¢veral areas are imme duately appaientin
which a REM system has ear advantages
over ordimary computers Some of the areas

[PRSINAsUERRPISI RS OB e 4w e e mim e A e e omm e
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Applications and Markets for REM

are outhned-below | and soplhisticated conspu-
ter people wili have no difficufte ilhing in the
outhne wsth fusther possathites

1. Pattern Recognition

The basic process m pattemn recortron as
matching digitad represenictions-of mpdt pat-
terns wgarst stored representations, REM al-
lows such compurison to be done wun the
whole collection of stored representations m
one operation Other useful capubalities o1
REM which are helpful mn pattern recognition
are Tiding best it among imperfect matches,
mashing out arrelevant or relatively ummport-
ant its, thking account of context resiric-
tions, and muitiple leVel recoamtion (in wluch
first-level provisiondl percepts are passid on
to second leve! of recogrtion, ete)

Some spedficiren
Optical duaracter-recogminon (proated
tent 1oaders)
Speedh recoumutoen (Vo inut to
compuators)
Fmgerpnntdentification?
Weathy pattorn analy s
Bubible Jiamber analysis
Picture analyars

Rodar an iy iy

Wall Sacer Joangl, SIUNTT "Saq Jose™ o7 poter
SYSTEm N s test stege as relathely slow, ka2 16
houry to compuare one suspeet’s papts with 1t"dudm
base of 17,000 cimyral prints But when the sy <tum

15 complefe, 1t will scan the enure file 1 <overal
mynutes 7




2. Information Retrieval

In atse-many ditfaent forms afonn tion re-
toeval may account for more than halt of all
copputer usape today  The heauty of REM
for gammyg access 1o mformation s that it
allows the user sinply 1o rame what he
wants, the record winch catisfics the tequest
recoantzes, moeitedt, that 1t has been acked
for By centrast, aedinary computers con et
such jdiredt access to iformation only by
means of the addiess of the Jocation where 1t
s stored When they have to find somcihine
they must either search through rmultple lo-
cations serally or Gse a software doviee like
hash coding Huh coding 18 quite hnnted ¢
its usefulness, howaver, mamnly begause it
Lacks flesabihity Tt worke only of the <ane
seardh Rey, windh gets *havhied™ mito on ad-
dress or approvimuate address s alwags used
For example. m a 1esenation system for o
particular cruise hime, socess 1o g record re-
quiries (1) passenger s naane, and (2 thp num-
ber If an mquunng passenger doesn’t remom-
ber his trip number he 1s out of luck both
items of data are used for the hashing,

In goenerall wherever aceess to records might
be wanted via different search kevs at iffor-
ent times (e o author or title or author-and-
ttle g bibhographic information system).
the ordinary computar system roquares o dif-
forent mdes tor cachh tvpe of <oorcin hey and
only those for swhoel doses et san b
used to retrieve mformation A PEA indes,
by ocontrast, can be “malt-dumensieoal - bor
exemple, g sinele aathor-uitle catadog can be
docessed by oerthier authion o atle o1 Lboth or
by parr of the wame ot itie avthor or nitle
Fhus if @ user doesn @ know whiether the spell-

mge 18 MINTR of METER hie can ask for
MEOT R

REM can b oused i oany of oo diffaont
ways for information storore and rotnies al
dependimg on the wze -of the tilee A small
sedle file can be stored entirely in REM, but
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oo tos dsctatay the Jboree of 4 Tow-codt

SO eoe oadim cuch as rgennetee dish for
Leroor o™ Dt rediadessedde files con be
read Trom sudh osnicinal storde one hatdh at
a e o KENM for gain@val parposes A
larue s ale file on the other hand, <hould
typicalhv-be providad wath o REM mdes, con-
tuning Just  that anforrssation from  eudh
record thit s hihely 1o be nedded for retniaval
parposes Sulhiar imdes simcest i RIM i
automatically multi-dune,rsonal

The followiny st of cpplicatin ureas s only
nevestine
Automatie telepshone directories
(1Y for directorny assrstance sy stems
OFOventu v, for nse by Tasee
stthseiihers
Rosomvation systems
Ibrany catelogs
Freight shipment momtonng
Imentory contiol systems
Custoner files markoting data
Personnel tiles
Insurance policy holder il
Bant account and credit card mformation
Medical data systems

Computer assisted T ogal sosearch

3. Linguictic Automation

Althoreh rescarch "o oo toward such zoals
as natural Tineaage undierstandmyg and trans-
Fvon hos bheen come on fior twonty yuears
Lostlts Leve Leva rother Ionted <o fur for two
i odee ons (hy madoquate models of hine-
aistic structute (2) hnutatens of ordinary
compataas, winch Tadk recogmtion capabil-
ities . Convderable progress has now been
Svade on the st of those problems and REM

rrovides the seton o the seoond

he igpatance of the rccozmition capability.
which 1s basie to Terguage procassing at all



el (phonology, morphology  syetan se-
Mantie]), s pothaps best Pastroted by the
dictionary Took-up problem In fact 1t icnota
problom at all for RIM One hos ondy o
nanie the word one woents 1o coar e 258 10 its
dictionary entiy. No Iook-UP, i e ~ohe of
carchmg, & requared. The diffironce botween
the RIM systom and thie ordinany con pater
i this-respect coresponds to et ?\u\un
the human beiag who hovabpow’ doc of the
vocabuliny of . longuyee ind p“m,n who
luchs bas ownanteral yocabuiany mfoimicion
and must Joon up every word i o diction-
ary (a tedious process that will be recatled
without much pleasure Iy all who have
studied foreign langauges) Looking up words
in a dictionary requires searcbang but to the
persor who knowe a word, 1t s~ phy recog-
mzed, and the reconmtion Joads « o othy to
the semantic and grammatical 1. srmation
nevded 1o process the word

REM 15 Lhewrse adeal for hinvusstic sule
general  As a simple dlustration oonsider a
ssntactic rule which says that o detemmmer
(e the. a7 ‘amy’) followed by a noun 11 &
noun phrase

De No N

Suppose that this rule is scoved ;i REM Liong
with ather rules and a O ey wlalh oo
1fes amope other 1121rngi]1.xl (e as g age-
teriamer (Do and “do2’ s g poun Ny Then
the dogewill he recaeized on 0 b rhrase
m 2 simple two Stage rec LUl preess
After the secogninon of the aords the ond
dog  he sequence of syntay codes e No
provided by thewr dictionary enines s regog-

pized Dy othe lofi-hund porhon of the mile-
from which the Wdentuficonon NP Can be read
out or pessed onto the

recoemition

what level of vntactie

Fhe epphodations for Lecas e oo eton dare
many and varied. and we Cmnot Lope 1o fore-
see all the possibalitios at present One has
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only to conuder how ponosne the use of
Lentgaege 15 0 human hfe to get @ Lant of the
Vast seope of Iumnhal apphicatrons ond preod-
udts  that will emerge as Jata processing
mentanes are provded wath more and noore

cophintics ted hngostic capabilities

Lowd Tic autorauon as dn area qovers the
two venord! pro.assas of Laneyiee underctand-
me end lencueze prodactions Most Lanpueee-
mine devices will have capabilities o both
howe diees to venmye degrees Foreveenple, a
tanctating Sontane must have undenstoading
capability mn the source longasge and produc-
tion capability in the target larsuage The
following st of posable davices incerporating
one or both of thoese Tunctio

s s merely <ag-
casine
Trandat ae Nob e

-

—
-

Quaestion-wa~aer cg Doviies

Fhe Plovtio ol Fooaddopedia

[he Autoen:te Totlopbone Ofporator
Vorce-Oporated Data Fatny Terminlds

e Voo Operated Typowriier

Vachwmes for Reac g to the Bind

Repori Writers

Test I dniors

Compilers fow ordi, i Ty ebih as a pro-
croean, e oo

jyent 4 .
- IS

4 S.mple Text Processing
Thas cieo Gafors from Trsd nshic Aatonation
i that the proce ~om o oaan’t Hoveamy ahaliny
10 windeie und the tents it operates upon
Roator the gyl tont pro geson poifor os
conetal opcratio s o tesis wathiont oo ay
hooowloder of st of whatover Targ-
vz the tonts dre wntten o Esaples of
suaple rent o o ceang mmclade thiose whadh
P e wed ren ooy coun e amadeses and
Sevwordanecontont By
Litevature  seonchos for moee oo boretely
specified sters than Just wonds also conte

cor naed

O gL estie Y



urtder this cadmg, examples of more com-
pley quenres mclude combinations of worde
co-oc arrences of words wath a speatied mas-
imum namber of intencmng words or Charac-
ters, and parts of words (1e artatian charac-
ter sequences). and they mght also indlude
Boolean operators Such tont-scardhimg also
commes under the heading of Information Re-
trieval, which s further tredtod above,

5. Scieritific Research

REM 1o very dffectne i any type of rescarch
that imvohes Tooling for varrdlations i large
quantities of data Some fields in wluch this
type of mmvestization plavs an amportant part
with some illustigtions 1o suvgest the hind of
mquiry to which REAM 15 well cunted. are
Iinguictics
Corrclations of gnven phonological
propeciies with geographic areas
Cosrelations umong different features
of <y ntactic structure
Anthropology, Soaolegy. Demography
Do <ocicties or communities which
have properties A, B, & C also have
property Dor E?
Modiame, Pubhe Health
Correlations among spectiied collee
tronsofsumptoms medicdl histornes
vpes of troatiyent avitonmantdl

»

1

factory etc
I conomi
Pliysics

Fte

N
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6 Computer Science

Fo the copnputor screntist, who s imohved i
davddopire neWw comrputer pphcations, pro-
crammmg Tancuces, and algenthms, REAT of-
fers potentials that from the parspectne of
the prosent o only be dimly  imsgimed
Among the posstibities that ean be dealy
suen at, presont,- bosndes  those spphication
dreds treated above, REA atford<sstcresting
Gpportumtios for wniting contplors - parficu-
larly Tor such Togu ves as COROT SNOBOL
and APL which are probuably better saited to
REM <yvsfems than thoy-cre o ordimany com-
puters  Fuither _possabihties that can only
dimly be foroscen are Hkely to cmcrge when
computer sdientists have a Jdance to explore
the imphoatnions of wich capdabilities as parelfel
Jrithmetic, fmr:sl)gl movement of ddata and
purgdlel operations upon programs themsches
(rathor than just upon data)

7. Simulatiorn and NModelling

Ihin area overlaps with the preceding and
with Dimeuistic Automuation, but s distincet
cnough to warrant 1ts oswn heading here, The
two dicaplimes most dosely amvohed are
Attificial Intelhgence and Cogmitine P4 Chol-
ogy By vitthiae of ats oasontial capabality [ rec-
ocmtion the REM <Istem i omore ke the
Lernan bhram thar onday corpatons are I
s Weorclore Totter onted to vatually ol -
vostications i artifional intelbeence and cogni-
tine psacbiolooy wlolh Lave ~tragsled along
up to now csng the ardmary computer as the
best ovadable compror e desprte s Thnna-
tions

SEMIODONICS
The Claremont
Tonnel Bourd
Borbebty, CA 94705
(419) L18 2400
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ProcrRAMMINC REM

is easy! When your REM system is operating in REM mode - that is,
erecuting a recognize or multj-write instruction - the CPU thinks
it is doing a write operation. The REM board converts it to the
desired REM action For a recognize, the data written on the data
bus by the CPU is a comparand - the item to be recognized. Further
details are given in the RE, Programmer's Manual, a copy of which
is included at no charge with each order of 1 or more REM boards

It takes only minutes to learn how to add REM operations to your
repertoire if you are accustomed to programming machine language,
assembly language, Basic, or what-have-you. You can use any
assembler with REM, since all the CPU is doing is executing a
write instruction.

To make things even easier, SEMIONICS has written a package of
REM subroutines for complex REM operations, including such
functions as the following (all of which operate in parallel on
all REM records):

- Identify all records which have a specified character
sequence

- Identify all records with zero (or all l's) in specified
byte position.

- Compare (=,2 , orX) specified character string to
specified field of all records, with responders flagged.

- Locate first responder (useful if there are multiple
responders to a comparison)

- Erase specified byte of bit position in all records, or
in all tagged records.

- Count number of bits in given byte position which match
specified byte (for all records in parallel).

- Identify the record having maximum (or minimum) value in
specified field. (Very useful in sorting, or for reading
out responders in desired logical sequence.)

- Write specified data (1 to 255 bytes long) in all flagged
records. (Very useful in sorting, of for reading out
responders in desired logical sequence.)

- Increment (or decrement) specified field of all flagged
records.

- Add (or subtract) specified binary number (1l or 2 bytes) to
(from) specified field of all flagged records.



52
- Add two fields (or subtract) within all flagged records.

- Move data from one field to another within all flagged
records.

- Boolean operation on flages within all records

The subroutine package for the Z-80 occupies 2K bytes of memory.
An 8080 version (which requires 3K bytes) is planned for release
in July, and this will be followed by an Alpha Micro version if

there is sufficient demand. A higher level package for general

application in information management is also in preparation.

With or without the subroutine package, yoy will find that program-
ming for a REM system is far easier in most applications than for
pre-REM computers. Table loop-up becomes trivial, sorting and
pattern recognition become easy. You get more programming done in

less time, and the programs ~ccupy less memory space and run
faster.

And you are able to do more. Information systems can be more
flexible. REM makes it feasible to bring new sophistication

into such areas as data base management, language data pracessing,
and artificial intelligence.

SEMIONICS ASSOCIATES, 41 Tunnel Road, Berkeley, CA 94705 415-548-24UU
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from Micro Diversions

Roberts Information Services. Inc R

6305-G Mernifield Ave - inc. (ROBINS) A‘ﬁr"

Fairfax, Virginia 22030

Phone (703) 560 488 = /}‘ &
%3 e

INTRODUCTION

SCREENSPLITTER is a complete text-oriented TV display system
for S-100 compatible hobbyist, small business and OEM
microcomputer systems. . SCREENSPLITTER represents a significant

advance over other TV text display systems in three important
respects:

¥ The quantity of displayed text is large. SCREENSPLITTER

displa{s 40 Bb6-character lines of upper-lcwer case text
oh a standard (10 mhz or better) TV monitor;

Onboard software is provided. One kilobyte of displa
driver software, the Window Package, is provided in the
basic system directly on the board in a 1K 2708 EPROM.
This software defines 20 user-callable functions that
permit the definition and control of any number of
input/output "windows" on the display screen;

The character generator is user-reprogrammable. Since
SCREENSPLITTER s character generator i1s a 2708 EPROM, the
user may design and implement his own character set.

54
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HARDWARE 55

The SCREENSPLITTER hardware is mounted on a single, high
quality S-100 comgatlble PC board. The kit comes complete with

sackets for all 48 IC's, all discrete components, and 8 feet of
coaxi1al cable with connector.

SCREENSPLITTER occupies one slot of the host S-100 buss,
regulring approximately 1.5 amps at +8 volts, 100_ma at +18 volts,
and 100 ma at -18 volts (all unregulated). Virtually all 7480
series logic is low Eower Schottky, and the board presents no more
than one standard TTL load to the host buss. SCREENSPLITTER's
output data buss lines are capable of driving 20 standard TTL
locads. Table 1 lists all S-100 lines used by SCREENSPLITTER.

The text display buffer i1s UK bgtes of static RAM (8-2114's).
Onboard software resides in a 2708 EPROM with another 2708 EPROM
serving as tne character generator: The 1K byte software 2708 mav
be upgraded to & 2716 (fer 2K of onboard software) via jumper
recon%lguratlon.

TV sync 1s generated by the industry. standard M15320 sync
generator, using an onboard 10 mhz.crystal time base. This, in
conjunction with the use of sinchronou§ counters in the display
logic,.results in a very stable and crisp display.

For extensibility and compatibility with other TV display
systems SCREENSPLITTER makes the 14 signals shown in Table 2

available to the outside via a 16 pin DIP socket at the top of the
PC board.

Mnemonie

Table 1.
S-100 buss lines used by SCREENSPLITTER.

Funétion S-100 Pin

address line
address line
address line
address line
address line
address line
address line
address line
address line
agdress line
address line
address line
address line
address line
address lime
address line
datz-in line
data-in line
data-in line
data-1n line
data=in line
data-in line
data-in line
data-1n line
data-out line g
data-out line b
data-out line 3
data-out line
data-out line 3
data-out line 2
data-cut line 1
data-out line 1
status, memory read
T2mOry write

power

power sync

second phase clock
status, mexw or outp
status, outp
processor ready

power
power
power
pcwer

O L
[ Wileo)
AN

29 Table _g.
%q External signals genemated by SCREENSPLITTER.

10 =h2 clock

10 mhz clock, inverted

Field

Composite Synec, inverted
Horizontal Elanking

Horizontal Elarking, inverted
Yertical Blanking

Vertical Blanking, inverted

Final Video, TTL+vlevel (less sync)
Composite Video, 2 volts 2-p

EELTZE
et o O OOV BN s

O—‘NwNO\QO—JNWNNm—I Behed A A
W -0

Character Cenerator, bit
Craracter Generator, bit
Character Winrver
Video Suppressor
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SCREENSPLITTER 1s designed to be located in the host system's
address space on an even 8K boundary, as snown in Figure 1
Address lines A15 A4 and A13 are Jauper selectable to allew user
selection of the 8K boundary.

The display buffer sppears to the host CPU as a 4K block of
450 ns (or faster) static R&M, Organirzation of the dlsglay buffer
i3 as a 40 by 88 byte array. The first 86 bytes of cach line
correspond to visible «erecn ehoracters, with the 87th byte
unusable, and the 88th byte avairlable to the user for internal
line identaificatdien, etc.

To write @ character onto the screen, the host sistem stores
an ASCII code 1n the appropriate array cell. Hence, although the
Window Paclage 1s ordinarily used for all display control, the 4K
display buffer 1s darectly. accessible to the host syﬁtem. 1f
desired, the host can actually use SCREENSPLITTER's 4K static KAM
display buffer for computing during periods for which a meaningful
display 13 not requared.

The Window Package software appears to the host CPU as a 1K
block of 450 ns EPROM, situated in the first 1K of the 4X block of
memory immediately beleow the display buffer in the host's address
space. This 1K is fully decoded, so that the user can maa 3K
bytes of his own RAM 1n the unused portion of the lower UK block.
Users who prefer to situafe the Window Package elsewhere in memory
can do so (after software relocation) bg disabling the.onboard
2708 EPROM. 1In this case, SCREENSPLITTER occupies only 4K of the
host system's address space (still on an even 8K boundary).

Because the entire display buffer 1s mapped into the host's
address space, relatively bigh sgeed dlsglax transactions can
occur {see the Product Specifications). SCREENSPLITTER's circuitry
1s designed to permit the host CPU to run at full speed with no
walt states, and has logic for suppressing the white-on-black
"snow" often associated with such unimpeded buffer access. A
jumper permits optional introduction of one wait state for memory
accesses, making SCREENSPLITTER fully compatible with 2 and 4 mhz
Z80-based systems. as well as 8080-based systems.

!SCJFVT\AlixFQEE Fisure’l.
Physical
. , Di:pla;KBurfer
SCREENSPLITTER's Window Paskage software module 1s supplied

1n a preprogremmed 2708 EFROM, origined at any reguested .8 e
boundary. ince the window Package 2708 1s Jurper-upgragable to a
2K byte 2716, the user czan extend thHe onboard software by another 3
1K bytes. (Micro Diversions will be relcasing a 1K byte Unused
gage«orlented text editor which commands the powerful Window | _____._____
a ixﬂdow1§acxage

ckage functions in the basic 1K{module.)

Full object code (with symbol table), and thoroughl¥,
couznented scurce code listings for the 1054 byte Window Package,
as well 3s the Windeow Package User's lzmmal and Applications )
Notes, are provided with both ¥its and assembled units. | “
Addltlonallg hex listings and glctorial plots of the character
generator b ROM's are provided to facilitate user developrient of
custom character sets.

M-aory zap of STRrENSPLITIER

in host sdd~evs sface.



e onrcard window Package defines 20 user-callable functions
trolling and wrating to the‘glsp]a¥ buffer (sce Table 3).,
s1c unit of control is the windcw,., Virtually z=ny numver of
's {rectangular subregions of the screen) can be defined and

c.deptly controlled. All status information for each window

1ntaynad in the window's window descraiptor block -(wWDB), an 1
te bluck of RAM supplied by Theé user at the time the window 1s
cpvned (rigure 2). In all trapsactions with window functions, the
Leer ioads the address of some WDB into the HL reélster, loads any
sdditional parameters into regaisters B, C, D and k, then GALLs the
acsired window function. Window Fachage functions generally
destroy all registers.

-0
"3

J
LN

]
I3 -
D

rYes pe F =3ry
—
oy
oo

~3

With the exception of two references to the display buffer's
location in the host address space, the Windcw Package 18
1centrant, and reguires less tnan by bytes of system stack to run
(A special, fully reentrant version of the Window Packege that
controls multiple SCKEENSPLITTER displays from a single 1K EPROM
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Logical

15 available,)

Wiiidows

nree 2 ¥ind v descriptor block format,

g

¥oB | ST | atstus byts
?“gi_‘T scresli row of «'ndov top
'?”a.“‘l cu~po* line within window
TLL last v'nduv line ruaber

‘1"'5&' !}  screen column of wirdow Jeft edge
T"(-ZEZ“? cursur column vithin window
17LETT  iast wiodew colan nueser

I B curAIF character

} SP = =0.] paramelar

P,
1 M .T usar bheld pro~cssor sdaress, low hrte

! HH |  user hold proceasor add~eas, high byte
------ -
P v e e e s b Y it e —
SITATUS BTTE [ fg i tr i vc i co i ho{ ob {no{ no
D Rt R ST P U FUP -—

g fip-e/ground oft

Ir fraae nit

vc  v'sitle cu-sor bit
bit

ob outpu® bu~st bit*
ne Lised

Each window defines a rectangular region of the display
screzen from size 1 by 1 up to 40 by 86. Each windew can be
ranipulated independently from all other windews. Overlapping
windows are permitted, but operations on a window take place
without regard for possible effects on any overlapping windows.

Each window has its own set of pararmeters governing:

1. whether the window's Flgure/ground 1s reversed (black
text en white b=zckgroun

. whether the window has a frame (visible border)

2

3. whether the window's cursor 1is visible

4, what character is to be used as the wirdow's cursor
5

. whether the cursor displaying technique 1s to print the
cursor character at the cursor location, or simply to

reverse the figure/ground of the character at the cursor
location

6. whether the window 1s to be held (by cailin% a
user-specified "hold processor") at scroll time during
output bursts

7. the type and degree of scrolling (pop-up or wraparound)
the window will perform at window-full time,.



Window Dackage Functions

A1l the following functions perform error eheokin%; detection
of an erroneous request occurs before any alteratjons to window
descriptor blocks or the visible display are made.

INIT(ch)

Tlears the entire display buffer.to character CH (typically
ASCII blank).

OPeN(wdb,x,dx,y,dy)
pens a window of size DX rows by DY columns with top-left
corner at screen row X, screen column Y; initialaizes the

window's window descriptor block, WDB; does not clear the
region.

CLEAR(wdb)
cars the window and resets the cursor to the top left.

FRAME(wdb,he,ve,cc) ,
Frames the window, uging HC for the top and bottom borders, VC
for the left and right borders and CC for the -four corners;

reduces tne window's interior,region by two characters in each
dimension, and clears the window,

UNFRAME(wdb)

emoves the window's frame (if any); if removed, increases the
window's interior by two characters in each dimension and
clears the window.

LABEL(wdb,str,len) .
IT the window has a frame, prints the string pointed to by STR,
of length LEN, centered on the window's top border.

LABELS(wdb,str)
pehaves identically to LABEL, except that the string is

ter%inated by the string terminator character (octal 377), so
that a length parameter 1s not required.

CURSORCH(wdb,ch)
efines CH to be the window's cursor character; automatically
corplements CH a1f window's figure/ground is reversed.

SCROLL(wbd.n)

SetTs the window's scroll pzarameter to N (0 for wraparound
greater than zero for N-line pop-up).

PRINT(wdb,str,len)
Frints the string pointed to by STR, of length LEN, to the
window, starting at the currént cursor position; LEN may be
from 0 (no characters printed) to 65,53?; the cursor is forced
to the beginning of a fresh line after uvne print.

PRIN(wdb,str,len)

ehaves identically to PRINT, except that the cursor is not
forced to a fresh'line after the print.

PHRINTS(wdb,str)
pcnaves 1dentically to PRINT, except that 'the string 1is
terminated by the string terrinator character (oectal 377), sc
that a length paramcter 1s not required.

PRINS(wdb,str)
ehaves identically to PRIN, except that the string is
terminated by the string terminator character (octal 377), so
that a length paramcter 1s not required.
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FnassHLINE(wdb) )

T U Furces the window's cursor to the bewinning of a fresh lime 1f
1t 1s not alrealdy there.

CLEARLINE({wdb) .

— TCTEars Lhe window's cursor line, resetting the cursor to the

first character of the line.

BACKSPACE(wdb)
T30Kks the window's cursor up one character 1f nrot already at
the window's leftmost column; «:ases one character as 1t does
SO.
CCOMPLERMENT(wdb) ) . .
Feverses the figure/ground of the window's interior,
FLASH(wdb)

freverses the figure/ground of the window's interior momentarily
(about a third of a second for 2 mhz CPU).

PLOT(wdb,x,y,ch) -
Trints oharacter CH at window line X, column Y; does not affect
the cursor position, and cannot invoke scrolling.

MOVEWINDOW(wdb,x,y,ch) o
T T THoves the window so that the window's top left corner is on

screen rowWw X, screen column Y; fi1l118 an{ vacated region of the
screen with character CH (typically ASCII blank).

Tarle 3 Wirdow Pacr.2ge function s.u-iary.
Felative En% Registers

M emonie Aiddress {octal) B c D E HL
INIT 31 ch
COPEN EO x dax y qay wdb
CLEAR 2 g wdb
FFAME 15 he vo cec wdb
UNFRAME 1152 wdb
LABEL 121 str len wdb
LAEELS 121 str wdb
CuRSORCH 131 ch wib

CROLL & n wdb
PRINT 3 atr len wdb
PRIN 384 len wdd
PRINTS 217 str wdb
PRI 12 astr wdb
FRESHLINE 151 wdb
CLEARLINE 11 wib
EACYSPACE 187 wib
COMP_EMENT 123 wdb
FLASH 181 wab
PLOT ng x y eh wdb
MOVEWINDOW 158 x y ch wdb

CHARACTER GEWUERATOR

SCREENSPLITTER's character generator represents characters as
5 by 8 pixel grids. Two standard character sets (Graphics and
Seientific) are available, each defining 32 useful symrbols in the

otherwise non-printing first 32 ASCII codes./An APL churacter
generator 1s available optionally.

The standard font 1s an aesthetic upper/lower case design,
with underhang for the lower case cnaracters which require it. Any
character can be defined as an inherently winking character by
programming high bit 6 of cach of the character's scan lines 1n
the 2708 character generator. In fact, since each scan line has
1ts own wink bit, 1t 1s possible to gencrate partially winkain
charazcters. (There are two 1n the Graphics character set.) BI%S T
and 8 of each scan line in the character generator, not used by

SCREENSPLITTER, are made available externally for user extensions
(Table 2).

The high-order bit of each byte in the 4K TV display buffer
153 i1nterpreted by the display logic as the character's
figure/ground. Thus, each of the 3440 visible screcen characters!
figure/ground is 1néependently controllable.
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EXANDLE APPLICATIONMS

As an interface to a high level language, such as BASIC

In this application, each important subroutine and function 1s a<signéd aits
own private window, As 1t runs, each subroutine or function can ocutput
trace information, status indications, or user prorpts through its own
window. The visual effect would be flurries of activity from window ta
window, each indep ndently scrolling, fla<hing, etec. This provides a very
effective way to see "in two dirunsions” exactiy what's going on inside
your pro%rams. User typein can be directed througn individual windows,
giving the 1llusion of making it possible for the user to converse with
components of a large system i1ndependently.

As a Debugging Display System

In this application relevant status information concerning the execution
of a program (as output by a debugging package) 1s d1s§1ayed through
numerous windows. One window, for example, could display the register and
accumulator contents; another could display the top N i1tems on the =)stenm
call stack; ancther could flash up interrupts as they were serviced;
another could dlspla¥ a selected portior of central memory, such as a
critical array; another could display a real-time/run-time clock. You
could even do all these things independently for a number of subroutines,
presenting and recording, say, the registers and accumulator as they were
at subroutine exit time.  You'could also arrange to have the normal 1/0 of
your program appear in one window, with debugging information popping up
through another window beside i1t when requested.

As a Basis for Controlling Several Kevboards

In this application, there are several keyboards, each with 1ts own- window,
as might be useful .n multiple player computer games. Each player would
have his own area on the screen, into which all input typed by him would be
echoed, and to which all output directed at him would be written. Under
certain circumstances, a player might be given access to amother player's

window or "party" windows might be established to combine the inputs from
several users into a single window,

As a Basis for Advanced Page-Oriented Text Editing

In this application, entire pages of text are displaye=d on the screen in
one relatively large window As you decide to move paragraphs or lines
around, you 1ssue comriands to pick up a paragraph or line and place 1t in a
smaller holding window. As you rummage through the main wincow looking for
the spot at wnich to insert the line or paragraph, the holding window
remains fixed, Flnally, you issue a cormand Lo insert the contents of the
holding window at a selected point 1n the main one, The cditor would
perhaps be capable of directing its Gdltln% powers at the Ltext in any
window, so that you could also modify the line or paragraph in the holding
window before reinserting it intc the main window. £2Also, using the
MOVEWINDOW functicn, you could actually lay out & screen of text (as it is
about to be printed on a.hard-copy device) by moving paragraph-size chunks
of text around. Mcanwhile, of course there:ccould be a very emall window
up 1n the ¢corner containing a real time clock ticking away!

As a Basis for Networking and Concurrent. Processing

In this application, you might wish to be doing local cow utln%, but r<main
connected to some external computer (ever the phone linesg or to a computer
network of other personal machines similar to yours. One window would then
be reserved for afl I/0 in your local computation, with additional windows
through which ccmmunication with the external computers could occur. You
might allocate one window for each other Eersonal computer attached to the
network. This would enable you to keep all the I/Q to the various
communicating computers separate from each other, and separate from your
local coumfutations. Again, party windows conld be c=tablished.
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PRODUCT TECHNICAL SPECIFICAVIONS

Mechanical

Electrical

Timing and' Logical

Video

Software (Logical)

Software (Timing)

Noxinal bcard size
Nereinal tcard Lheight
(with cu:ﬂcnenés)
Co-.xial cable type
Ciarial c:ble length
Cc=xial cable conrector style
Nuber of 1C's
IC socket style
Bcard construction

Fomer regui~-iorents

On~becard regulation capacity

On-board pceer supply
fiitration

IC- types

Loading of Fost
buss leoglc lines
Buss driv.ng capability,
data output: lines

Read, wr-ite cycle time,
display RAl
Read cycle time,
window Pzexage Saftiware
Nuzber of user-selectable
walt states
Locat¥on 1n host
address space

Visible display size
Min:mum Frequency rating;
TV monitor
Reco.zended monitdr =size
Reco-»ended monitor phosphor,
iow ambient lighting
conaitions
Recc~ rended monitor ghcsphor,
higl enbilent lighting
conditicns
Output level,
coTprsaite video
Qu*put 1-7¢*ance
kzvf,ng ¢"aracter rate
Creracter grid size
Inter-col i™m 8.ac.ng
Inter-row 5pacing
Figure/ground cortirol

Size
hu-ber of u-or-callable
functions
As=enbled location
Niuber of ngicaI windows
Foerzat of °apglied
obrect Y1=tings
Windnw scrolling cptions
w.rdow cont-ols

(AX]l tizes are for
a 2mhz host CPU; all
times are approximate.)

Full acreen clear
Full screen curplerent
window flash (celay loop)
E4sic print rate

to a window
Window move

(20 by 40 window)

0" x 10.0" (irscs ecdge card fingers)

LT5"
-59

?
g—259
cw profile, =solder

-10 rsterial, solder rask both sides

+8 volts (unregulated
16 volts unregulated;
18 volts (uuregulated
5 volts

ap 8 +12 volts

mp T -, volts

ta B ~12 volts

)

ricroferad ele:trolytig (+8 volts
ricruvfarad t-talun §+ , +18, =3

.microfarad tenthlum (+5, +12, <5

1 gicrefarad cdisc (45 cdespiking)
4 4K ststic KAM (display buffer)
320 sync generator
Oafm

NG 2

}

£

133
feries Low Fower Schottky
T480 Series Standard Buffers

-
r—

no more than 1 standard TTL lcad

20 stardard TTL luads

500 ns (nom.nal)
500 ns (neminal)
0, 1

any Bk boundary (ju-per selectable)"

4o 1ines, 86 columns
10 mhz
13" or larger (9" are acceptable)

noroal (fast decay)

P-39 or sirilar (slow decay)

L]

volts peilgtc-peak (nozinal)
nme %rcminal
(app—ox.)
8 p:oxels
xel
an lines
.~order bit of each
lay buffer byte

~un

A s Qi

n

o g B NN L1 NN

a
b p -

+

Lo Re AR - B

1C2H bytes

Z
any 8K boundary (uscr-specified)
(no 1imit - windoms may chyerlapl)

both octal and rex

wraparound and N-line pcp-up
f\gu'<’%rcund, carso~, [rame,
move  nt, cutput turst hold

300 rhararte =8/ cee

leas than 0.03 sec



