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Preface: Conference Chair

Dear colleagues,

Welcome to the 2008 International Joint Conference on Natural Language Processing (IJCNLP-08).
This is the third biennial conference organized by the Asian Federation of Natural Language Processing
(AFNLP), which was founded in 2004 to promote research and development efforts in the field of compu-
tational processing of natural languages of importance to the Asian region, without regard to differences
in language, race, religious belief or political stand. The first IJCNLP was held to celebrate the inaugura-
tion of AFNLP on the beautiful Hainan Island in China (March 22-24, 2004), and the second on the fan-
tastic Jeju Island in Korea (October 10-13, 2005). Following the continuing success of the previous two
conferences, the third conference is held in yet another exotic and multicultural city of Hyderabad in India
in January 7-12, 2008.

On behalf of the Conference Committees, | would like to welcome all researchers and scholars who are
working in all areas of Natural Language Processing (NLP) around the world and who in particular have
keen interest in Asian language processing. As the world proceeds quickly into the Information Age, we
face both successes and challenges in creating a global information society, and it is well recognized
nowadays that Natural Language Processing provides the key to the Information Age and to solving many
of these challenges, like breaking language barrier and overcoming information flood. Over the last dec-
ades, a remarkable progress has been made in NLP research and development. However, there has been a
pervasive feeling that the progress of NLP for Asian languages has not been commensurate with that for
Western languages. Recently the importance of Asian languages has been steadily growing as Asia be-
comes the dominant region of the world, economically, politically and culturally. In this context, this con-
ference provides a forum for engineers and scientists to present and exchange their latest research find-
ings in all aspects of NLP and thus to promote research and development activities for Asian language
processing. This is the major motivation of IJCNLP.

I would like to express my sincere appreciation to the authors of invited and contributed papers and to
all conference participants for their active participations. | also wish to express my heartfelt gratitude and
thanks to the Committee Members, particularly the Organizing Co-chairs Rajeev Sangal and Raji Bagga,
the Program Co-chairs Yuji Matsumoto and Ann Copestake, the Publication Chair Jing-Shin Chang, and
all the other Committee Chairs for their tremendous efforts and substantial contributions to the conference.
| feel honored and blessed to be part of this conference as the Conference Chair working with such won-
derful team. With our team efforts, | am confident that this conference will be even more successful than
the previous. Finally, | hope that you will participate actively in all sessions and events to maximize the
benefits from them, and I also wish all participants a very fruitful and enjoyable time during the confer-
ence in Hyderabad.

Jong-Hyeok Lee
Conference Chair



Preface: Program Committee Co-Chairs

This volume contains the papers accepted for presentation at the third International Joint Conference on
Natural Language Processing (IJCNLP-2008). IJCNLP is held approximately every two years as the flag-
ship conference of the AFNLP (Asian Federation of Natural Language Processing). This year's confer-
ence, which follows the success of IJCNLP-2005 on Jeju Island in Korea, is in the city which is such a
beautiful mixture of ancient civilization and modern industry: Hyderabad, India.

On behalf of the Program Committee, we are pleased to present this volume, which includes the ac-
cepted papers for oral and poster presentations at the conference. We received 266 submissions from 28
different regions all over the world; 74% from Asia, 15% from North America, 9% from Europe, 3%
from Australia, and 0.4% from Africa.

The paper selection was not easy with this large number of submission but with the devoted work of
our 13 area chairs and 268 PC members, we were able to select very high quality papers. 75 papers
(27.8%) were accepted for oral presentation and 62 papers (23.3%) were accepted for poster presentation.
After a few withdrawals, this volume contains 74 oral papers and 60 poster papers.

We are also very grateful to Professor Aravind Joshi (University of Pennsylvania), Professor Hyopil
Shin (Seoul National University) and Dr S.H. Srinivasan (Yahoo!) for accepting to give keynote and in-
vited talks, which surely make the conference more attractive.

Organizing and hosting this size of international conference requires lots of help and effort from many
people. We would like to send our greatest thanks to the Honorary Conference Chair, Professor Aravind
Joshi and the Conference Chair, Professor Jong-Hyoek Lee for their continuous support and timely guid-
ance. We would also thank the Local Organizing Co-Chairs Professor Rajeev Sangal and Dr Raji Bagga
for their support, advice and responses to our numerous requests. Special thanks are due to the Publication
Chair Professor Jing-Shin Chang. Without his very detailed format checking and efficient compilation,
this volume of proceedings would not come out in the current form. We would like to express our highest
gratitude to all the other Committee Chairs. Working with such a wonderful group of people has been
great fun. Last but not least, we would like to thank all the people who submitted their papers and all the
people who attend this conference.

Welcome to IJCNLP-2008. We hope you enjoy this conference as much as we do.

Ann Copestake and Yuji Matsumoto
Program Committee Co-Chairs



Keynote Speech:

PENN Discourse Treebank: Complexity of Dependencies
at the Discourse Level and at the Sentence Level

Aravind K. Joshi
Department of Computer and Information Science and
Institute for Research in Cognitive Science
University of Pennsylvania, Philadelphia, PA, USA

ABSTRACT

First, 1 will describe the Penn Discourse Treebank (PDTB)*, a corpus in which we annotate the dis-
course connectives (explicit and implicit) and their arguments, together with "attributions"” of the argu-
ments and the relations denoted by the connectives, and also the senses of the connectives. | will then dis-
cuss some issues concerning the complexity of dependencies in terms of the elements that bear the de-
pendency relations, the graph theoretic properties of these dependencies such as nested and crossed de-
pendencies, dependencies with shared arguments, and finally, the attributions and their relationship to the
dependencies, among others. We will compare these dependencies with those at the sentence level and
then discuss some aspects that relate to the transition from the sentence level to the level of "immediate
discourse" and propose some conjectures.

* This 1 million-word corpus is the same as the WSJ corpus used by the Penn Treebank (PTB) for syn-
tactic annotation and by Propbank for predicate-argument annotation. PDTB 2.0 will be released by
the Linguistic Data Consortium (LDC) in early February 2008.

Members of the PDTB project: Nikhil Dinesh, Aravind K. Joshi, Alan Lee, Eleni Miltsakaki, Rashmi
Prasad, and Bonnie Webber (University of Edinburgh).



Invited Talk:

The 21st Sejong Project: with a Focus on Building of
the SELK (Sejong Electronic Lexicon of Korean) and
the KNC (Korean National Corpus)

Hyopil Shin
Dept. of Linguistics, Seoul National University
School of Computer Engineering, Seoul National University

ABSTRACT

The 21st Sejong Project started in 1998 with a 10-year plan. The project was funded by the Ministry of
Culture and Tourism of the Korean government. The goal of the project was to promote technological
expertise in Korean language research and technology. The project consists of 8 sub-projects ranging
from construction of Korean language resources to management and distribution of outputs from the work.
The core part of the project is to compile an electronic lexical dictionary and to build a large-scale Korean
corpus.

The SELK focuses on an exhaustive representation of Korean linguistic knowledge by harmonizing
linguistic validity, psychological reality, and computational efficiency. The SELK is composed of various
sub-dictionaries corresponding to the parts-of-speech-based word categories such as nouns, verbs, ad-
verbs etc. The lexicon shows a considerable differentiation from other paperback or machine-readable
dictionaries in Korean in its precise and comprehensive representation.

The KNC project has two sub-divisions, one for a general corpus and the other for a special corpus.
The general corpus division collected a wide range of unconstrained materials and endeavored at annotat-
ing the data with parts-of-speech, syntactic, and semantic tags. The special data division, on the other
hand, constructed Korean-English and Korean-Japanese corpora, a historical corpus, and a corpus used by
North Koreans and overseas Koreans.

The SELK and the KNC are beginning to serve as important research tools for investigators in natural
language processing as well as in theoretical linguistics. Annotated corpora and well-established elec-
tronic dictionaries promise to be valuable for enterprises such as the construction of statistical models for
the grammar of written and spoken Korean, the development of software for Korean language processing,
and even the publication of the paperback Korean dictionaries.

In this speech, | will introduce the 21st Sejong Project and review my experience with constructing one
such large language resource - the SELK, consisting of about 600,000 lexical entries, and the KNC, con-
sisting of about 500 million word collections. Considering the size and time needed to develop it, this pro-
ject deserves great attention. We, however, also experienced a lot of difficulties through trial and error,
inevitably originating from such a long work period and the large scale of the work. We hope sharing
such experiences will help researchers with the same interests, to break through the obstacles and to avoid
mistakes we have made for a decade.



Invited Talk:

Language Processing for the Evolving Web

Srinivasan Sengamedu
Yahoo!, Bangalore

ABSTRACT

World Wide Web brings several new dimensions to language processing - social, multimodal, struc-
tural, etc. The social dimension arises from the tagging phenomenon, multimodal from the coexistence of
images and videos with text in web documents, and structure from rich formatting of web pages. While
the massive amounts of data available has made new approaches to translation, summarization, and ex-
traction possible, next generation applications like semantic search require radically new theoretical ideas.
The talk will outline the phenomena, summarize recent achievements, and pose the new challenges.
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Abstract

In Modern Mongolian, a content word can
be inflected when concatenated with suf-
fixes. Identifying the original forms of
content words is crucial for natural lan-
guage processing and information retrieval.
We propose a lemmatization method for
Modern Mongolian and apply our method
to indexing for information retrieval. We
use technical abstracts to show the effec-
tiveness of our method experimentally.

1 Introduction

The Mongolian language is divided into Tradition-
al Mongolian, which uses the Mongolian alphabet,
and Modern Mongolian, which uses the Cyrillic
alphabet. In this paper, we focus solely on the lat-
ter and use the word “Mongolian” to refer to Mod-
ern Mongolian.

In Mongolian, which is an agglutinative lan-
guage, each sentence is segmented on a phrase-by-
phrase basis. A phrase consists of a content word,
such as a noun or a verb, and one or more suffixes,
such as postpositional participles. A content word
can potentially be inflected when concatenated
with suffixes.

Identifying the original forms of content words
in Mongolian text is crucial for natural language
processing and information retrieval. In informa-
tion retrieval, the process of normalizing index
terms is important, and can be divided into lemma-
tization and stemming. Lemmatization identifies
the original form of an inflected word, whereas
stemming identifies a stem, which is not necessari-
ly a word.

Existing search engines, such as Google and
Yahoo!, do not perform lemmatization or stem-
ming for indexing Web pages in Mongolian.
Therefore, Web pages that include only inflected
forms of a query cannot be retrieved.

In this paper, we propose a lemmatization me-
thod for Mongolian and apply our method to in-
dexing for information retrieval.

2 Inflection types in Mongolian phrases

Nouns, adjectives, numerals, and verbs can be
concatenated with suffixes. Nouns and adjectives
are usually concatenated with a sequence of a
plural suffix, case suffix, and reflexive possessive
suffix. Numerals are concatenated with either a
case suffix or a reflexive possessive suffix. Verbs
are concatenated with various suffixes, such as an
aspect suffix, a participle suffix, and a mood suffix.

Figure 1 shows the inflection types of content
words in Mongolian phrases. In (a), there is no in-
flection in the content word “Hom (book)”, conca-
tenated with the suffix “pH (the genitive case)”.
The content words are inflected in (b)-(e).

Type Example

HOM + BIH — HOMBIH
book + genitive case

(a) No inflection

(b) Vowel insertion ax + 1 — axan

brother + dative case

OadmuH + HifH— OAWIIMHIUITH
building + genitive case

(c) Consonant insertion

(d) The letters “p” or “u”
are eliminated, and the
vowel converts to “n”

aHI'M + aac — aHruac
return + ablative case

a);KuJ1 + aac — axiaac
work + ablative case

(e) Vowel elimination

Figure 1: Inflection types of content words in
Mongolian phrases.




Loanwords, which can be nouns, adjectives, or
verbs in Mongolian, can also be concatenated with
suffixes. In this paper, we define a loanword as a
word imported from a Western language.

Because loanwords are linguistically different
from conventional Mongolian words, the suffix
concatenation is also different from that for con-
ventional Mongolian words. Thus, exception rules
are required for loanwords.

For example, if the loanword “cranu (station)”
is to be concatenated with a genitive case suffix,
“pi” should be selected from the five genitive
case suffixes (i.c., bIH, WiiH, bI, Wi, and H) based
on the Mongolian grammar. However, because
“cTaHn (station)” is a loanword, the genitive case
“uiin” is selected instead of “bIn”, resulting in the
noun phrase “craHumiin (station’s)”.

Additionally, the inflection (e) in Figure 1 never
occurs for noun and adjective loanwords.

3 Related work

Sanduijav et al. (2005) proposed a lemmatization
method for noun and verb phrases in Mongolian.
They manually produced inflection rules and con-
catenation rules for nouns and verbs. Then, they
automatically produced a dictionary by aligning
nouns or verbs with suffixes. Lemmatization for
phrases is performed by consulting this dictionary.

Ehara et al. (2004) proposed a morphological
analysis method for Mongolian, for which they
manually produced rules for inflections and conca-
tenations. However, because the lemmatization
methods proposed by Sanduijav et al. (2005) and
Ehara et al. (2004) rely on dictionaries, these me-
thods cannot lemmatize new words that are not in

dictionaries, such as loanwords and technical terms.

Khaltar et al. (2006) proposed a lemmatization
method for Mongolian noun phrases that does not
use a noun dictionary. Their method can be used
for nouns, adjectives, and numerals, because the
suffixes that are concatenated with these are almost
the same and the inflection types are also the same.
However, they were not aware of the applicability
of their method to adjectives and numerals.

The method proposed by Khaltar et al. (2006)
mistakenly extracts loanwords with endings that
are different from conventional Mongolian words.
For example, if the phrase ‘3koJioruiin
(ecology’s)” is lemmatized, the resulting content
word will be “3kosior”’, which is incorrect. The

correct word is “akosiorm (ecology)”. This error
occurs because the ending “-omoru (-ology)” does
not appear in conventional Mongolian words.

In addition, Khaltar et al. (2006)’s method
applies (e) in Figure 1 to loanwords, whereas in-
flection (e) never occurs in noun and adjective
loanwords.

Lemmatization and stemming are arguably ef-
fective for indexing in information retrieval (Hull,
1996; Porter, 1980). Stemmers have been devel-
oped for a number of agglutinative languages, in-
cluding Malay (Tai et al., 2000), Indonesian (Ber-
lian Vega and Bressan, 2001), Finnish (Korenius et
al., 2004), Arabic (Larkey et al., 2002), Swedish
(Carlberger et al., 2001), Slovene (Popovi¢ and
Willett, 1992) and Turkish (Ekmekg¢ioglu et al.,
1996).

Xu and Croft (1998) and Melucci and Orio
(2003) independently proposed a language-
independent method for stemming, which analyzes
a corpus in a target language and identifies an
equivalent class consisting of an original form,
inflected forms, and derivations. However, their
method, which cannot identify the original form in
each class, cannot be used for natural language
applications where word occurrences must be stan-
dardized by their original forms.

Finite State Transducers (FSTs) have been ap-
plied to lemmatization. Although Karttunen and
Beesley (2003) suggested the applicability of FSTs
to various languages, no rule has actually been
proposed for Mongolian. The rules proposed in this
paper can potentially be used for FSTs.

To the best of our knowledge, no attempt has
been made to apply lemmatization or stemming to
information retrieval for Mongolian. Our research
is the first serious effort to address this problem.

4 Methodology

4.1 Overview

In view of the discussion in Section 3, we en-
hanced the lemmatization method proposed by
Khaltar et al. (2006). The strength of this method is
that noun dictionaries are not required.

Figure 2 shows the overview of our lemmatiza-
tion method for Mongolian. Our method consists
of two segments, which are identified with dashed
lines in Figure 2: “lemmatization for verb phrases”
and “lemmatization for noun phrases”.



Lemmatization for verb phrases

Input a :_>| Detect a suffix in the phrase F—PE Verb suffix dictionary
phrase |
: | Remove suffixes and extract a content word "_’Ij?rb suffix segmentation rule
v
I . - -
I | Insert an eliminated vowel |<—>E Vowel insertion rule j
| v
Output the <¥S—| Check if the content word is a verb l‘_’lj Verb dictionary
content word - No (O oo
A A 4

| Remove suffixes and extract a content word

Noun suffix segmentation rule

v

v

: | Detect a suffix in the phrase Id—bi Noun suffix dictionary

| 2

: | Identify loanword 'd—bljdoanword identification rule
| v

|

I

|

Insert an eliminated vowel

Figure 2: Overview of our lemmatization method for Mongolian.

In Figure 2, we enhanced the method proposed
by Khaltar et al. (2006) from three perspectives.

First, we introduced “lemmatization for verb
phrases”. There is a problem to be solved when we
target both noun and verb phrases. There are a
number of suffixes that can concatenate with both
verbs and nouns, but the inflection type can be dif-
ferent depending on the part of speech. As a result,
verb phrases can incorrectly be lemmatized as
noun phrases and vice versa.

Because new verbs are not created as frequently
as nouns, we predefine a verb dictionary, but do
not use a noun dictionary. We first lemmatize an
entered phrase as a verb phrase and then check
whether the extracted content word is defined in
our verb dictionary. If the content word is not de-
fined in our verb dictionary, we lemmatize the in-
put phrase as a noun phrase.

Second, we introduced a “loanword identifica-
tion rule” in “lemmatization for noun phrases”. We
identify a loanword phrase before applying a
“noun suffix segmentation rule” and “vowel inser-
tion rule”. Because segmentation rules are different
for conventional Mongolian words and loanwords,
we enhance the noun suffix segmentation rule that
was originally proposed by Khaltar et al. (2006).
Additionally, we do not use the vowel insertion
rule, if the entered phrase is detected as a loanword
phrase. The reason is that vowel elimination never
occurs in noun loanwords.

Third, unlike Khaltar et al. (2006), we targeted
adjective and numeral phrases. Because the suffix-
es concatenated with nouns, adjectives, and num-
erals are almost the same, the lemmatization me-
thod for noun phrases can also be used for adjec-
tive and numeral phrases without any modifica-
tions. We use “lemmatization for noun phrases” to
refer to the lemmatization for noun, adjective, and
numeral phrases.

We briefly explain our lemmatization process
using Figure 2.

We consult a “verb suffix dictionary” and per-
form backward partial matching to determine
whether a suffix is concatenated at the end of a
phrase. If a suffix is detected, we use a “verb suffix
segmentation rule” to remove the suffix and extract
the content word. This process will be repeated
until the residue of the phrase does not match any
of the entries in the verb suffix dictionary.

We use a “vowel insertion rule” to check wheth-
er vowel elimination occurred in the content word
and insert the eliminated vowel.

If the content word is defined in a “verb dictio-
nary”, we output the content word as a verb and
terminate the lemmatization process. If not, we use
the entered phrase and perform lemmatization for
noun phrases. We consult a “noun suffix dictio-
nary” to determine whether one or more suffixes
are concatenated at the end of the target phrase.



We use a “loanword identification rule” to iden-
tify whether the phrase is a loanword phrase. We
use a “noun suffix segmentation rule” to remove
the suffixes and extract the content word. If the
phrase is identified as a loanword phrase we use
different segmentation rules.

We use the “vowel insertion rule” which is also
used for verb phrases to check whether vowel eli-
mination occurred in the content word and insert
the eliminated vowel. However, if the phrase is
identified as a loanword phrase, we do not use the
vowel insertion rule.

If the target phrase does not match any of the
entries in the noun suffix dictionary, we determine
that a suffix is not concatenated and we output the
phrase as it is.

The inflection types (b)—(d) in Figure 1 are
processed by the verb suffix segmentation rule and
noun suffix segmentation rule. The inflection (e) in
Figure 1 is processed by the vowel insertion rule.

We elaborate on the dictionaries and rules in
Sections 4.2—4.8.

4.2  Verb suffix dictionary

We produced a verb suffix dictionary, which con-
sists of 126 suffixes that can concatenate with
verbs. These suffixes include aspect suffixes, parti-
ciple suffixes, and mood suffixes.

Figure 3 shows a fragment of our verb suffix
dictionary, in which inflected forms of suffixes are
shown in parentheses. All suffixes corresponding
to the same suffix type represent the same meaning.

4.3  Verb suffix segmentation rule

For the verb suffix segmentation rule, we produced
179 rules. There are one or more segmentation
rules for each of the 126 verb suffixes mentioned
in Section 4.2.

Figure 4 shows a fragment of the verb suffix
segmentation rule for suffix “B (past)”. In the
column “Segmentation rule”, the condition of each
“if” sentence is a phrase ending. “V” refers to a
vowel and “*” refers to any strings. “C9” refers to
any of the nine consonants “u’”, “xk”, “3”, “c”, “n”,
“r”, “m”, “a”, or “x”, and “C7” refers to any of the
seven consonants “m”, “r’, "H”, “a”’, “0”, “B”, or
“p”. If a condition is satisfied, we remove one or
more corresponding characters.

For example, because the verb phrase

“mmHIYWIB (renew + past)” satisfies condition (ii),

Suffix type Suffix
Appeal ITYH, ITYH
Complete YHX
Perfect aaj (uan), 0oa (Moxa), 331, 06,1
Progressive-perfect caap, coop, cI3p, ceep

Figure 3: Fragment of verb suffix dictionary.

Suffix Segmentation rule
() IE(*+V+V+s)

B Remove B
Past @ If(*+C9+C7+V+B)
Remove V + B
Figure 4: Fragment of verb suffix segmentation

rule.

we remove the suffix “B” and the preceding vowel

(T3¢ L)

7’ to extract “IrmHIYI’.

4.4 Verb dictionary

We use the verb dictionary produced by Sanduijav
et al. (2005), which includes 1254 verbs.

4.5 Noun suffix dictionary

We use the noun suffix dictionary produced by
Khaltar et al. (2006), which contains 35 suffixes
that can be concatenated with nouns. These suffix-
es are postpositional particles. Figure 5 shows a
fragment of the dictionary, in which inflected
forms of suffixes are shown in parentheses.

4.6  Noun suffix segmentation rule

There are 196 noun suffix segmentation rules, of
which 173 were proposed by Khaltar et al. (2006).
As we explained in Section 3, these 173 rules often
incorrectly lemmatize loanwords with different
endings from conventional Mongolian words.

We analyzed the list of English suffixes and
found that English suffixes “-ation” and “-ology”
are incorrectly lemmatized by Khaltar et al. (2006).
In Mongolian, “-ation” is transliterated into “amu”
or “amum” and ‘“-ology” is transliterated into
“omoru”. Thus, we produced 23 rules for
loanwords that end with “auu”, “sgum”, or “oorm”.

Figure 6 shows a fragment of our suffix segmen-
tation rule for loanwords. For example, for the
loanword phrase ‘“akoJsiormiin (ecology + geni-
tive)”, we use the segmentation rule for suffix
“nifH (genitive)” in Figure 6. We remove the suffix
“uiin (genitive)” and add “m” to the end of the
content word. As a result, the noun “’koJorm
(ecology)” is correctly extracted.



Case Suffix
Genitive H, bl, bIH, Ui, HHH
Accusative BIT, MHiT, T
Dative o, T
Ablative aac (uac), ooc (10c), 3¢, 66¢

Figure 5: Fragment of noun suffix dictionary.

Suffix Segmentation rule for loanwords
HifH If (* + normiin)
Genitive Remove (uiin) , Add (n)
uiir If (* + normiir)
Accusative Remove (miir), Add (n)

Figure 6: Fragment of suffix segmentation rules
for loanwords.

4.7 Vowel insertion rule

To insert an eliminated vowel and extract the orig-
inal form of a content word, we check the last two
characters of the content word. If they are both
consonants, we determine that a vowel was elimi-
nated. However, a number of Mongolian words
end with two consonants inherently and, therefore,
Khaltar et al. (2006) referred to a textbook on the
Mongolian grammar (Ts, 2002) to produce 12 rules
to determine when to insert a vowel between two
consecutive consonants. We also use these rules as
our vowel insertion rule.

4.8 Loanword identification rule

Khaltar et al. (2006) proposed rules for extracting
loanwords from Mongolian corpora. Words that
satisfy one of seven conditions are extracted as
loanwords. Of the seven conditions, we do not use
the condition that extracts a word ending with
“consonants + u” as a loanword because it was not
effective for lemmatization purposes in prelimi-
nary study.

5 Experiments

5.1 Evaluation method

We collected 1102 technical abstracts from the
“Mongolian IT Park” ' and used them for experi-
ments. There were 178,448 phrase tokens and
17,709 phrase types in the 1102 technical abstracts.
We evaluated the accuracy of our lemmatization
method (Section 5.2) and the effectiveness of our
method in information retrieval (Section 5.3) expe-
rimentally.

! http://www.itpark.mn/ (October, 2007)

5.2 Evaluating lemmatization

Two Mongolian graduate students served as asses-
sors. Neither of the assessors was an author of this
paper. The assessors provided the correct answers
for lemmatization. The assessors also tagged each
word with its part of speech.

The two assessors performed the same task in-
dependently. Differences can occur between two
assessors on this task. We measured the agreement
of the two assessors by the Kappa coefficient,
which ranges from 0 to 1. The Kappa coefficients
for performing lemmatization and tagging of parts
of speech were 0.96 and 0.94, respectively, which
represents almost perfect agreement (Landis and
Koch, 1977). However, to enhance the objectivity
of the evaluation, we used only the phrases for
which the two assessors agreed with respect to the
part of speech and lemmatization.

We were able to use the noun and verb dictiona-
ries of Sanduijav et al. (2005). Therefore, we com-
pared our lemmatization method with Sanduijav et
al. (2005) and Khaltar et al. (2006) in terms of ac-
curacy.

Accuracy is the ratio of the number of phrases
correctly lemmatized by the method under evalua-
tion to the total number of target phrases. Here, the
target phrases are noun, verb, adjective, and num-
eral phrases.

Table 1 shows the results of lemmatization. We
targeted 15,478 phrase types in the technical ab-
stracts. Our experiment is the largest evaluation for
Mongolian lemmatization in the literature. In con-
trast, Sanduijav et al. (2005) and Khaltar et al.
(2006) used only 680 and 1167 phrase types, re-
spectively, for evaluation purposes.

In Table 1, the accuracy of our method for
nouns, which were targeted in all three methods,
was higher than those of Sanduijav et al. (2005)
and Khaltar et al. (2006). Because our method and
that of Sanduijav et al. (2005) used the same verb
dictionary, the accuracy for verbs is principally the
same for both methods. The accuracy for verbs
was low, because a number of verbs were not in-
cluded in the verb dictionary and were mistakenly
lemmatized as noun phrases. However, this prob-
lem will be solved by enhancing the verb dictio-
nary in the future. In total, the accuracy of our me-
thod was higher than those of Sanduijav et al.
(2005) and Khaltar et al. (2006).



Table 1: Accuracy of lemmatization (%). Reasons of errors | #Errors Example
#Phrase Sanduijav | Khaltar Our (a) Word ending is 274 copT — cop
types etal etal. method the same as a suffix. sort
(2005) (2006) (b) Noun plural 244 aMbTaH — aMbT
Noun 13,016 57.6 87.7 92.5 tense is irregular. animal
Verb 1,797 245 23.8 24.5 (c) Noun loanword JMHO32BP — MHO3aBap
Adjective 609 82.6 83.5 83.9 ends with two con- 94 dinosaur
Numeral 56 41.1 80.4 81.2 sonants.
Total 15,478 63.2 72.3 78.2 (d) Verb does not KOJJI0 — KOIJI0X
exist in our verb 689 to code
We analyzed the errors caused by our method in ?‘;t“’{)‘;‘rya
. « » . e ord corres- OpoH — op
Figure 7.. In the column “Example”, the left side ponds to multiple 353 country inter
and the right side of an arrow denote an error and part of speech.

the correct answer, respectively.

The error (a) occurred to nouns, adjectives, and
numerals, in which the ending of a content word
was mistakenly recognized as a suffix and was re-
moved. The error (b) occurred because we did not
consider irregular nouns. The error (c¢) occurred to
loanword nouns because the loanword identifica-
tion rule was not sufficient. The error (d) occurred
because we relied on a verb dictionary. The error
(e) occurred because a number of nouns were in-
correctly lemmatized as verbs.

For the errors (a)-(c), we have not found solu-
tions. The error (d) can be solved by enhancing the
verb dictionary in the future. If we are able to use
part of speech information, we can solve the error
(e). There are a number of automatic methods for
tagging parts of speech (Brill, 1997), which have
promise for alleviating the error (e).

5.3 Evaluating the effectiveness of lemmatiza-

tion in information retrieval

We evaluated the effectiveness of lemmatization
methods in indexing for information retrieval. No
test collection for Mongolian information retrieval
is available to the public. We used the 1102 tech-
nical abstracts to produce our test collection.

Figure 8 shows an example technical abstract, in
which the title is “Advanced Albumin Fusion
Technology” in English. Each technical abstract
contains one or more keywords. In Figure 8, key-
words, such as “mycHbl mitamic (blood serum)”
and “ax3c (placenta)” are annotated.

We used two different types of queries for our
evaluation. First, we used each keyword as a query,
which we call “keyword query (KQ)”. Second, we
used each keyword list as a query, which we call
“list query (LQ)”. The average number for key-
words in the keywords list was 6.1. For each query,

Figure 7: Errors of our lemmatization method.

we used as the relevant documents the abstracts
that were annotated with the query keyword in the
keywords field. Thus, we were able to avoid the
cost of relevance judgments.

The target documents are the 1102 technical ab-
stracts, from which we extracted content words in
the title, abstract, and result fields as index terms.
However, we did not use the keywords field for
indexing purposes. We used Okapi BM25 (Robert-
son et al., 1995) as the retrieval model.

We used the lemmatization methods in Table 2
to extract content words and compared the Mean
Average Precision (MAP) of each method using
KQ and LQ. MAP has commonly been used to
evaluate the effectiveness of information retrieval.
Because there were many queries for which the
average precision was zero in all methods, we dis-
carded those queries. There were 686 remaining
KQs and 273 remaining LQs.

The average number of relevant documents for
each query was 2.1. Although this number is small,
the number of queries is large. Therefore, our eval-
uation result can be stable, as in evaluations for
question answering (Voorhees and Tice, 2000).

We can derive the following points from Table 2.
First, to clarify the effectiveness of the lemmatiza-
tion in information retrieval, we compare “no
lemmatization” with the other methods. Any lem-
matization method improved the MAP for both KQ
and LQ. Thus, lemmatization was effective for
information retrieval in Mongolian. Second, we
compare the MAP of our method with those of
Sanduijav et al. (2005) and Khaltar et al. (2006).
Our method was more effective than the method of
Sanduijav et al. (2005) for both KQ and LQ. How-
ever, the difference between Khaltar et al. (2006)
and our method was small for KQ and our method



Title: ATpOyMHUH YHJIBIPJIIX AIBIIWITIT TEXHOJIOTH
Author’s name: lop:x Janamii

Table 3: t-test result of the differences between
lemmatization methods.

Keywords: mycHbI HiliIac, 3X3¢ ... _ Keyword query List query
Abstract: Cygajraansl aibid Taiiian 5, 10% uiis. .. No lemmatization vs. << <
. . Correct lemmatization
Result: Anb0ymMuHBI yycMaJl YiHIABIPJIIX, COHIOH ... —
- - No lemmatization vs. < o
Figure 8: Example of technical abstract. Sanduijav et al. (2005)
o No lemmatization vs. — <
Table 2: MAP of lemmatization methods. Khaltar et al. (2006)
Keyword query List query No lemmatization vs. - -
No lemmatization 02312 0.2766 Our method
Sanduijav et al. (2005) 0.2882 0.2834 Sanduijav et al. (2005) << <
vs. Our method
Khaltar et al. (2006) 0.3134 0.3127 Khaltar et al. (2006) vs. — —
Our method 0.3149 0.3114 Our method
Correct lemmatization 0.3268 0.3187 Our method vs. Correct < o
lemmatization

was less effective than Khaltar et al.(2006) for LQ.
This is because although we enhanced the lemma-
tization for verbs, adjectives, numerals, and loan-
words, the effects were overshadowed by a large
number of queries comprising conventional Mon-
golian nouns. Finally, our method did not outper-
form the method using the correct lemmatization.

We used the paired t-test for statistical testing,
which investigates whether the difference in per-
formance is meaningful or simply because of
chance (Keen, 1992). Table 3 shows the results, in
which “<” and “<<” indicate that the difference of
two results was significant at the 5% and 1% levels,
respectively, and “—” indicates that the difference
of two results was not significant.

Looking at Table 3, the differences between no
lemmatization and any lemmatization method,
such as Sanduijav et al. (2005), Khaltar et al.
(2006), our method, and correct lemmatization,
were statistically significant in MAP for KQ.
However, because the MAP value of no lemmati-
zation was improved for LQ, the differences be-
tween no lemmatization and the lemmatization me-
thods were less significant than those for KQ. The
difference between Sanduijav et al. (2005) and our
method was statistically significant in MAP for
both KQ and LQ. However, the difference between
Khaltar et al. (2006) and our method was not sig-
nificant in MAP for both KQ and LQ. Although,
the difference between our method and correct
lemmatization was statistically significant in MAP
for KQ, the difference was not significant in MAP
for LQ.

6 Conclusion

In Modern Mongolian, a content word can poten-
tially be inflected when concatenated with suffixes.
Identifying the original forms of content words is
crucial for natural language processing and infor-
mation retrieval.

In this paper, we proposed a lemmatization me-
thod for Modern Mongolian. We enhanced the
lemmatization method proposed by Khaltar et al.
(2006). We targeted nouns, verbs, adjectives, and
numerals. We also improved the lemmatization for
loanwords.

We evaluated our lemmatization method expe-
rimentally. The accuracy of our method was higher
than those of existing methods. We also applied
our lemmatization method to information retrieval
and improved the retrieval accuracy.

Future work includes using a part of speech tag-
ger because the part of speech information is effec-
tive for lemmatization.
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Abstract

This paper reports our empirical evaluation
and comparison of several popular good-
ness measures for unsupervised segmenta-
tion of Chinese texts using Bakeoff-3 data
sets with a unified framework. Assuming no
prior knowledge about Chinese, this frame-
work relies on a goodness measure to iden-
tify word candidates from unlabeled texts
and then applies a generalized decoding al-
gorithm to find the optimal segmentation
of a sentence into such candidates with the
greatest sum of goodness scores. Exper-
iments show that description length gain
outperforms other measures because of its
strength for identifying short words. Further
performance improvement is also reported,
achieved by proper candidate pruning and
by assemble segmentation to integrate the
strengths of individual measures.

1 Introduction

Unsupervised Chinese word segmentation was ex-
plored in a number of previous works for various
purposes and by various methods (Ge et al., 1999;
Fu and Wang, 1999; Peng and Schuurmans, 2001;

The research described in this paper was supported by the
Research Grants Council of Hong Kong S.A.R., China, through
the CERG grant 9040861 (CityU 1318/03H) and by City Uni-
versity of Hong Kong through the Strategic Research Grant
7002037. Dr. Hai Zhao was supported by a postdoctoral Re-
search Fellowship in the Department of Chinese, Translation
and Linguistics, City University of Hong Kong. Thanks four
anonymous reviewers for their insightful comments!

SUN et al., 2004; Jin and Tanaka-Ishii, 2006). How-
ever, various heuristic rules are often involved in
most existing works, and there has not been a com-
prehensive comparison of their performance in a
unified way with available large-scale “gold stan-
dard” data sets, especially, multi-standard ones since
Bakeoff-1 !.

In this paper we will propose a unified frame-
work for unsupervised segmentation of Chinese text.
Four existing approaches to unsupervised segmenta-
tions or word extraction are considered as its special
cases, each with its own goodness measurement to
quantify word likelihood. The output by each ap-
proach will be evaluated using benchmark data sets
of Bakeoff-32 (Levow, 2006). Note that unsuper-
vised segmentation is different from, if not more
complex than, word extraction, in that the former
must carry out the segmentation task for a text, for
which a segmentation (decoding) algorithm is indis-
pensable, whereas the latter only acquires a word
candidate list as output (Chang and Su, 1997; Zhang
et al., 2000).

2 Generalized Framework

We propose a generalized framework to unify the
existing methods for unsupervised segmentation, as-
suming the availability of a list of word candidates
each associated with a goodness for how likely it is
to be a true word. Let W = {{w;, g(w;) }i=1,..n} be
such a list, where w; is a word candidate and g(w;)

'First International Chinese Word Segmentation Bakeoff, at
http://www.sighan.org/bakeoff2003

>The Third International Chinese Language Processing
Bakeoft, at http://www.sighan.org/bakeoff2006.



its goodness function.

Two generalized decoding algorithms, (1) and (2),
are formulated for optimal segmentation of a given
plain text. The first one, decoding algorithm (1), is a
Viterbi-style one to search for the best segmentation
S* for a text T', as follows,

St = ey

argmax
W Wy Wy, =

n

Z g(wl)¢
=1
with all {w;, g(w;)} € W.

Another algorithm, decoding algorithm (2), is a
maximal-matching one with respect to a goodness
score. It works on 7T to output the best current word
w* repeatedly with T'=t* for the next round as fol-
lows,

2

{w*,t"} = argmax g(w)
wt=T

with each {w, g(w)} € W. This algorithm will back
off to forward maximal matching algorithm if the
goodness function is set to word length. Thus the
former may be regarded as a generalization of the
latter. Symmetrically, it has an inverse version that
works the other way around.

3 Goodness Measurement

An unsupervised segmentation strategy has to rest
on some predefined criterion, e.g., mutual informa-
tion (MI), in order to recognize a substring in the text
as a word. Sproat and Shih (1990) is an early inves-
tigation in this direction. In this study, we examine
four types of goodness measurement for a candidate
substring®. In principle, the higher goodness score
for a candidate, the more possible it is to be a true
word.

Frequency of Substring with Reduction A lin-
ear algorithm was proposed in (Lii et al., 2004) to
produce a list of such reduced substrings for a given
corpus. The basic idea is that if two partially over-
lapped n-grams have the same frequency in the input
corpus, then the shorter one is discarded as a redun-
dant word candidate. We take the logarithm of FSR

3 Although there have been many existing works in this di-
rection (Lua and Gan, 1994; Chien, 1997; Sun et al., 1998;
Zhang et al., 2000; SUN et al., 2004), we have to skip the de-
tails of comparing MI due to the length limitation of this paper.
However, our experiments with MI provide no evidence against
the conclusions in this paper.
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as the goodness for a word candidate, i.e.,

Irsr (w) = 10g(ﬁ<w)) 3)

where p(w) is w’s frequency in the corpus. This
allows the arithmetic addition in (1). According to
Zipf’s Law (Zipf, 1949), it approximates the use of
the rank of w as its goodness, which would give it
some statistical significance. For the sake of effi-
ciency, only those substrings that occur more than
once are considered qualified word candidates.

Description Length Gain (DLG) The goodness
measure is proposed in (Kit and Wilks, 1999) for
compression-based unsupervised segmentation. The
DLG from extracting all occurrences of x;x;1...x;
(also denoted as z;. ;) from a corpus X= zqx2...7,
as a word is defined as

DLG(zi j) = L(X) — L(X[r — z;. ;] ®zi;) @)

where X [r — z;_;] represents the resultant corpus
from replacing all instances of x; ; with a new sym-
bol r throughout X and & denotes the concatenation
of two substrings. L(-) is the empirical description
length of a corpus in bits that can be estimated by the
Shannon-Fano code or Huffman code as below, fol-
lowing classic information theory (Shannon, 1948).

LX) = —|X|) p()ogyp(z)  (5)
zeV
where | - | denotes string length, V' is the character

vocabulary of X and p(z) z’s frequency in X. For
a given word candidate w, we define g, ,(w) =
DLG(w). In principle, a substring with a negative
DLG do not bring any positive compression effect
by itself. Thus only substrings with a positive DLG
value are added into our word candidate list.

Accessor Variety (AV) Feng et al. (2004) propose
AV as a statistical criterion to measure how likely a
substring is a word. It is reported to handle low-
frequent words particularly well. The AV of a sub-
string ;. ; is defined as

AV(J,‘l]) = min{LaU(xi..j)a Rav(xi.-j)} (6)
where the left and right accessor variety L, (z;. ;)
and Ry, (z;. ;) are, respectively, the number of dis-
tinct predecessor and successor characters. For a
similar reason as to FSR, the logarithm of AV is used



as goodness measure, and only substrings with AV
> 1 are considered word candidates. That is, we
have ¢, (w) = logAV (w) for a word candidate w.

Boundary Entropy (Branching Entropy, BE) It
is proposed as a criterion for unsupervised segmen-
tation in some existing works (Tung and Lee, 1994;
Chang and Su, 1997; Huang and Powers, 2003; Jin
and Tanaka-Ishii, 2006). The local entropy for a
given z;_;, defined as

hwig) ==Y plalw j)log plalzij), ()
zeV

indicates the average uncertainty after (or before)
x;. j in the text, where p(z|x;. ;) is the co-occurrence
probability for = and z; ;. Two types of h(xz;. ;),
namely hr(x; ;) and hgr(z;. ;), can be defined for
the two directions to extend z; ; (Tung and Lee,
1994). Also, we can define hy,;, = min{hg, hy} in
a similar way as in (6). In this study, only substrings
with BE > 0 are considered word candidates. For a
candidate w, we have g, (w) = hpin(w)*.

4 Evaluation

The evaluation is conducted with all four corpora
from Bakeoff-3 (Levow, 2006), as summarized in
Table 1 with corpus size in number of characters.
For unsupervised segmentation, the annotation in
the training corpora is not used. Instead, they
are used for our evaluation, for they are large and
thus provide more reliable statistics than small ones.
Segmentation performance is evaluated by word F-
measure F' = 2RP/(R + P). The recall R and
precision P are, respectively, the proportions of the
correctly segmented words to all words in the gold-
standard and a segmenter’s output’.

Note that a decoding algorithm always requires
the goodness score of a single-character candidate

“Both AV and BE share a similar idea from Harris (1970):
If the uncertainty of successive token increases, then it is likely
to be at a boundary. In this sense, one may consider them the
discrete and continuous formulation of the same idea.

SAll evaluations will be represented in terms of word
F-measure if not otherwise specified. A standard scoring
tool with this metric can be found in SIGHAN website,
http://www.sighan.org/bakeoft2003/score. However, to com-
pare with related work, we will also adopt boundary F-measure
Fy, = 2RyPy/(Ry + P»), where the boundary recall Ry and
boundary precision P, are, respectively, the proportions of the
correctly recognized boundaries to all boundaries in the gold-
standard and a segmenter’s output (Ando and Lee, 2000).
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Table 1: Bakeoff-3 Corpora

Corpus AS CityU CTB MSRA
Training(M) | 8.42  2.71 0.83 2.17
Test(K) 146 364 256 173

Table 2: Performance with decoding algorithm (1)

M. | Good- Training corpus

| ness AS CityU CTB MSRA

FSR 400 454 462 432

DLG/d | .592  .610 .604 .603

2 AV .568 .595 .596 577

BE 559 587 592 572

FSR .193 251 268 235

DLG/d | .331 .397 409 379

Tl AV | 399 423 430 407

BE 390 419 428 403

“M.L.: Maximal length allowable for word candidates.

for computation. There are two ways to get this
score: (1) computed by the goodness measure,
which is applicable only if the measure allows; (2)
set to zero as default value, which is always appli-
cable even to single-character candidates not in the
word candidate list in use. For example, all single-
character candidates given up by DLG because of
their negative DLG scores will have a default value
during decoding. We will use a ‘/d’ to indicate ex-
periments using such a default value.

4.1 Comparison

We apply the decoding algorithm (1) to segment all
Bakeoff-3 corpora with the above goodness mea-
sures. Both word candidates and goodness values
are derived from the raw text of each training cor-
pus. The performance of these measures is presented
in Table 2. From the table we can see that DLG
and FSR have the strongest and the weakest perfor-
mance, respectively, whereas AV and BE are highly
comparable to each other.

Decoding algorithm (2) runs the forward and
backward segmentation with the respective AV
and BE criteria, i.e., Lay/hy for backward and
R v /hg forward, and the output is the union of two
segmentations ®. A performance comparison of AV
and BE with both algorithms (1) and (2) is presented
in Table 3. We can see that the former has a rela-

SThat is, all segmented points by either segmentation will be
accounted into the final segmentation.



Table 3: Performance comparison: AV vs. BE

M. | Good- Training corpus
L. ness AS CityU CTB MSRA
AV (1) 568 595 .596 577
AV(gy/d | 485 489  .508 471
) AV (o 445 366 367 .387
BE(y) 559 587 592 572
BE(2)/d | 485 489 508 471
BE(y) 504 428 446 446
AV (1) 399 423 430 407
AV(y/d | 570 581  .588 572
7 AV (o 445 366 .368 387
BE(y) 390 419 428 403
BE(3)/d | .597  .604  .605 593
BE(2) 508 431 449 446

=== BE/(2): AS
BE/(2): Cityu [
- - - BE/(2): CTB
Lot - - - BE/(2): MSRA
L 05 ——DLG/(1): AS
055 . DLG/(1): CityU
——DLG/(1): CTB
= DLG/(1): MSRA

F-measure

2 3 a 5
The Range of Word Length

Figure 1: Performance vs. word length

tively better performance on shorter words and the
latter outperforms on longer ones.

How segmentation performance varies along with
word length is exemplified with DLG and BE as ex-
amples in Figure 1, with (1) and (2) indicating a re-
spective decoding algorithm in use. It shows that
DLG outperforms on two-character words and BE
on longer ones.

4.2 Word Candidate Pruning

Up to now, word candidates are determined by the
default goodness threshold 0. The number of them
for each of the four goodness measures is presented
in Table 4. We can see that FSR generates the largest
set of word candidates and DLG the smallest. More
interestingly or even surprising, AV and BE generate
exactly the same candidate list for all corpora.

In addition to word length, another crucial factor
to affect segmentation performance is the quality of
the word candidates as a whole. Since each candi-
date is associated with a goodness score to indicate
how good it is, a straightforward way to ensure, and
further enhance, the overall quality of a candidate
set is to prune off those with low goodness scores.
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Table 4: Word candidate number by threshold 0

Good- Training Corpus
ness AS CityU CTB MSRA
FSR | 2,0090K 832K 294K 661K
DLG 543K 265K 96K 232K
AV 1,LIS3K 443K 160K 337K
BE 1,I53K 443K 160K 337K

F-measure

a 5
The Range of Word Length

Figure 2: Performance by candidate pruning: DLG

To examine how segmentation performance changes
along with word candidate pruning and decide the
optimal pruning rate, we conduct a series of experi-
ments with each goodness measurements. Figures 2
and 3 present, as an illustration, the outcomes of two
series of our experiments with DLG by decoding al-
gorithm (1) and BE by decoding algorithm (1) and
(2) on CityU training corpus. We find that appro-
priate pruning does lead to significant performance
improvement and that both DLG and BE keep their
superior performance respectively on two-character
words and others. We also observe that each good-
ness measure has a stable and similar performance
in a range of pruning rates around the optimal one,
e.g., 79-62% around 70% in Figure 2.

The optimal pruning rates found through our ex-
periments for the four goodness measures are given
in Table 5, and their correspondent segmentation
performance in Table 6. These results show a re-
markable performance improvement beyond the de-

o e
23"

e e e e e

—— 100% size/(1) |
38% size/(1)

F-measure

2 3 a 5
The Range of Word Length

Figure 3: Performance by candidate pruning: BE



Table 5: Optimal rates for candidate pruning (%)

Decoding Goodness measure

algorithm | FSR | DLG | AV BE
(1 1.8 70 125 | 20
2) - - 8 12.5

Table 6: Performance via optimal candidate pruning

M. Good- Training corpus
L. ness AS | CityU | CTB | MSRA
FSR(1) 501 | 525 | 513 522
DLG(y/d | .710 | .650 | .664 .638
) AV (1) 616 | .625 | .609 618
BE(y) 613 | .614 | .605 611
AV (9)/d 585 | .602 | .589 .599
BE()/d 591 | 599 | .596 .593
FSR(1) 444 1 491 486 486
DLGy)/d | 420 | 447 | .460 423
7 AV (1) 517 | 568 | .549 544
BE(y) 501 | 539 | 510 519
AV (5y/d 623 | .624 | .604 615
BE(2/d 630 | .631 | .620 .622

fault threshold setting. What remains unchanged is
the advantage of DLG for two-character words and
that of AV/BE for longer words. However, DLG
achieves the best overall performance among the
four, although it uses only single- and two-character
word candidates. The overwhelming number of two-
character words in Chinese allows it to triumph.

4.3 Ensemble Segmentation

Although proper pruning of word candidates brings
amazing performance improvement, it is unlikely
for one to determine an optimal pruning rate in prac-
tice for an unlabeled corpus. Here we put forth a
parameter-free method to tackle this problem with
the aids of all available goodness measures.

The first step of this method to do is to derive an
optimal set of word candidates from the input. We
have shown above that quality candidates play a crit-
ical role in achieving quality segmentation. Without
any better goodness criterion available, the best we
can opt for is the intersection of all word candidate
lists generated by available goodness measures with
the default threshold. A good reason for this is that
the agreement of them can give a more reliable de-
cision than any individual one of them. In fact, we
only need DLG and AV/BE to get this intersection,
because AV and BE give the same word candidates
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Table 7: Performances of ensemble segmentation

M. Good- Training corpus

L. ness AS | CityU | CTB | MSRA

FSR(1) 629 | .635 | .624 .623

) DLGy)/d 664 | .653 | .643 650

AV 1y 641 | .644 | .631 .634

BE(1) .640 | .643 | .632 634

- AV (5y/d 595 | 637 | 624 .610

BE(o)/d 593 | .635 | .620 .609

DLG(1)/d+AV 5)/d | .672 | .684 | .663 .665

DLG(1)/d+BE)/d | .660 | .681 .656 .653

and DLG generates only a subset of what FSR does.
The next step is to use this intersection set of
word candidates to perform optimal segmentation
with each goodness measures, to see if any fur-
ther improvement can be achieved. The best re-
sults are given in Table 7, showing that decoding al-
gorithm (1) achieves marvelous improvement using
short word candidates with all other goodness mea-
sures than DLG. Interestingly, DLG still remains at
the top by performance despite of some slip-back.
To explore further improvement, we also try
to combine the strengths of DLG and AV/BE re-
spectively for recognizing two- and multi-character
word. Our strategy to combine them together is to
enforce the multi-character words in AV/BE seg-
mentation upon the correspondent parts of DLG seg-
mentation. This ensemble method gives a better
overall performance than all others that we have
tried so far, as presented at the bottom of Table 7.

4.4 Yet Another Decoding Algorithm

Jin and Tanaka-Ishii (2006) give an unsupervised
segmentation criterion, henceforth referred to as de-
coding algorithm (3), to work with BE. It works as
follows: if g(z;.j+1) > g(x;.;) for any two over-
lapped substrings x; ; and x; _;1, then a segment-
ing point should be located right after x; ;1. This
algorithm has a forward and a backward version.
The union of the segmentation outputs by both ver-
sions is taken as the final output of the algorithm,
in exactly the same way as how decoding algorithm
(2) works’. This algorithm is evaluated in (Jin and
Tanaka-Ishii, 2006) using Peking University (PKU)

"Three segmentation criteria are given in (Jin and Tanaka-
Ishii, 2006), among which the entropy increase criterion,
namely, decoding algorithm (3), proves to be the best. Here we

would like to thank JIN Zhihui and Prof. Kumiko Tanaka-Ishii
for presenting the details of their algorithms.



Table 8: Performance comparison by word and
boundary F-measure on PKU corpus (M. L. = 6)

Good- Decoding algorithm
ness [ (/| (1) | @A ]| 2) | B)/d 3)
AV 313 | 325 | 588 | 373 | 376 | 453
F AV* 372 | 372 | 663 | 663 | 445 | .445
BE 309 | 319 | .624 | 501 | 376 | .624
BE* 370 | 370 | 676 | .676 | 447 | 447
AV 695 | 700 | .830 | .762 | 762 | .728
F, | AV* 728 | 728 | .865 | .865 | .783 | .783
BE 696 | 699 | .849 | 810 | .762 | .837“
BE” 728 | 728 | .872 | .872 | 784 | .784

“With the same hyperparameters, (Jin and Tanaka-Ishii, 2006)
report their best result of boundary precision 0.88 and boundary

recall 0.79, equal to boundary F-measure 0.833.

Corpus of 1.1M words? as gold standard with a word
candidate list extracted from the 200M Contempo-
rary Chinese Corpus that mostly consists of several
years of Peoples’ Daily”. Here, we carry out evalu-
ation with similar data: we extract word candidates
from the unlabeled texts of People’s Daily (1993 -
1997), of 213M and about 100M characters, in terms
of the AV and BE criteria, yielding a list of 4.42 mil-
lion candidates up to 6-character long'? for each cri-
terion. Then, the evaluation of the three decoding
algorithms is performed on PKU corpus.

The evaluation results with both word and bound-
ary F-measure are presented for the same segmenta-
tion outputs in Table 8, with “*” to indicate candi-
date pruning by DLG > 0 as reported before. Note
that boundary F-measure gives much more higher
score than word F-measure for the same segmenta-
tion output. However, in either of metric, we can
find no evidence in favor of decoding algorithm (3).
Undesirably, this algorithm does not guarantee a sta-
ble performance improvement with the BE measure
through candidate pruning.

4.5 Comparison against Supervised
Segmentation

Huang and Zhao (2007) provide empirical evidence
to estimate the degree to which the four segmenta-
tion standards involved in the Bakeoff-3 differ from
each other. As quoted in Table 9, a consistency rate

8http://icl.pku.edu.cn/icl_groups/corpus/dwldform1.asp

“http://ccl.pku.edu.cn:8080/ccl_corpus/jsearch/index.jsp

0This is to keep consistence with (Jin and Tanaka-Ishii,
2006), where 6 is set as the maximum n-gram length.
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Table 9: Consistency rate among Bakeoff-3 segmen-
tation standards (Huang and Zhao, 2007)

Test Training corpus
corpus AS CityU | CTB | MSRA
AS 1.000 | 0.926 | 0.959 | 0.858
CityU | 0.932 | 1.000 | 0.935 | 0.849
CTB | 0942 | 0.910 | 1.000 | 0.877
MSRA | 0.857 | 0.848 | 0.887 | 1.000

beyond 84.8% is found among the four standards.
If we do not over-expect unsupervised segmentation
to achieve beyond what these standards agree with
each other, it is reasonable to take this figure as the
topline for evaluation. On the other hand, Zhao et al.
(2006) show that the words of 1 to 2 characters long
account for 95% of all words in Chinese texts, and
single-character words alone for about 50%. Thus,
we can take the result of the brute-force guess of ev-
ery single character as a word as a baseline.

To compare to supervised segmentation, which
usually involves training using an annotated train-
ing corpus and, then, evaluation using test corpus,
we carry out unsupervised segmentation in a com-
parable manner. For each data track, we first ex-
tract word candidates from both the training and test
corpora, all unannotated, and then evaluate the un-
supervised segmentation with reference to the gold-
standard segmentation of the test corpus. The re-
sults are presented in Table 10, together with best
and worst official results of the Bakeoff closed test.
This comparison shows that unsupervised segmen-
tation cannot compete against supervised segmenta-
tion in terms of performance. However, the experi-
ments generate positive results that the best combi-
nation of the four goodness measures can achieve an
F-measure in the range of 0.65-0.7 on all test corpora
in use without using any prior knowledge, but ex-
tracting word candidates from the unlabeled training
and test corpora in terms of their goodness scores.

S Discussion: How Things Happen

Note that DLG criterion is to perform segmentation
with the intension to maximize the compression ef-
fect, which is a global effect through the text. Thus
it works well incorporated with a probability maxi-
mization framework, where high frequent but inde-
pendent substrings are effectively extracted and re-



Table 10: Comparison of performances against su-
pervised segmentation

Test corpus

Type AS CityU CTB MSRA
Baseline 3890 345 .337 .353
DLGq)/d 597 616 .601 .602
DLG(;)/d .655  .659 .632 .655
2 | AV(y) 577 .603 .597 .583
AV .630  .650 .618 .638
BE(1) 570 598 .594 .580
BE( 629 .649 .618 .638
AV (9)/d 512 551 .543 .526
AV{y/d 591 .644 .618 .604
7 | BE(g)/d 518 554 .546 .533
BE(,/d 587 641 .614 .605
DLG(;,/d +AV(,)/d | .663  .692 .658 .667
DLG{;,/d +BE{3)/d | .650  .689 .650 .656
Worst closed 710 589 0.818 .819
Best closed 958 972 0.933 .963

combined. We know that most unsupervised seg-
mentation criteria will bring up long word bias prob-
lem, so does DLG measure. This explains why it
gives the worse results as long candidates are added.

As for AV and BE measures, both of them give the
metric of the uncertainty before or after the current
substring. This means that they are more concerned
with local uncertainty information near the current
substring, instead of global information among the
whole text as DLG. Thus local greedy search in
maximal matching style is more suitable for these
two measures than Viterbi search.

Our empirical results about word candidate list
with default threshold 0, where the same list is from
AV and BE, give another proof that both AV and BE
reflect the same uncertainty. The only difference is
behind the fact that the former and the latter is in the
discrete and continuous formulation, respectively.

6 Conclusion and Future Work

This paper reported our empirical comparison of a
number of goodness measures for unsupervised seg-
mentation of Chinese texts with the aid two gener-
alized decoding algorithms. We learn no previous
work by others for a similar attempt. The compari-
son is carried out with Bakeoff-3 data sets, showing
that all goodness measures exhibit their strengths for
recognizing words of different lengths and achieve a
performance far beyond the baseline. Among them,
DLG with decoding algorithm (1) can achieve the
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best segmentation performance for single- and two-
character words identification and the best overall
performance as well. Our experiments also show
that the quality of word candidates plays a criti-
cal role in ensuring segmentation performance '!.
Proper pruning of candidates with low goodness
scores to enhance this quality enhances the seg-
mentation performance significantly. Also, the suc-
cess of unsupervised segmentation depends strongly
on an appropriate decoding algorithm. Generally,
Viterbi-style decoding produces better results than
best-first maximal-matching. But the latter is not shy
from exhibiting its particular strength for identifying
multi-character words.

Finally, the ensemble segmentation we put forth
to combine the strengths of different goodness mea-
sures proves to be a remarkable success. It achieves
an impressive performance improvement on top of
individual goodness measures.

As for future work, it would be natural for re-
searchers to enhance supervised learning for Chi-
nese word segmentation with goodness measures in-
troduced here. There does be two successful exam-
ples in our existing work (Zhao and Kit, 2007). This
is still an ongoing work.
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Abstract

We present a technique for refining a base-
line segmentation and generating a plausible
underlying morpheme segmentation by inte-
grating hand-written rewrite rules into an ex-
isting state-of-the-art unsupervised morpho-
logical induction procedure. Performance on
measures which consider surface-boundary
accuracy and underlying morpheme consis-
tency indicates this technique leads to im-
provements over baseline segmentations for
English and Turkish word lists.

1 Introduction

1.1 Unsupervised Morphological Induction

The primary goal of unsupervised morphological in-
duction (UMI) is the simultaneous induction of a
reasonable morphological lexicon as well as an op-
timal segmentation of a corpus of words, given that
lexicon. The majority of existing approaches em-
ploy statistical modeling towards this goal, but dif-
fer with respect to how they learn or refine the mor-
phological lexicon. While some approaches involve
lexical priors, either internally motivated or moti-
vated by the minimal description length (MDL) cri-
terion, some utilize heuristics. Pure maximum like-
lihood (ML) approaches may refine the lexicon with
heuristics in lieu of explicit priors (Creutz and La-
gus, 2004), or not make categorical refinements at all
concerning which morphs are included, only proba-
bilistic refinements through a hierarchical EM pro-
cedure (Peng and Schuurmans, 2001). Approaches
that optimize the lexicon with respect to priors come
in several flavors. There are basic maximum a priori
(MAP) approaches that try to maximize the proba-
bility of the lexicon against linguistically motivated
priors (Deligne and Bimbot, 1997; Snover and Brent,
2001; Creutz and Lagus, 2005). An alternative to
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MAP, MDL approaches use their own set of pri-
ors motivated by complexity theory. These studies
attempt to minimize lexicon complexity (bit-length
in crude MDL) while simultaneously minimizing the
complexity (by maximizing the probability) of the
corpus given the lexicon (de Marcken, 1996; Gold-
smith, 2001; Creutz and Lagus, 2002).

Many of the approaches mentioned above utilize a
simplistic unigram model of morphology to produce
the segmentation of the corpus given the lexicon.
Substrings in the lexicon are proposed as morphs
within a word based on frequency alone, indepen-
dently of phrase-, word- and morph-surroundings (de
Marcken, 1996; Peng and Schuurmans, 2001; Creutz
and Lagus, 2002). There are many approaches,
however, which further constrain the segmentation
procedure. The work by Creutz and Lagus (2004;
2005; 2006) constrains segmentation by accounting
for morphotactics, first assigning mophotactic cate-
gories (prefix, suffix, and stem) to baseline morphs,
and then seeding and refining an HMM using those
category assignments. Other more structured mod-
els include Goldsmith’s (2001) work which, instead
of inducing morphemes, induces morphological sig-
natures like {g, s, ed, ing} for English regular verbs.
Some techniques constrain possible analyses by em-
ploying approximations for morphological meaning
or usage to prevent false derivations (like singed =
sing + ed). There is work by Schone and Juraf-
sky (2000; 2001) where meaning is proxied by word-
and morph-context, condensed via LSA. Yarowsky
and Wicentowski (2000) and Yarowsky et al. (2001)
use expectations on relative frequency of aligned
inflected-word, stem pairs, as well as POS context
features, both of which approximate some sort of
meaning.

1.2 Allomorphy in UMI

Allomorphy, or allomorphic variation, is the process
by which a morpheme varies (orthographically or



phonologically) in particular contexts, as constrained
by a grammar.! To our knowledge, there is only
handful of work within UMI attempting to integrate
allomorphy into morpheme discovery. A notable ap-
proach is the Wordframe model developed by Wi-
centowski (2002), which performs weighted edits on
root-forms, given context, as part of a larger similar-
ity alignment model for discovering <inflected-form,
root-form> pairs.

Morphological complexity is fixed by a template;
the original was designed for inflectional morpholo-
gies and thus constrained to finding an optional affix
on either side of a stem. Such a template would
be difficult to design for agglutinative morphologies
like Turkish or Finnish, where stems are regularly in-
flected by chains of affixes. Still, it can be extended.
A notable recent extension accounts for phenomena
like infixation and reduplication in Filipino (Cheng
and See, 2006).

In terms of allomorphy, the approach succeeds
at generalizing allomorphic patterns, both stem-
internally and at points of affixation. A major draw-
back is that, so far, it does not account for affix allo-
morphy involving character replacement—that is, be-
yond point-of-affixation epentheses or deletions.

1.3 Our Approach

Our approach aims to integrate a rule-based com-
ponent consisting of hand-written rewrite rules into
an otherwise unsupervised morphological induction
procedure in order to refine the segmentations it pro-
duces.

1.3.1 Context-Sensitive Rewrite Rules

The major contribution of this work is a rule-
based component which enables simple encoding of
context-sensitive rewrite rules for the analysis of in-
duced morphs into plausible underlying morphemes.>
A rule has the form general form:

- B/ 7

surface 1. context

)

“r. context (1)

«
underlying

It is also known as a SPE-style rewrite rule, part
of the formal apparatus to introduced by Chom-
sky and Halle (1968) to account for regularities in
phonology. Here we use it to describe orthographic

'In this work we focus on orthographic allomorphy.

2Ordered rewrite rules, when restricted from applying
to their own output, have similar expressive capabilities
to Koskenniemi’s two-level constraints. Both define regu-
lar relations on strings, both can be compiled into lexical
transducers, and both have been used in finite-state ana-
lyzers (Karttunen and Beesley, 2001). We choose ordered
rules because they are easier to write given our task and
resources.
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patterns. Mapping morphemes to underlying forms
with context-sensitive rewrite rules allows us to peer
through the fragmentation created by allomorphic
variation. Our experiments will show that this
has the effect of allowing for more unified, consis-
tent morphemes while simultaneously making sur-
face boundaries more transparent.

For example, take the English multipurpose inflec-
tional suffix -s, normally written as -s, but as -es after
sibilants (s,sh, ch, ...). We can write the following
SPE-style rule to account for its variation.

—

9]

underlying

e

surface

/ [+SIB] + _s (2)

This rule says, “Insert an e (map nothing to e) fol-
lowing a character marked as a sibilant (+SIB) and
a morphological boundary (+), at the focus position
(_), immediately preceding an s.” In short, it en-
ables the mapping of the underlying form -s to -es
by inserting an e before s where appropriate. When
this rule is reversed to produce underlying analyses,
the -es variant in such words as glasses, matches,
swishes, and buzzes can be identified with the -s vari-
ant in words like plots, sits, quakes, and nips.

1.3.2 Overview of Procedure

Before the start of the procedure, there is a pre-
processing step to derive an initial segmentation.

This segmentation is fed to the EM Stage, the goal
of which is to find the maximum probability seg-
mentation of a wordlist into underlying morphemes.
First, analyses of initial segments are produced by
rule. Then, their frequency is used to determine their
likelihood as underlying morphemes. Finally, proba-
bility of a segmentation into underlying morphemes
is maximized.

The output segmentation feeds into the Split
Stage, where heuristics are used to split large, high-
frequency segments that fail to break into smaller
underlying morphemes during the EM algorithm.

2 Procedure
A flowchart of the procedure is given in Figure 1.

Preprocessing We use the Categories-MAP algo-
rithm developed by Creutz and Lagus (2005; 2006)
to produce an initial morphological segmentation.
Here, a segmentation is optimized by maximum a
posteriori estimate given priors on length, frequency,
and usage of morphs stored in the model. Their
procedure begins with morphological tags indicating
basic morphotactics (prefix, stem, suffix, noise) be-
ing assigned heuristically to a baseline segmentation.
That tag assignment is then used to seed an HMM.
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Figure 1: Flowchart showing the entire procedure.

Optimal segmentation of a word is simultaneously
the best tag and morph® sequence given that word.
The contents of the model are optimized with respect
to length, frequency, and usage priors during split-
ting and joining phases. The final output is a tagged
segmentation of the input word-list.

2.1 EM Stage

The model we train is a modified version of the
morphological HMM from the work of Creutz and
Lagus (2004-2006), where a word w consists of a
sequence of morphs generated by a morphological-
category tag sequence. The difference between their
HMM and ours is that theirs emits surface morphs,
while ours emits underlying morphemes. Morphemes
may either be analyses proposed by rule or surface
morphs acting as morphemes. We do not modify the
tags Creutz and Lagus use (prefix, stem, suffix, and
noise).

We proceed by EM, initialized by the preprocessed
segmentation. Rule-generated underlying analyses
are produced (Step 1), and used to estimate the emis-
sion probability P(u;|t;) and transition probability
P(t;|ti—1) (Step 2). In successive E-steps, Steps 1
and 2 are repeated. The M-step (Step 3) involves
finding the maximum probability decoding of each
word according to Eq (6), i.e. maximum probability
tag and morpheme sequence.

Step 1 - Derive Underlying Analyses In this
step, handwritten context-sensitive rewrite rules de-
rive context-relevant analyses for morphs in the pre-
processed segmentation. These analyses are pro-
duced by a set of ordered rules that propose dele-

3A morph is a linguistic morpheme as it occurs in
production, i.e. as it occurs in a surface word.
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tions, insertions, or substitutions when triggered by
the proper characters around a segmentation bound-
ary.* A rule applies wherever contextually triggered,
from left to right, and may apply more than once
to the same word. To prevent the runaway appli-
cation of certain rules, a rule may not apply to its
own output. The result of applying a rule is a (pos-
sibly spelling-changed) segmented word, which is fed
to the next rule. This enables multi-step analyses by
using rules designed specifically to apply to the out-
puts of other rules. See Figure 2 for a small example.

Step 2 - Estimate HMM Probabilities Tran-
sition probabilities P(¢;|t;_1) are estimated by max-
imum likelihood, given a tagged input segmentation.

Emission probabilities P(u;|t;) are also estimated
by maximum likelihood, but the situation is slightly
more complex; the probability of morphemes u; are
estimated according to frequencies of association
(coindexation) with surface morphs s; and tags ;.

Furthermore an underlying morpheme wu; can ei-
ther be identical to its associated surface morph s;
when no rules apply, or be a rule-generated analysis.
For the sake of clarity, we call the former u} and the
latter u!, as defined below:

!

u}—{ u
1 T 1
Uy

When an underlying morpheme u; is associated to
a surface morph s, we refer to s as an allomorph of

otherwise

4Some special substitution rules, like vowel harmony

in Turkish and Finnish, have a spreading effect, mov-
ing from syllable to syllable within and beyond morph-
boundaries. In our formulation, these rules differ from
other rules by not being conditioned on a morph-
boundary.



Tags STM SUF STM SUF STM SUF
- Features:
Surface Segmentation seat + s citi + es glass + es VWL = vowel
. g—e/[+VWL] + _s ANY = any char.
Applicable Rule(s) y=i/_ + [+ANY] o—e/[+SIB] + _s SIB = sibilant
Underlying Analyses ~ seat + s city + s glass + s Lis:shch..}

Figure 2: Underlying analyses for a segmentation are generated by passing it through context-sensitive
rewrite rules. Rules apply to some morphs (e.g., citi — city) but not to others (e.g., glass — glass).

u;. The probability of u; given tag ¢; is calculated by
summing over all allomorphs s of u; the probability
that u; realizes s in the context of tag t;:

>

SEallom.—of(ui)

>

s€allom.-of (u;)

P(uilt;) P(u, s[t;) (3)

Pluils, ti)P(s[t:) (4)

Both Eq (3) and Eq (4) are trivial to estimate
with counting on our input from Step 1 (see Figure
2). We show (4) because it has the term P(u;|s,t;),
which may be used for thresholding and discounting
terms of the sum where u; is rarely associated with
a particular allomorph and tag. In the future, such
discounting may be useful to filter out noise gener-
ated by noisy or permissive rules. So far, this type
of discounting has not improved results.

Step 3 - Resegment Word List Next we reseg-
ment the word list into underlying morphemes.

Searching for the best breakdown of a word w into
morpheme sequence u and tag sequence t, we maxi-
mize the probability of the following formula:

P(w,u,t) P(w|u,t)P(u,t)

P(w|u, t)P(ult)P(t)

()

To simplify, we assume that P(w|u,t) is equal to
one.> With this assumption in mind, Eq (5) reduces
to P(u|t)P(t). With independence assumptions and
a local time horizon, we estimate:

argmaxP(u|t)P(t)
u,t
%argmaX[HP(uAti)P(ti|ti_1) (6)
u,t

i=1

In other words, we make the assumption that a se-
quence of underlying morphemes and tags corresponds
to just one word. This assumption may need revision in
cases where morphemes can optionally undergo the types
of spelling changes we are trying to encode; this has not
been the case for the languages under investigation.
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The search for the maximum probability tag and
morph sequence in Eq (6) is carried out by a modi-
fied version of the Viterbi algorithm. The maximum
probability segmentation for a given word may be a
mixture of both types of underlying morpheme, u}
and u}. Also, wherever we have a choice between
emitting w}, identical to the surface form, or wu!,
an analysis with rule-proposed changes, the highest
probability of the two is always selected.

2.2 Split Stage

Many times, large morphs have substructure and
yet are too frequent to be split when segmented by
the HMM in the EM Stage. To overcome this, we
approximately follow the heuristic procedure® laid
out by Creutz and Lagus (2004), encouraging split-
ting of larger morphs into smaller underlying mor-
phemes. This process has the danger of introducing
many false analyses, so first the segmentation must
be re-tagged (Step 4) to identify which morphemes
are noise and should not be used. Once we re-tag, we
re-analyze morphs in the surface segmentation (Step
5) and re-estimate HMM probabilities (Step 6). (for
Steps 5 and 6, refer to Steps 1 and 2). Finally, we
use these HMM probabilities to split morphs (Step
7).

Step 4 - Re-tag the Segmentation To iden-
tify noise morphemes, we estimate a distribution
P(CAT|u;) for three true categories CAT (prefix,
stem, or suffix) and one noise category; we then as-
sign categories randomly according to this distribu-
tion. Stem probabilities are proportional to stem-
length, while affix probabilities are proportional to
left- or right- perplexity. The probability of true cat-
egories are also tied to the value of sigmoid-cutoff
parameters, the most important of which is b, which
thresholds the probability of both types of affix (pre-
fix and suffix).

The probability of the noise category is conversely

related to the product of true category probabilities;

5The main difference between our procedure and
Creutz and Lagus (2004) is that we allow splitting into
two or more morphemes (see Step 7) while they allow
binary splits only.



when true categories are less probable, noise becomes
more probable. Thus, adjusting parameters like b
can increase or decrease the probability of noise.

Step 7 - Split Morphs In this step, we exam-
ine <morph, tag> pairs in the segmentation to see
if a split into sub-morphemes is warranted. We con-
strain this process by restricting splitting to stems
(with the option to split affixes), and by splitting
into restricted sequences of tags, particularly avoid-
ing noise. We also use parameter b in Step 4 as
a way to discourage excessive splitting by tagging
more morphemes as noise. Stems are split into the
sequence: (PRE* STM SUF*). Affixes (prefixes and
suffixes) are split into other affixes of the same cat-
egory. Whether to split affixes depends on typolog-
ical properties of the language. If a language has
agglutinative suffixation, for example, we hand-set a
parameter to allow suffix-splitting.

When examining a morph for splitting, we search
over all segmentations with at least one split, and
choose the one that is both optimal according to Eq
(6) and does not violate our constraints on what cat-
egory sequences are allowed for its category. We end
this step by returning to the EM Stage, where an-
other cycle of EM is performed.

3 Experiments and Results

In this section we report and discuss development re-
sults for English and Turkish. We also report final-
test results for both languages. Results for the pre-
processed segmentation are consistently used as a
baseline. In order to isolate the effect of the rewrite
rules, we also compare against results taken on a
parallel set of experiments, run with all the same pa-
rameters but without rule-generated underlying mor-
phemes, i.e. without morphemes of type u/. But
before we get to these results, we will describe the
conditions of our experiments. First we introduce
the evaluation metrics and data used, and then de-
tail any parameters set during development.

3.1 Evaluation Metrics

We use two procedures for evaluation, described in
the Morpho Challenge 05 and '07 Competition Re-
ports (Kurimo et al., 2006; Kurimo et al., 2007).
Both procedures use gold-standards created with
commercially available morphological analyzers for
each language. Each procedure is associated with its
own F-score-based measure.

The first was used in Morpho Challenge ’05, and
measures the extent to which boundaries match be-
tween the surface-layer of our segmentations and
gold-standard surface segmentations.
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The second was used in Morpho Challenge 07
and measures the extent to which morphemes match
between the underlying-layer of our segmentations
and gold-standard underlying analyses. The F-score
here is not actually on matched morphemes, but in-
stead on matched morpheme-sharing word-pairs. A
point is given whenever a morpheme-sharing word-
pair in the gold-standard segmentation also shares
morphemes in the test segmentation (for recall), and
vice-versa for precision.

3.2 Data

Training Data The data-sets used for training
were provided by the Helsinki University of Technol-
ogy in advance of the Morpho Challenge 07 and were
downloaded by the authors from the contest web-
site”. According to the website, they were compiled
from the University of Leipzig Wortschatz Corpora.

Sentences  Tokens Types
English 3 x 108 6.22 x 107 3.85 x 10°
Turkish 1 x 10° 1.29 x 107 6.17 x 10°

Table 1: Training corpus sizes vary slightly, with 3
million English sentences and 1 million Turkish sen-
tences.

Development Data The development gold-
standard for the surface metric was provided in
advance of Morpho Challenge ’05 and consists of
surface segmentations for 532 English and 774
Turkish words.

The development gold-standard for the underlying
metric was provided in advance of Morpho Challenge
07 and consists of morphological analyses for 410
English and 593 Turkish words.

Test Data For final testing, we use the gold-
standard data reserved for final evaluation in the
Morpho Challenge '07 contest. The gold-standard
consists of approximately 1.17 x 10° English and
3.87 x 10° Turkish analyzed words, roughly a tenth
the size of training word-lists. Word pairs that exist
in both the training and gold standard are used for
evaluation.

3.3 Parameters

There are two sets of parameters used in this exper-
iment. First, there are parameters used to produce
the initial segmentation. They were set as suggested
in Cruetz and Lagus (2005), with parameter b tuned
on development data.

7http://www.cis.hut.ﬁ/morphochallcnch007/datascts.shtml
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Figure 3: Development results for the preprocessed initial segmentation (Baseline), and segmentations pro-
duced by our approach, first after the EM Stage (EM) and again after the Split Stage (SPL) with different
values of parameter b. Rules that generate underlying analyses have either been included (With Rules), or

left out (No Rules).

Then there are parameters used for the main pro-
cedure. Here we have rewrite rules, numerical pa-
rameters, and one typology parameter. Rewrite rules
and any orthographic features they use were culled
from linguistic literature. We currently have 6 rules
for English and 10 for Turkish; See Appendix A.1
for the full set of English rules used. Numerical pa-
rameters were set as suggested in Cruetz and Lagus
(2004), and following their lead we tuned b on devel-
opment data; we show development results for the
following values: b = 100, 300, and 500 (see Fig-
ure 3). Finally, as introduced in Section 2.2, we have
a hand-set typology parameter that allows us to split
prefixes or suffixes if the language has an aggluti-
native morphology. Since Turkish has agglutinative
suffixation, we set this parameter to split suffixes for
Turkish.

3.4 Development Results

Development results were obtained by evaluating En-
glish and Turkish segmentations at several stages,
and with several values of parameter b as shown in
Figure 3.

Overall, our development results were very pos-
itive. For the surface-level evaluation, the largest
F-score improvement was observed for English (Fig-
ure 3, Chart 1), 63.75% to 68.99%, a relative F-score
gain of 8.2% over the baseline segmentation. The
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Turkish result also improves to a similar degree, but
it is only achieved after the model as been refined by
splitting. For English we observe the improvement
earlier, after the EM Stage. For the underlying-level
evaluation, the largest F-score improvement was ob-
served for Turkish (Chart 4), 31.37% to 54.86%, a
relative F-score gain of over 74%.

In most experiments with rules to generate under-
lying analyses (With Rules), the successive applica-
tions of EM and splitting result in improved results.
Without rule-generated forms (No Rules) the results
tend be negative compared to the baseline (see Fig-
ure 3, Chart 2), or mixed (Charts 1 and 4). When
we look at recall and precision numbers directly, we
observe that even without rules, the algorithm pro-
duces large recall boosts (especially after splitting).
However, these boosts are accompanied by precision
losses, which result in unchanged or lower F-scores.

The exception is the underlying-level evaluation
of English segmentations (Figure 3, Chart 3). Here
we observe a near-parity of F-score gains for seg-
mentations produced with and without underlying
morphemes derived by rule. One explanation is that
the English initial segmentation is conservative and
that coverage gains are the main reason for improved
English scores. Creutz and Lagus (2005) note that
the Morfessor EM approach often has better cover-
age than the MAP approach we use to produce the



Hybrid:After Split

MC Morf. MC Top Baseline No Rules With Rules
English 47.17 60.81 47.04 57.35 59.78
Turkish 37.10 29.23 32.76 31.10 54.54

Table 2: Final test F-scores on the underlying morpheme measure used in Morpho Challenge ’07. MC Morf.
is Morfessor MAP, which was used as a reference method in the contest. MC Top is the top contestant.
For our hybrid approach, we show the F-score obtained with and without using rewrite rules. The splitting
parameter b was set to the best performing value seen in development evaluations (Tr. b = 100, En. b = 500).

initial segmentation. Also, in English, allomorphy is
not as extensive as in Turkish (see Chart 4) where
precision losses are greater without rules, i.e. when
not representing allomorphs by the same morpheme.

3.5 Final Test Results

Final test results, given in Table 2, are mixed. For
English, though we improve on our baseline and on
Morfessor MAP trained by Creutz and Lagus, we are
beaten by the top unsupervised Morpho Challenge
contestant, entered by Delphine Bernhard (2007).
Bernhard’s approach was purely unsupervised and
did not explicitly account for allomorphic phenom-
ena. There are several possible reasons why we were
not the top performer here. Our splitting constraint
for stems, which allows them to split into stems and
chains of affixes, is suited for agglutinative morpholo-
gies. It does not seem particularly well suited to En-
glish morphology. Our rewrite-rules might also be
improved. Finally, there may be other, more press-
ing barriers (besides allomorphy) to improving mor-
pheme induction in English, like ambiguity between
homographic morphemes.

For Turkish, the story is very different. We observe
our baseline segmentation going from 32.76% F-score
to 54.54% when re-segmented using rules, a relative
improvement of over 66%. Compared with the top
unsupervised approach, Creutz and Lagus’s Morfes-
sor MAP, our F-score improvement is over 48%. The
distance between our hybrid approach and unsuper-
vised approaches emphasizes the problem allomor-
phy can be for a language like Turkish. Turkish
inflectional suffixes, for instance, regularly undergo
multiple spelling-rules and can have 10 or more vari-
ant forms. Knowing that these variants are all one
morpheme makes a difference.

4 Conclusion

In this work we showed that we can use a small
amount of knowledge in the form of context-sensitive
rewrite rules to improve unsupervised segmentations
for Turkish and English. This improvement can be
quite large. On the morpheme-consistency measure
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used in the last Morpho Challenge, we observed an
improvement of the Turkish segmentation of over
66% against the baseline, and 48% against the top-
of-the-line unsupervised approach.

Work in progress includes error analysis of the re-
sults to more closely examine the contribution of
each rule, as well as developing rule sets for addi-
tional languages. This will help highlight various as-
pects of the most beneficial rules.

There has been recent work on discovering allo-
morphic phenomena automatically (Dasgupta and
Ng, 2007; Demberg, 2007). It is hoped that our work
can inform these approaches, if only by showing what
variation is possible, and what is relevant to particu-
lar languages. For example, variation in inflectional
suffixes, driven by vowel harmony and other phenom-
ena, should be captured for a language like Turkish.

Future work involves attempting to learn broad-
coverage underlying morphology without the hand-
coded element of the current work. This might in-
volve employing aspects of the most beneficial rules
as variable features in rule-templates. It is hoped
that we can start to derive underlying morphemes
through processes (rules, constraints, etc) suggested
by these templates, and possibly learn instantiations
of templates from seed corpora.

A Appendix

A.1 Rules Used For English

e epenthesis before s suffix

p —e /[ . J+V] + _s

p—e / .[+SIB] + _s

long e deletion

e =0 ) [+VI[+C]_ + [+V]

change y to ¢ before suffix

y —i/ . [+C] +7 _ + [+ANY]
consonant gemination

¢ —al|+STOP| / ..a[+STOP|_ + [+V]

¢ —a|+STOP]| / ..a[+STOP| _ + [+GLI]

Table 3: English Rules



A.2 Example Segmentations

Base EM SPL:6=300 SPL:b=500
happens happens happens happen s
happier happier happi er happi er
happiest happiest happ i est happiest
happily happily happi ly happi ly
happiness happiness happi ness happiness

Table 4: Surface segmentations after preprocessing
(Base), EM Stage (EM), and Split Stage (SPL)
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Abstract

This paper proposes a context-sensitive convo-
lution tree kernel for pronoun resolution. It re-
solves two critical problems in previous
researches in two ways. First, given a parse
tree and a pair of an anaphor and an antecedent
candidate, it implements a dynamic-expansion
scheme to automatically determine a proper
tree span for pronoun resolution by taking
predicate- and antecedent competitor-related
information into consideration. Second, it ap-
plies a context-sensitive convolution tree ker-
nel, which enumerates both context-free and
context-sensitive sub-trees by considering their
ancestor node paths as their contexts. Evalua-
tion on the ACE 2003 corpus shows that our
dynamic-expansion tree span scheme can well
cover necessary structured information in the
parse tree for pronoun resolution and the con-
text-sensitive tree kernel much outperforms
previous tree kernels.

1

It is well known that syntactic structured informa-
tion plays a critical role in many critical NLP ap-
plications, such as parsing, semantic role labeling,
semantic relation extraction and co-reference reso-
lution. However, it is still an open question on
what kinds of syntactic structured information are
effective and how to well incorporate such struc-
tured information in these applications.

I ntroduction

Much research work has been done in this direc-
tion. Prior researches apply feature-based methods
to select and define a set of flat features, which can
be mined from the parse trees, to represent particu-
lar structured information in the parse tree, such as
the grammatical role (e.g. subject or object), ac-
cording to the particular application. Indeed, such
feature-based methods have been widely applied in
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parsing (Collins 1999; Charniak 2001), semantic
role labeling (Pradhan et al 2005), semantic rela-
tion extraction (Zhou et al 2005) and co-reference
resolution (Lapin and Leass 1994; Aone and Ben-
nett 1995; Mitkov 1998; Yang et al 2004; Luo and
Zitouni 2005; Bergsma and Lin 2006). The major
problem with feature-based methods on exploring
structured information is that they may fail to well
capture complex structured information, which is
critical for further performance improvement.

The current trend is to explore kernel-based
methods (Haussler, 1999) which can implicitly
explore features in a high dimensional space by
employing a kernel to calculate the similarity be-
tween two objects directly. In particular, the ker-
nel-based methods could be very effective at
reducing the burden of feature engineering for
structured objects in NLP, e.g. the parse tree struc-
ture in coreference resolution. During recent years,
various tree kernels, such as the convolution tree
kernel (Collins and Duffy 2001), the shallow parse
tree kernel (Zelenko et al 2003) and the depend-
ency tree kernel (Culota and Sorensen 2004), have
been proposed in the literature. Among previous
tree kernels, the convolution tree kernel represents
the state-of-the-art and have been successfully ap-
plied by Collins and Duffy (2002) on parsing, Mo-
schitti (2004) on semantic role labeling, Zhang et
al (2006) on semantic relation extraction and Yang
et al (2006) on pronoun resolution.

However, there exist two problems in Collins
and Duffy’s kernel. The first is that the sub-trees
enumerated in the tree kernel are context-free. That
is, each sub-tree enumerated in the tree kernel does
not consider the context information outside the
sub-tree. The second is how to decide a proper tree
span in the tree kernel computation according to
the particular application. To resolve above two
problems, this paper proposes a new tree span
scheme and applies a new tree kernel and to better
capture syntactic structured information in pronoun



resolution, whose task is to find the corresponding
antecedent for a given pronominal anaphor in text.

The rest of this paper is organized as follows. In
Section 2, we review related work on exploring
syntactic structured information in pronoun resolu-
tion and their comparison with our method. Section
3 first presents a dynamic-expansion tree span
scheme by automatically expanding the shortest
path to include necessary structured information,
such as predicate- and antecedent competitor-
related information. Then it presents a context-
sensitive convolution tree kernel, which not only
enumerates context-free sub-trees but also context-
sensitive sub-trees by considering their ancestor
node paths as their contexts. Section 4 shows the
experimental results. Finally, we conclude our
work in Section 5.

2 Reated Work

Related work on exploring syntactic structured
information in pronoun resolution can be typically
classified into three categories: parse tree-based
search algorithms (Hobbs 1978), feature-based
(Lappin and Leass 1994; Bergsma and Lin 2006)
and tree kernel-based methods (Yang et al 2006).

As a representative for parse tree-based search
algorithms, Hobbs (1978) found the antecedent for
a given pronoun by searching the parse trees of
current text. It processes one sentence at a time
from current sentence to the first sentence in text
until an antecedent is found. For each sentence, it
searches the corresponding parse tree in a left-to-
right breadth-first way. The first antecedent candi-
date, which satisfies hard constraints (such as gen-
der and number agreement), would be returned as
the antecedent. Since the search is completely done
on the parse trees, one problem with the parse tree-
based search algorithms is that the performance
would heavily rely on the accuracy of the parse
trees. Another problem is that such algorithms are
not good enough to capture necessary structured
information for pronoun resolution. There is still a
big performance gap even on correct parse trees.

Similar to other NLP applications, feature-
based methods have been widely applied in pro-
noun resolution to explore syntactic structured in-
formation from the parse trees. Lappin and Leass
(1994) derived a set of salience measures (e.g. sub-
ject, object or accusative emphasis) with manually
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assigned weights from the syntactic structure out-
put by McCord’s Slot Grammar parser. The candi-
date with the highest salience score would be
selected as the antecedent. Bergsma and Lin (2006)
presented an approach to pronoun resolution based
on syntactic paths. Through a simple bootstrapping
procedure, highly co-reference paths can be
learned reliably to handle previously challenging
instances and robustly address traditional syntactic
co-reference constraints. Although feature-based
methods dominate on exploring syntactic struc-
tured information in the literature of pronoun reso-
lution, there still exist two problems with them.
One problem is that the structured features have to
be selected and defined manually, usually by lin-
guistic intuition. Another problem is that they may
fail to effectively capture complex structured parse
tree information.

As for tree kernel-based methods, Yang et al
(2006) captured syntactic structured information
for pronoun resolution by using the convolution
tree kernel (Collins and Duffy 2001) to measure
the common sub-trees enumerated from the parse
trees and achieved quite success on the ACE 2003
corpus. They also explored different tree span
schemes and found that the simple-expansion
scheme performed best. One problem with their
method is that the sub-trees enumerated in Collins
and Duffy’s kernel computation are context-free,
that is, they do not consider the information out-
side the sub-trees. As a result, their ability of ex-
ploring syntactic structured information is much
limited. Another problem is that, among the three
explored schemes, there exists no obvious over-
whelming one, which can well cover syntactic
structured information.

The above discussion suggests that structured
information in the parse trees may not be well util-
ized in the previous researches, regardless of fea-
ture-based or tree kernel-based methods. This
paper follows tree kernel-based methods. Com-
pared with Collins and Duffy’s kernel and its ap-
plication in pronoun resolution (Yang et al 2006),
the context-sensitive convolution tree kernel enu-
merates not only context-free sub-trees but also
context-sensitive sub-trees by taking their ancestor
node paths into consideration. Moreover, this paper
also implements a dynamic-expansion tree span
scheme by taking predicate- and antecedent com-
petitor-related information into consideration.



3 Context Senstive Convolution Tree
Kernel for Pronoun Resolution

In this section, we first propose an algorithm to
dynamically determine a proper tree span for pro-
noun resolution and then present a context-
sensitive convolution tree kernel to compute simi-
larity between two tree spans. In this paper, all the
texts are parsed using the Charniak parser
(Charniak 2001) based on which the tree span is
determined.

3.1 Dynamic-Expansion Tree Span Scheme

Normally, parsing is done on the sentence level. To
deal with the cases that an anaphor and an antece-
dent candidate do not occur in the same sentence,
we construct a pseudo parse tree for an entire text
by attaching the parse trees of all its sentences to
an upper “S” node, similar to Yang et al (2006).

Given the parse tree of a text, the problem is
how to choose a proper tree span to well cover syn-
tactic structured information in the tree kernel
computation. Generally, the more a tree span in-
cludes, the more syntactic structured information
would be provided, at the expense of more noisy
information. Figure 2 shows the three tree span
schemes explored in Yang et al (2006): Min-
Expansion (only including the shortest path con-
necting the anaphor and the antecedent candidate),
Simple-Expansion (containing not only all the
nodes in Min-Expansion but also the first level
children of these nodes) and Full-Expansion (cov-
ering the sub-tree between the anaphor and the
candidate), such as the sub-trees inside the dash
circles of Figures 2(a), 2(b) and 2(c) respectively.
It is found (Yang et al 2006) that the simple-
expansion tree span scheme performed best on the
ACE 2003 corpus in pronoun resolution. This sug-
gests that inclusion of more structured information

in the tree span may not help in pronoun resolution.

To better capture structured information in the
parse tree, this paper presents a dynamic-expansion
scheme by trying to include necessary structured
information in a parse tree. The intuition behind
our scheme is that predicate- and antecedent com-
petitor- (all the other compatible' antecedent can-
didates between the anaphor and the considered
antecedent candidate) related information plays a
critical role in pronoun resolution. Given an ana-

! With matched number, person and gender agreements.
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phor and an antecedent candidate, e.g. “Mary” and
“her” as shown in Figure 1, this is done by:

1) Determining the min-expansion tree span via
the shortest path, as shown in Figure 1(a).

2) Attaching all the antecedent competitors along
the corresponding paths to the shortest path. As
shown in Figure 1(b), “the woman” is attached
while “the room” is not attached since the for-
mer is compatible with the anaphor and the lat-
ter is not compatible with the anaphor. In this
way, the competition between the considered
candidate and other compatible candidates can
be included in the tree span. In some sense, this
is a natural extension of the twin-candidate
learning approach proposed in Yang et al
(2003), which explicitly models the competition
between two antecedent candidates.

3) For each node in the tree span, attaching the
path from the node to the predicate terminal
node if it is a predicate-headed node. As shown
in Figure 1(c), “said” and “bit” are attached.

4) Pruning those nodes (except POS nodes) with
the single in-arc and the single out-arc and with
its syntactic phrase type same as its child node.
As shown in Figure 1(d), the left child of the
“SBAR” node, the “NP” node, is removed and
the sub-tree (NP the/DT woman/NN) is at-
tached to the “SBAR” node directly.

To show the difference among min-, simple-,
full- and dynamic-expansion schemes, Figure 2
compares them for three different sentences, given
the anaphor “her/herself” and the antecedent can-
didate “Mary”. It shows that:

Min-, simple- and full-expansion schemes have
the same tree spans (except the word nodes) for
the three sentences regardless of the difference
among the sentences while the dynamic-
expansion scheme can adapt to difference ones.

Normally, the min-expansion scheme is too
simple to cover necessary information (e.g. “the
woman” in the 1¥ sentence is missing).

The full-expansion scheme can cover all the
information at the expense of much noise (e.g.
“the man in that room” in the 2™ sentence).

The simple-expansion scheme can cover some
necessary predicate-related information (e.g.
“said” and “bit” in the sentences). However, it
may introduce some noise (e.g. the left child of



the “SBAR” node, the “NP” node, may not be related information but also structured informa-

necessary in the 2™ sentence) and ignore neces- tion related with the competitors of the consid-
sary antecedent competitor-related information ered antecedent candidate. In this way, the
(e.g. “the woman” in the 1* sentence). competition between the considered antecedent

candidate and other compatible candidates can

The dynamic-expansion scheme normally ' ! | 1
be included in the dynamic-expansion scheme.

works well. It can not only cover predicate-
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3.2 Context-Sensitive Convolution Tree Kernel

Given any tree span scheme, e.g. the dynamic-
expansion scheme in the last subsection, we now
study how to measure the similarity between two
tree spans using a convolution tree kernel.

A convolution kernel (Haussler D., 1999) aims
to capture structured information in terms of sub-
structures. As a specialized convolution kernel, the
convolution tree kernel, proposed in Collins and
Duffy (2001), counts the number of common sub-
trees (sub-structures) as the syntactic structure
similarity between two parse trees. This convolu-
tion tree kernel has been successfully applied by
Yang et al (2006) in pronoun resolution. However,
there is one problem with this tree kernel: the sub-
trees involved in the tree kernel computation are
context-free (That is, they do not consider the in-
formation outside the sub-trees.). This is contrast
to the tree kernel proposed in Culota and Sorensen
(2004) which is context-sensitive, that is, it consid-
ers the path from the tree root node to the sub-tree
root node. In order to integrate the advantages of
both tree kernels and resolve the problem in
Collins and Dufty’s kernel, this paper applies the
same context-sensitive convolution tree kernel,
proposed by Zhou et al (2007) on relation extrac-
tion. It works by taking ancestral information (i.e.
the root node path) of sub-trees into consideration:

Ko(TILT2D=a & Dn[Ln2) ()

i=1 ni[f N{[1]

(2] Nj[2]
where NI'[J] is the set of root node paths with
length i in tree T[j] while the maximal length of a
root node path is defined by m and

D(n;[1],n{[2]) counts the common context-
sensitive sub-trees rooted at root node paths nli 1]

and n{ [2]. In the tree kernel, a sub-tree becomes

context-sensitive via the “root node path” moving
along the sub-tree root. For more details, please
refer to Zhou et al (2007).

4 Experimentation

This paper focuses on the third-person pronoun
resolution and, in all our experiments, uses the
ACE 2003 corpus for evaluation. This ACE corpus
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contains ~3.9k pronouns in the training data and
~1.0k pronouns in the test data.

Similar to Soon et al (2001), an input raw text is
first preprocessed automatically by a pipeline of
NLP components, including sentence boundary
detection, POS tagging, named entity recognition
and phrase chunking, and then a training or test
instance is formed by a pronoun and one of its an-
tecedent candidates. During training, for each ana-
phor encountered, a positive instance is created by
pairing the anaphor and its closest antecedent
while a set of negative instances is formed by pair-
ing the anaphor with each of the non-coreferential
candidates. Based on the training instances, a bi-
nary classifier is generated using a particular learn-
ing algorithm. In this paper, we use SVMLight
deleveloped by Joachims (1998). During resolution,
an anaphor is first paired in turn with each preced-
ing antecedent candidate to form a test instance,
which is presented to a classifier. The classifier
then returns a confidence value indicating the like-
lihood that the candidate is the antecedent. Finally,
the candidate with the highest confidence value is
selected as the antecedent. In this paper, the NPs
occurring within the current and previous two sen-
tences are taken as the initial antecedent candidates,
and those with mismatched number, person and
gender agreements are filtered out. On average, an
anaphor has ~7 antecedent candidates. The per-
formance is evaluated using F-measure instead of
accuracy since evaluation is done on all the pro-
nouns occurring in the data.

Scheme/m 1 2 3 4
Min 78.5 79.8 80.8 80.8
Simple 79.8 81.0 81.7 81.6
Full 78.3 80.1 81.0 81.1
Dynamic 80.8 82.3 83.0 82.9

Table 1: Comparison of different context-sensitive
convolution tree kernels and tree span schemes
(with entity type info attached at both the anaphor
and the antecedent candidate nodes by default)

In this paper, the m parameter in our context-
sensitive convolution tree kernel as shown in
Equation (1) indicates the maximal length of root
node paths and is optimized to 3 using 5-fold cross
validation on the training data. Table 1 systemati-
cally evaluates the impact of different m in our
context-sensitive convolution tree kernel and com-
pares our dynamic-expansion tree span scheme
with the existing three tree span schemes, min-,



simple- and full-expansions as described in Yang
et al (2006). It also shows that that our tree kernel
achieves best performance with m = 3 on the test
data, which outperforms the one with m =1 by
~2.2 in F-measure. This suggests that the parent
and grandparent nodes of a sub-tree contain much
information for pronoun resolution while
considering more ancestral nodes doesnot further
improve the performance. This may be due to that,
although our experimentation on the training data
indicates that more than 90% (on average) of
subtrees has a root node path longer than 3 (since
most of the subtrees are deep from the root node
and more than 90% of the parsed trees are deeper
than 6 levels in the ACE 2003 corpus), including a
root node path longer than 3 may be vulnerable to
the full parsing errors and have negative impact. It
also shows that our dynamic-expansion tree span
scheme outperforms min-expansion, simple-
expansion and full-expansion schemes by ~2.4,
~1.2 and ~2.1 in F-measure respectively. This
suggests the usefulness of dynamically expanding
tree spans to cover necessary structured
information in pronoun resolution. In all the
following experiments, we will apply our tree
kernel with m=3 and the dynamic-expansion tree
span scheme by default, unless specified.

We also evaluate the contributions of antecedent
competitor-related information, predicate-related
information and pruning in our dynamic-expansion
tree span scheme by excluding one of them from
the dynamic-expansion scheme. Table 2 shows that
1) antecedent competitor-related information con-
tributes much to our scheme; 2) predicate-related
information contributes moderately; 3) pruning
only has slight contribution. This suggests the im-
portance of including the competition in the tree
span and the effect of predicate-argument struc-
tures in pronoun resolution. This also suggests that
our scheme can well make use of such predicate-
and antecedent competitor-related information.

Dvnamic Exnansion Effect
- Competitors-related Info 81.1(-1.9)
- Predicates-related Info 82.2 (-0.8)
- Pruning 82.8(-0.2)
All 83.0

Table 2: Contributions of different factors in our
dynamic-expansion tree span scheme

Table 3 compares the performance of different
tree span schemes for pronouns with antecedents in
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different sentences apart. It shows that our dy-
namic-expansion scheme is much more robust than
other schemes with the increase of sentences apart.

Scheme /

#Sentences Apart 0 ! 2
Min 86.3 76.7 39.6
Simple 86.8 77.9 43.8
Full 86.6 77.4 35.4
Dynamic 87.6 78.8 54.2

Table 3: Comparison of tree span schemes with
antecedents in different sentences apart

5 Conclusion

Syntactic structured information holds great poten-
tial in many NLP applications. The purpose of this
paper is to well capture syntactic structured infor-
mation in pronoun resolution. In this paper, we
proposes a context-sensitive convolution tree ker-
nel to resolve two critical problems in previous
researches in pronoun resolution by first automati-
cally determining a dynamic-expansion tree span,
which effectively covers structured information in
the parse trees by taking predicate- and antecedent
competitor-related information into consideration,
and then applying a context-sensitive convolution
tree kernel, which enumerates both context-free
sub-trees and context-sensitive sub-trees. Evalua-
tion on the ACE 2003 corpus shows that our dy-
namic-expansion tree span scheme can better
capture necessary structured information than the
existing tree span schemes and our tree kernel can
better model structured information than the state-
of-the-art Collins and Duffy’s kernel.

For the future work, we will focus on improving
the context-sensitive convolution tree kernel by
better modeling context-sensitive information and
exploring new tree span schemes by better incor-
porating useful structured information. In the
meanwhile, a more detailed quantitative evaluation
and thorough qualitative error analysis will be per-
formed to gain more insights.
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Abstract

This paper proposes a semi-supervised learn-
ing method for relation extraction. Given a
small amount of labeled data and a large
amount of unlabeled data, it first bootstraps a
moderate number of weighted support vectors
via SVM through a co-training procedure with
random feature projection and then applies a
label propagation (LP) algorithm via the boot-
strapped support vectors. Evaluation on the
ACE RDC 2003 corpus shows that our method
outperforms the normal LP algorithm via all
the available labeled data without SVM boot-
strapping. Moreover, our method can largely
reduce the computational burden. This sug-
gests that our proposed method can integrate
the advantages of both SVM bootstrapping
and label propagation.

1 Introduction

Relation extraction is to detect and classify various
predefined semantic relations between two entities
from text and can be very useful in many NLP ap-
plications such as question answering, e.g. to an-
swer the query “Who is the president of the United
States?”, and information retrieval, e.g. to expand
the query “George W. Bush” with “the president of
the United States” via his relationship with “the
United States”.

During the last decade, many methods have
been proposed in relation extraction, such as su-
pervised learning (Miller et al 2000; Zelenko et al
2003; Culota and Sorensen 2004; Zhao and Grish-
man 2005; Zhang et al 2006; Zhou et al 2005,
2006), semi-supervised learning (Brin 1998;
Agichtein and Gravano 2000; Zhang 2004; Chen et
al 2006), and unsupervised learning (Hasegawa et
al 2004; Zhang et al 2005). Among these methods,
supervised learning-based methods perform much
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better than the other two alternatives. However,
their performance much depends on the availability
of a large amount of manually labeled data and it is
normally difficult to adapt an existing system to
other applications and domains. On the other hand,
unsupervised learning-based methods do not need
the definition of relation types and the availability
of manually labeled data. However, they fail to
classify exact relation types between two entities
and their performance is normally very low. To
achieve better portability and balance between hu-
man efforts and performance, semi-supervised
learning has drawn more and more attention re-
cently in relation extraction and other NLP appli-
cations.

This paper proposes a semi-supervised learning
method for relation extraction. Given a small
amount of labeled data and a large amount of unla-
beled data, our proposed method first bootstraps a
moderate number of weighted support vectors from
all the available data via SVM using a co-training
procedure with random feature projection and then
applies a label propagation (LP) algorithm to cap-
ture the manifold structure in both the labeled and
unlabeled data via the bootstrapped support vectors.
Compared with previous methods, our method can
integrate the advantages of both SVM bootstrap-
ping in learning critical instances for the labeling
function and label propagation in capturing the
manifold structure in both the labeled and unla-
beled data to smooth the labeling function.

The rest of this paper is as follows. In Section 2,
we review related semi-supervised learning work
in relation extraction. Then, the LP algorithm via
bootstrapped support vectors is proposed in Sec-
tion 3 while Section 4 shows the experimental re-
sults. Finally, we conclude our work in Section 5.

2 Related Work

Generally, supervised learning is preferable to un-
supervised learning due to prior knowledge in the



annotated training data and better performance.
However, the annotated data is usually expensive
to obtain. Hence, there has been growing interest in
semi-supervised learning, aiming at inducing clas-
sifiers by leveraging a small amount of labeled
data and a large amount of unlabeled data. Related
work in relation extraction using semi-supervised
learning can be classified into two categories:
bootstrapping-based (Brin 1998; Agichtein and
Gravano 2000; Zhang 2004) and label propaga-
tion(LP)-based (Chen et al 2006).

Currently, bootstrapping-based methods domi-
nate semi-supervised learning in relation extraction.
Bootstrapping works by iteratively classifying
unlabeled instances and adding confidently classi-
fied ones into labeled data using a model learned
from augmented labeled data in previous iteration.
Brin (1998) proposed a bootstrapping-based
method on the top of a self-developed pattern
matching-based classifier to exploit the duality
between patterns and relations. Agichtein and Gra-
vano (2000) shared much in common with Brin
(1998). They employed an existing pattern match-
ing-based classifier (i.e. SNoW) instead. Zhang
(2004) approached the much simpler relation clas-
sification sub-task by bootstrapping on the top of
SVM. Although bootstrapping-based methods have
achieved certain success, one problem is that they
may not be able to well capture the manifold struc-
ture among unlabeled data.

As an alternative to the bootstrapping-based
methods, Chen et al (2006) employed a LP-based
method in relation extraction. Compared with
bootstrapping, the LP algorithm can effectively
combine labeled data with unlabeled data in the
learning process by exploiting the manifold struc-
ture (e.g. the natural clustering structure) in both
the labeled and unlabeled data. The rationale be-
hind this algorithm is that the instances in high-
density areas tend to carry the same labels. The LP
algorithm has also been successfully applied in
other NLP applications, such as word sense disam-
biguation (Niu et al 2005), text classification
(Szummer and Jaakkola 2001; Blum and Chawla
2001; Belkin and Niyogi 2002; Zhu and Ghahra-
mani 2002; Zhu et al 2003; Blum et al 2004), and
information retrieval (Yang et al 2006). However,
one problem is its computational burden, espe-
cially when a large amount of labeled and unla-
beled data is taken into consideration.
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In order to take the advantages of both boot-
strapping and label propagation, our proposed
method propagates labels via bootstrapped support
vectors. On the one hand, our method can well
capture the manifold structure in both the labeled
and unlabeled data. On the other hand, our method
can largely reduce the computational burden in the
normal LP algorithm via all the available data.

3 Labe Propagation via Bootstrapped
Support Vectors

The idea behind our LP algorithm via bootstrapped
support vectors is that, instead of propagating la-
bels through all the available labeled data, our
method propagates labels through critical instances
in both the labeled and unlabeled data. In this pa-
per, we use SVM as the underlying classifier to
bootstrap a moderate number of weighted support
vectors for this purpose. This is based on an as-
sumption that the manifold structure in both the
labeled and unlabeled data can be well preserved
through the critical instances (i.e. the weighted
support vectors bootstrapped from all the available
labeled and unlabeled data). The reason why we
choose SVM is that it represents the state-of-the-
art in machine learning research and there are good
implementations of the algorithm available. In par-
ticular, SVMLight (Joachims 1998) is selected as
our classifier. For efficiency, we apply the one vs.
others strategy, which builds K classifiers so as to
separate one class from all others. Another reason
is that we can adopt the weighted support vectors
returned by the bootstrapped SVMs as the critical
instances, via which label propagation is done.

3.1 Bootstrapping Support Vectors

This paper modifies the SVM bootstrapping algo-
rithm BootProject(Zhang 2004) to bootstrap sup-
port vectors. Given a small amount of labeled data
and a large amount of unlabeled data, the modified
BootProject algorithm bootstraps on the top of
SVM by iteratively classifying unlabeled in-
stances and moving confidently classified ones
into labeled data using a model learned from the
augmented labeled data in previous iteration, until
not enough unlabeled instances can be classified
confidently. Figure 1 shows the modified BootPro-
ject algorithm for bootstrapping support vectors.



Assume:
L : the labeled data;
U : the unlabeled data;
S: the batch size (100 in our experiments);
P : the number of views(feature projections);
I : the number of classes (including all the rela-
tion (sub)types and the non-relation)

BEGIN

REPEAT
FORi=1to P DO

Generate projected feature space F from

the original feature space F ;
Project both L and U onto F,, thus gener-

ate L, and U, ;

Train SVM classifier SYM;; on L; for each
class r;(j =1...r);

Run  SVM;

ri(]=1..r)

END FOR

Find (at most) S instances in U with the
highest agreement (with threshold 70% in
our experiments) and the highest average
SVM-returned confidence value (with
threshold 1.0 in our experiments);

Move them from U to L;

UNTIL not enough unlabeled instances (less
than 10 in our experiments) can be confidently
classified;

on U, for each class

Return all the (positive and negative) support
vectors included in all the latest SVM classifi-

ers SYM; with their collective weight (abso-
lute alpha*y) information as the set of

bootstrapped support vectors to act as the la-
beled data in the LP algorithm;

Return U (those hard cases which can not be
confidently classified) to act as the unlabeled
data in the LP algorithm;

END

Figure 1: The algorithm
for bootstrapping support vectors
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In particular, this algorithm generates multiple
overlapping “views” by projecting from the origi-
nal feature space. In this paper, feature views with
random feature projection, as proposed in Zhang
(2004), are explored. Section 4 will discuss this
issue in more details. During the iterative training
process, classifiers trained on the augmented la-
beled data using the projected views are then asked
to vote on the remaining unlabeled instances and
those with the highest probability of being cor-
rectly labeled are chosen to augment the labeled
data.

During the bootstrapping process, the support
vectors included in all the trained SVM classifiers
(for all the relation (sub)types and the non-relation)
are bootstrapped (i.e. updated) at each iteration.
When the bootstrapping process stops, all the
(positive and negative) support vectors included in
the SVM classifiers are returned as bootstrapped
support vectors with their collective weights (abso-
lute a*y) to act as the labeled data in the LP algo-
rithm and all the remaining unlabeled instances (i.e.
those hard cases which can not be confidently clas-
sified in the bootstrapping process) in the unla-
beled data are returned to act as the unlabeled data
in the LP algorithm. Through SVM bootstrapping,
our LP algorithm will only depend on the critical
instances (i.e. support vectors with their weight
information bootstrapped from all the available
labeled and unlabeled data) and those hard in-
stances, instead of all the available labeled and
unlabeled data.

3.2 Label Propagation

In the LP algorithm (Zhu and Ghahramani 2002),
the manifold structure in data is represented as a
connected graph. Given the labeled data (the above
bootstrapped support vectors with their weights)
and unlabeled data (the remaining hard instances in
the unlabeled data after bootstrapping, including
all the test instances for evaluation), the LP algo-
rithm first represents labeled and unlabeled in-
stances as vertices in a connected graph, then
propagates the label information from any vertex
to nearby vertex through weighted edges and fi-
nally infers the labels of unlabeled instances until a
global stable stage is achieved. Figure 2 presents
the label propagation algorithm on bootstrapped
support vectors in details.



Assume:

Y : the n*r labeling matrix, where Y; repre-
sents the probability of vertex X (i =1...n)
with label r;(j =1...r) (including the non-
relation label);

Y, : the top | rows of Y°. Y, corresponds to the
| labeled instances;

Y, : the bottom U rows of Y. Y, corresponds
to the U unlabeled instances;

T:an*n matrix, with Eij is the probability

jumping from vertex X to vertex X;;

BEGIN (the algorithm)
Initialization:
1) Set the iteration index t =0 ;

2) Let Y° be the initial soft labels attached to
each vertex;

3) Let Y be consistent with the labeling in

the labeled (including all the relation
(sub)types and the non-relation) data, where

yi? = the weight of the bootstrapped support
vector if X has label I; (Please note that

r; can be the non-relation label) and 0 oth-
erwise;
4) Initialize Y, ;
REPEAT
Propagate the labels of any vertex to nearby
vertices by Y'' = TY!;
Clamp the labeled data, that is, replace YLH1
with YL0 ;
UNTIL Y converges(e.g. Y, converges to Y,”)
Assign each unlabeled instance with a label: for
X (I <1 £n), find its label with argmax y; ;

i
END (the algorithm)

Figure 2: The LP algorithm
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Here, each vertex corresponds to an instance,
and the edge between any two instances X; and X;

is weighted by W, to measure their similarity. In

principle, larger edge weights allow labels to travel
through easier. Thus the closer the instances are,
the more likely they have similar labels. The algo-

rithm first calculates the weight W; using a kernel,

n
then transforms it tot; = p(j ® i) =w, /é W
k=1
which measures the probability of propagating a
label from instance X; to instance X, and finally

normalizes t; row by row using E:tu‘ /at, to

k=1
maintain the class probability interpretation of the
labeling matrix Y.

During the label propagation process, the label
distribution of the labeled data is clamped in each
loop using the weights of the bootstrapped support
vectors and acts like forces to push out labels
through the unlabeled data. With this push origi-
nates from the labeled data, the label boundaries
will be pushed much faster along edges with larger
weights and settle in gaps along those with lower

weights. Ideally, we can expect that W across

different classes should be as small as possible and
W;; within the same class as big as possible. In this

way, label propagation happens within the same
class most likely.

This algorithm has been shown to converge to
a unique solution (Zhu and Ghahramani 2002),
which can be obtained without iteration in theory,
and the initialization of Y_° (the unlabeled data) is
not important since Y,° does not affect its estima-
tion. However, proper initialization of Y,° actually
helps the algorithm converge more rapidly in prac-
tice. In this paper, each row in Y,  is initialized to
the average similarity with the labeled instances.

4  Experimentation

This paper uses the ACE RDC 2003 corpus pro-
vided by LDC for evaluation. This corpus is gath-
ered from various newspapers, newswires and
broadcasts.



LP via bootstrapped  LP via bootstrapped

LP w/o SVM (BootProject) SVM

Method (weighted) SVs (un-weighted) SVs  bootstrapping SVM Bootstrapping
5% 46.5 (+1.4) 44.5 (+1.7) 43.1 (+1.0) 354 (-) 40.6 (+0.9)
10% 48.6 (+1.7) 46.5 (+2.1) 45.2 (+1.5) 38.6 () 43.1 (+1.4)
25% 51.7 (+1.9) 50.4 (+2.3) 49.6 (+1.8) 439 (-) 47.8 (+1.7)
50% 53.6 (+1.8) 52.6 (+2.2) 52.1 (+1.7) 47.2 (-) 50.5 (+1.6)
75% 55.2 (+1.3) 54.5 (+1.8) 54.2 (+1.2) 53.1(-) 53.9 (+1.2)

100% 56.2 (+1.0) 55.8 (+1.3) 55.6 (+0.8) 55.5 () 55.8 (+0.7)

Table 1: Comparison of different methods using a state-of-the-art linear kernel on the ACE RDC 2003
corpus (The numbers inside the parentheses indicate the increases in F-measure if we add the ACE RDC
2004 corpus as the unlabeled data)

4.1 Experimental Setting

In the ACE RDC 2003 corpus, the training data
consists of 674 annotated text documents (~300k
words) and 9683 instances of relations. During
development, 155 of 674 documents in the training
set are set aside for fine-tuning. The test set is held
out only for final evaluation. It consists of 97
documents (~50k words) and 1386 instances of
relations. The ACE RDC 2003 task defines 5 rela-
tion types and 24 subtypes between 5 entity types,

i.e. person, organization, location, facility and GPE.

All the evaluations are measured on the 24 sub-
types including relation identification and classifi-
cation.

In all our experiments, we iterate over all pairs
of entity mentions occurring in the same sentence
to generate potential relation instances'. For better
evaluation, we have adopted a state-of-the-art lin-
ear kernel as similarity measurements. In our linear
kernel, we apply the same feature set as described
in a state-of-the-art feature-based system (Zhou et
al 2005): word, entity type, mention level, overlap,
base phrase chunking, dependency tree, parse tree
and semantic information. Given above various
lexical, syntactic and semantic features, multiple
overlapping feature views are generated in the
bootstrapping process using random feature projec-
tion (Zhang 2004). For each feature projection in
bootstrapping support vectors, a feature is ran-
domly selected with probability p and therefore the
eventually projected feature space has p*F features

"In this paper, we only measure the performance of
relation extraction on “true” mentions with “true”
chaining of co-reference (i.e. as annotated by the cor-
pus annotators) in the ACE corpora. We also explic-
itly model the argument order of the two mentions
involved and only model explicit relations because of
poor inter-annotator agreement in the annotation of
implicit relations and their limited number.
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on average, where F is the size of the original fea-
ture space. In this paper, p and the number of dif-
ferent views are fine-tuned to 0.5 and 10 °
respectively using 5-fold cross validation on the
training data of the ACE RDC 2003 corpus.

4.2 Experimental Results

Table 1 presents the F-measures’ (the numbers
outside the parentheses) of our algorithm using the
state-of-the-art linear kernel on different sizes of
the ACE RDC training data with all the remaining
training data and the test data® as the unlabeled
data on the ACE RDC 2003 corpus. In this paper,
we only report the performance (averaged over 5
trials) with the percentages of 5%, 10%, 25%, 50%,
75% and 100%". For example, our LP algorithm
via bootstrapped (weighted) support vectors
achieves the F-measure of 46.5 if using only 5% of
the ACE RDC 2003 training data as the labeled
data and the remaining training data and the test
data in this corpus as the unlabeled data. Table 1

* This suggests that the modified BootProject algorithm
in the bootstrapping phase outperforms the SelfBoot
algorithm (with p=1.0 and m=1) which uses all the
features as the only view. In the related NLP literature,
co-training has also shown to typically outperform
self-bootstrapping.

Our experimentation also shows that most of perform-
ance improvement with either bootstrapping or label
propagation comes from gain in recall. Due to space
limitation, this paper only reports the overall F-
measure.

In our label propagation algorithm via bootstrapped
support vectors, the test data is only included in the
second phase (i.e. the label propagation phase) and not
used in the first phase (i.e. bootstrapping support vec-
tors). This is to fairly compare different semi-
supervised learning methods.

We have tried less percentage than 5%. However, our
experiments show that using much less data will suffer
from performance un-stability. Therefore, we only re-
port the performance with percentage not less than 5%.

3

4

5



also compares our method with SVM and the
original SVM bootstrapping algorithm BootPro-
ject(i.e. bootstrapping on the top of SVM with fea-
ture projection, as proposed in Zhang (2004)).
Finally, Table 1 compares our LP algorithm via
bootstrapped (weighted by default) support vectors
with other possibilities, such as the scheme via
bootstrapped (un-weighted, i.e. the importance of
support vectors is not differentiated) support vec-
tors and the scheme via all the available labeled
data (i.e. without SVM bootstrapping). Table 1
shows that:

1) Inclusion of wunlabeled data using semi-
supervised learning, including the SVM boot-
strapping algorithm BootProject, the normal
LP algorithm via all the available labeled and
unlabeled data without SVM bootstrapping,
and our LP algorithms via bootstrapped (either
weighted or un-weighted) support vectors,
consistently improves the performance, al-
though semi-supervised learning has shown to
typically decrease the performance when a lot
of (enough) labeled data is available (Nigam
2001). This may be due to the insufficiency of
labeled data in the ACE RDC 2003 corpus.
Actually, most of relation subtypes in the two
corpora much suffer from the data sparseness
problem (Zhou et al 2006).

2) All the three LP algorithms outperform the
state-of-the-art SVM classifier and the SVM
bootstrapping algorithm BootProject. Espe-
cially, when a small amount of labeled data is
available, the performance improvements by
the LP algorithms are significant. This indi-
cates the usefulness of the manifold structure
in both labeled and unlabeled data and the
powerfulness of the LP algorithm in modeling
such information.

3) Our LP algorithms via bootstrapped (either
weighted or un-weighted) support vectors out-
performs the normal LP algorithm via all the
available labeled data w/o SVM bootstrapping.
For example, our LP algorithm via boot-
strapped (weighted) support vectors outper-
forms the normal LP algorithm from 0.6 to 3.4
in F-measure on the ACE RDC 2003 corpus
respectively when the labeled data ranges from
100% to 5%. This suggests that the manifold
structure in both the labeled and unlabeled data
can be well preserved via bootstrapped support
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vectors, especially when only a small amount
of labeled data is available. This implies that
weighted support vectors may represent the
manifold structure (e.g. the decision boundary
from where label propagation is done) better
than the full set of data — an interesting result
worthy more quantitative and qualitative justi-
fication in the future work.

4) Our LP algorithms via bootstrapped (weighted)
support vectors perform better than LP algo-
rithms via bootstrapped (un-weighted) support
vectors by ~1.0 in F-measure on average. This
suggests that bootstrapped support vectors with
their weights can better represent the manifold
structure in all the available labeled and unla-
beled data than bootstrapped support vectors
without their weights.

5) Comparison of SVM, SVM bootstrapping and
label propagation with bootstrapped (weighted)
support vectors shows that both bootstrapping
and label propagation contribute much to the
performance improvement.

Table 1 also shows the increases in F-measure
(the numbers inside the parentheses) if we add all
the instances in the ACE RDC 2004° corpus into
the ACE RDC 2003 corpus in consideration as
unlabeled data in all the four semi-supervised
learning methods. It shows that adding more unla-
beled data can consistently improve the perform-
ance. For example, compared with using only 5%
of the ACE RDC 2003 training data as the labeled
data and the remaining training data and the test
data in this corpus as the unlabeled data, including
the ACE RDC 2004 corpus as the unlabeled data
increases the F-measures of 1.4 and 1.0 in our LP
algorithm and the normal LP algorithm respec-
tively. Table 1 shows that the contribution grows
first when the labeled data begins to increase and
reaches a maximum of ~2.0 in F-measure at a cer-
tain point.

Finally, it is found in our experiments that
critical and hard instances normally occupy only
15~20% (~18% on average) of all the available
labeled and unlabeled data. This suggests that,
through bootstrapped support vectors, our LP algo-

6 Compared with the ACE RDC 2003 task, the ACE
RDC 2004 task defines two more entity types, i.e.
weapon and vehicle, much more entity subtypes, and
different 7 relation types and 23 subtypes between 7
entity types. The ACE RDC 2004 corpus from LDC
contains 451 documents and 5702 relation instances.



rithm can largely reduce the computational burden
since it only depends on the critical instances (i.e.
bootstrapped support vectors with their weights)
and those hard instances.

5 Conclusion

This paper proposes a new effective and efficient
semi-supervised learning method in relation ex-
traction. First, a moderate number of weighted
support vectors are bootstrapped from all the avail-
able labeled and unlabeled data via SVM through a
co-training procedure with feature projection. Here,
a random feature projection technique is used to
generate multiple overlapping feature views in
bootstrapping using a state-of-the-art linear kernel.
Then, a LP algorithm is applied to propagate labels
via the bootstrapped support vectors, which, to-
gether with those hard unlabeled instances and the
test instances, are represented as vertices in a con-
nected graph. During the classification process, the
label information is propagated from any vertex to
nearby vertex through weighted edges and finally
the labels of unlabeled instances are inferred until a
global stable stage is achieved. In this way, the
manifold structure in both the labeled and unla-
beled data can be well captured by label propaga-
tion via bootstrapped support vectors. Evaluation
on the ACE RDC 2004 corpus suggests that our LP
algorithm via bootstrapped support vectors can
take the advantages of both SVM bootstrapping
and label propagation.

For the future work, we will systematically
evaluate our proposed method on more corpora
and explore better metrics of measuring the simi-
larity between two instances.
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Abstract

Topic Detection and Tracking refers to au-
tomatic techniques for locating topically re-
lated materials in streams of data. As the
core technology of it, story link detection is
to determine whether two stories are about
the same topic. To overcome the limitation
of the story length and the topic dynamic
evolution problem in data streams, this pa-
per presents a method of applying dynamic
information extending to improve the per-
formance of link detection. The proposed
method uses previous latest related story to
extend current processing story, generates
new dynamic models for computing the sim-
ilarity between the current two stories. The
work is evaluated on the TDT4 Chinese cor-
pus, and the experimental results indicate
that story link detection using this method
can make much better performance on all
evaluation metrics.

1 Introduction

Topic Detection and Tracking (TDT) (Allan, 2002)
refers to a variety of automatic techniques for dis-
covering and threading together topically related
material in streams of data such as newswire or
broadcast news. Such automatic discovering and
threading could be quite valuable in many appli-
cations where people need timely and efficient ac-
cess to large quantities of information. Supported
by such technology, users could be alerted with new
events and new information about known events. By
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examining one or two stories, users define the topic
described in them. Then with TDT technologies
they could go to a large archive, find all the stories
about this topic, and learn how it evolved.

Story link detection, as the core technology de-
fined in TDT, is a task of determining whether two
stories are about the same topic, or topically linked.
In TDT, a topic is defined as something that hap-
pens at some specific time and place” (Allan, 2002).
Link detection is considered as the basis of other
event-based TDT tasks, such as topic tracking, topic
detection, and first story detection. Since story link
detection focuses on the streams of news stories,
it has its specific characteristic compared with the
traditional Information Retrieval (IR) or Text Clas-
sification task: new topics usually come forth fre-
quently during the procedure of the task, but nothing
about them is known in advance.

The paper is organized as follows: Section 2 de-
scribes the procedure of story link detection; Section
3 introduces the related work in story link detection;
Section 4 explains a baseline method which will
be compared with the proposed dynamic method in
Section 5; the experiment results and analysis are
given in Section 6; finally, Section 7 concludes the

paper.
2 Problem Definition

In the task definition of story link detection (NIST,
2003), a link detection system is given a se-
quence of time-ordered news source files S =
(S1,52,853,...,S5,) where each S; includes a set
of stories, and a sequence of time-ordered story
pairs P = (P,,P, Ps,...,P,) where P, =



(si1,8i2), 51 € Sj,812 € Sk, 1 <i<m,1 < j<
k < n. The system is required to make decisions on
all story pairs to judge if they describe a same topic.
We formalize the procedure for processing a pair
of stories as follows:
For a story pair P; = (s;1, 8;2):

1. Get background corpus B; of P;. According to
the supposed application situation and the cus-
tom that people usually look ahead when they
browse something, in TDT research the system
is usually allowed to look ahead N (usually 10)
source files when deciding whether the current

pair is linked. So B; = {S1,52,S53,...,S5},

where

[ — k+ 10 ,siQESkand(k—FlO)Sn
n ,Si2 € Sk and (k+10) >n °

2. Produce the representation models (M;1, M;2)
for two stories in P;. M = {(fs,ws) | s > 1},
where f; is a feature extracted from a story and
wy is the weight of the feature in the story. They
are computed with some parameters counted
from current story and the background.

3. Choose a similarity function F' and computing
the similarity between two models. If ¢ is a pre-
defined threshold and F'(M;1, M;2) > t, then
stories in P; are topically linked.

3 Related Work

A number of works has been developed on story link
detection. It can be classified into two categories:
vector-based methods and probabilistic-based meth-
ods.

The vector space model is widely used in IR and
Text Classification research. Cosine similarity be-
tween document vectors with ¢ f xidf term weighting
(Connell et al., 2004) (Chen et al., 2004) (Allan et
al., 2003) is also one of the best technologies for link
detection. We have examined a number of similarity
measures in story link detection, including cosine,
Hellinger and Tanimoto, and found that cosine sim-
ilarity produced outstanding results. Furthermore,
(Allan et al., 2000) also confirms this conclusion
among cosine, weighted sum, language modeling
and Kullback-Leibler divergence in its story link de-
tection research.
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Probabilistic-based method has been proven to be
very effective in several IR applications. One of its
attractive features is that it is firmly rooted in the the-
ory of probability, thereby allowing the researcher
to explore more sophisticated models guided by the
theoretical framework. (Nallapati and Allan, 2002)
(Lavrenko et al., 2002) (Nallapati, 2003) all ap-
ply probability models (language model or relevance
model) for story link detection. And the experiment
results indicate that the performances are compara-
ble with those using traditional vector space models,
if not better.

On the basis of vector-based methods, this paper
represents a method of dynamic information extend-
ing to improve the performance of story link detec-
tion. It makes use of the previous latest topically re-
lated story to extend the vector model of current be-
ing processed story. New dynamic models are gen-
erated for computing the similarity between two sto-
ries in current pair. This method resolves the prob-
lems of information shortage in stories and topic dy-
namic evolution in streams of data.

Before introducing the proposed method, we first
describe a method which is implemented with vector
model and cosine similarity function. This straight
and classic method is used as a baseline to be com-
pared with the proposed method.

4 Baseline Story Link Detection

The related work in story link detection shows that
vector representation model with cosine function
can be used to build the state-of-the-art story link de-
tection systems. Many research organizations take
this as their baseline system (Connell et al., 2004)
(Yang et al., 2002). In this paper, we make a similar
choice.

The baseline method represents each story as a
vector in term space, where the coordinates repre-
sent the weights of the term features in the story.
Each vector terms (or feature) is a single word plus
its tag which is produced by a segmenter and part of
speech tagger for Chinese. So if two tokens with
same spelling are tagged with different tags, they
will be taken as different terms (or features). It is
notable that in it is independent between processing
any two comparisons the baseline method.



4.1 Preprocessing

A preprocessing has been performed for TDT Chi-
nese corpus. For each story we tokenize the text, tag
the generated tokens, remove stop words, and then
get a candidate set of terms for its vector model. Af-
ter that, the term-frequency for each token in the
story and the length of the story will also be ac-
quired. In the baseline and dynamic methods, both
training and test data are preprocessed in this way.

The segmenter and tagger used here is ICTCLAS
I'. The stop word list is composed of 507 terms. Al-
though the term feature in the vector representation
is the word plus its corresponding tag, we will ig-
nore the tag information when filtering stop words,
because almost all the words in the list should be
filtered out whichever part of speech is used to tag
them.

4.2 Feature Weighting

One important issue in the vector model is weight-
ing the individual terms (features) that occur in the
vector. Most IR systems employed the traditional
tf *idf weighting, which also provide the base for
the baseline and dynamic methods in this paper. Fur-
thermore, this paper adopts a dynamic way to com-
pute the ¢ f x ¢df weighting:

wi(fi, d) = tf(fi,d) = idf (f;)
tf =t/(t+ 0.5 + 1.5dl/dlayg)

idf = log((N +0.5)/df)/log(N + 1)

where t is the term frequency in a story, dl is the
length of a story, dl4.4 is the average length of sto-
ries in the background corpus, N is the number of
stories in the corpus, df is the number of the stories
containing the term in the corpus.

The tf shows how much a term represents the
story, while the ¢df reflects the distinctive ability
of distinguishing current story from others. The
dynamic attribute of the ¢f * idf weighting lies in
the dynamic computation of dl,.g, N and df. The
background corpus used for statistics is incremen-
tal. As more story pairs are processed, more source
files could be seen, and the background is expand-
ing as well. Whenever the size of the background

"http://sewm.pku.edu.cn/QA/reference/ICTCLAS/FreeICT-
CLAS/
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has changed, the values of dl,.q, N and df will up-
date accordingly. We call this as incremental ¢ f xidf
weighting. A story might have different term vectors
in different story pairs.

4.3 Similarity Function

Another important issue in the vector model is de-
termining the right function to measure the similar-
ity between two vectors. We have firstly tried three
functions: cosine, Hellinger and Tanimoto, among
which cosine function performs best for its substan-
tial advantages and the most stable performance. So
we consider the cosine function in baseline method.

Cosine similarity, as a classic measure and con-
sistent with the vector representation, is simply an
inner product of two vectors where each vector is
normalized to the unit length. It represents cosine
of the angle between two vector models M; =

{(f1i,w1s),i > 1} and Mo = {(f2;, w2;),7 > 1}.

cos(My, Ma) = (B(wi; X wy))// (Bwi;) (Zws;)

Cosine similarity tends to perform best at full di-
mensionality, as in the case of comparing two sto-
ries. Performance degrades as one of the vectors be-
comes shorter. Because of the built-in length nor-
malization, cosine similarity is less dependent on
specific term weighting.

S Dynamic Story Link Detection
5.1

Investigation on the TDT corpus shows that news
stories are usually short, which makes that their rep-
resentation models are too sparse to reflect topics
described in them. A possible method of solving
this problem is to extend stories with other related
information. The information can be synonym in
a dictionary, related documents in external corpora,
etc. However, extending with synonym is mainly
adding repetitious information, which can not define
the topics more clearly. On the other hand, topic-
based research should be real-sensitive. The corpora
in the same period as the test corpora are not easy
to gather, and the number of related documents in
previous period is very few. So it is also not feasi-
ble to extend the stories with related documents in
other corpora. We believe that it is more reason-
able that the best extending information may be the

Motivation



story corpus itself. Following the TDT evaluation
requirement, we will not use entire corpus at a time.
Instead, when we process current pair of stories, we
utilize all the stories before the current pair in the
story corpus.

In addition, topics described by stories usually
evolve along with time. A topic usually begins with
a seminal event. After that, it will focus mainly on
the consequence of the event or other directly re-
lated events as the time goes. When the focus in
later stories has changed, the words used in them
may change remarkably. Keeping topic descrip-
tions unchanged from the beginning to the end is
obviously improper. So topic representation mod-
els should also be updated as the topic emphases in
stories has changed. Formerly we have planed to use
related information to extend a story to make up the
information shortage in stories. Considering more
about topic evolution, we extend a story with its lat-
est related story. In addition, up to now almost all
research in story link detection takes the hypothe-
sis that whether two stories in one pair are topically
linked is independent of that in another pair. But we
realize that if two stories in a pair describe a same
topic, one story can be taken as related information
to extend another story in later pairs. Compared with
extending with more than one story, extending only
with its latest related story can keep representation
of the topic as fresh as possible, and avoid extend-
ing too much similar information at the same time,
which makes the length of the extended vector too
long. Since the vector will be renormalized, a too
big length means evidently decreasing the weight
of an individual feature which will instead cause a
lower cosine similarity. This idea has also been con-
firmed by the experiment showing that the perfor-
mance extending with one latest related story is su-
perior to that extending with more than one related
story, as described in section 6.3. The experiment re-
sults also show that this method of dynamic informa-
tion extending apparently improves the performance
of story link detection.

5.2 Method Description

The proposed dynamic method is actually the base-
line method plus dynamic information extending.
The preprocessing, feature weighting and similarity
computation in dynamic method are similar as those
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in baseline method. However, the vector representa-
tion for a story here is dynamic. This method needs a
training corpus to get the extending threshold decid-
ing whether a story should be used to extend another
story in a pair. We split the sequence of time-ordered
story pairs into two parts: the former is for training
and the later is for testing. The following is the pro-
cessing steps:

1. Preprocess to create a set of terms for repre-
senting each story as a term vector, which is
same as baseline method.

2. Run baseline system on the training corpora
and find an optimum fopically link threshold.
We take this threshold as extending threshold.
The topically link threshold used for making
link decision in dynamic method is another pre-
defined one.

3. Along with the ordered story pairs in the test
corpora, repeat a) and b):

(a) When processing a pair of stories P; =
(8i1,8i2), if s;1 or s;2 has an extending
story, then update the corresponding vec-
tor model with its related story to a new
dynamic one. The generation procedure
of dynamic vector will be described in
next subsection.

(b) Computing the cosine similarity between

the two dynamic term vectors. If it ex-

ceeds the extending threshold, then s;; and

s;o are the latest related stories for each

other. If one story already has an extend-

ing story, replace the old one with the new
one. So a story always has no more than
one extending story at any time. If the
similarity exceeds topically link threshold,
841 and s;9 are topically linked.

From the above description, it is obvious that dy-
namic method needs two thresholds, one for making
extending decision and the other for making link de-
cision. Since in this paper we will focus on the op-
timum performance of systems, the first threshold is
more important. But topically link threshold is also
necessary to be properly defined to approach a bet-
ter performance. In the baseline method, term vec-
tors are dynamic because of the incremental ¢ f * ¢df



weighting. However, dynamic information extend-
ing is another more important reason in the dynamic
method. Whenever a story has an extending story, its
vector representation will update to include the ex-
tending information. Having the extending method,
the representation model can have more information
to describe the topic in a story and make the topic
evolve along with time. The dynamic method can
define topic description clearer and get a more accu-
rate similarity between stories.

5.3 Dynamic Vector Model

In the dynamic method, we have tried two ways for
the generation of dynamic vector models: increment
model and average model. Supposing we use vector
model M; = {(f1i,w1;),7 > 1} of story s1 to ex-
tend vector model My = {(f2i, wa;), i > 1} of story
s9, Mo will change to representing the latest evolv-
ing topic described in current story after extending.

1. Increment Model: For each term fi; in My, if
it also occurs as fo; in Mo, then wo; will not
change, otherwise ( f1;, w1;) will be added into
Ms>. This dynamic vector model only takes in-
terest in the new information that occurs only in
M. For features both occurred in M7 and Mo,
the dynamic model will respect to their original
weights.

2. Average Model: For each term fi; in My, if
it also occurs as fa; in Mp, then wy; = 0.5 *
(w1 + wa;), otherwise ( f1;, w1;) will be added
into M. This dynamic model will take account
of all information in M. So the difference be-
tween those two dynamic models is the weight
recalculation method of the feature occurred in
both M7 and Mo.

Both the above two dynamic models can take ac-
count of information extending and topic evolution.
Increment Model is closer to topic description since
it is more dependent on latest term weights, while
Average Model makes more reference to the cen-
troid concept. The experiment results show that dy-
namic method with Average Model is a little supe-
rior to that with Increment Model.
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6 Experiment and Discussion

6.1 Experiment Data

To evaluate the proposed method, we use the Chi-
nese subset of TDT4 corpus (LDC, 2003) devel-
oped by the Linguistic Data Consortium (LDC) for
TDT research. This subset contains 27145 stories
all in Chinese from October 2000 through January
2001, which are gathered from news, broadcast or
TV shows.

LDC totally labeled 40 topics on TDT4 for 2003
evaluation. There are totally 12334 stories pairs
from 1151 source files in the experiment data. The
answers for these pairs are based on 28 topics of
these topics, generated from the LDC 2003 anno-
tation documents. The first 2334 pairs are used for
training and finding extending threshold of dynamic
method. The rest 10000 pairs are testing data used
for comparing performances of baseline and the dy-
namic methods.

6.2 Evaluation Measures

The work is measured by the TDT evaluation soft-
ware, which could be referred to (Hoogma, 2005)
for detail. Here is a brief description. The goal of
link detection is to minimize the cost due to errors
caused by the system. The TDT tasks are evaluated
by computing a “detection cost’:

Cdet = Cmiss'Pmiss'Ptarget+cfa'Pfa'Pnon—target

where C,,,;ss 1S the cost of a miss, P,,;ss 1S the es-
timated probability of a miss, Pjrget 1 the prior
probability under which a pair of stories are linked,
C'tq 1s the cost of a false alarm, Py, is the estimated
probability of a false alarm, and P, target 1S the
prior probability under which a pair of stories are
not linked. A miss occurs when a linked story pair is
not identified as being linked by the system. A false
alarm occurs when the pair of stories that are not
linked are identified as being linked by the system.
A target is a pair of linked stories; conversely a non-
target is a pair of stories that are not linked. For the
link detection task these parameters are set as fol-
lows: Chyiss 18 1, Piarget 18 0.02, and C'y,, is 0.1. The
cost for each topic is equally weighted (usually the
cost of topic-weighted is the mainly evaluation pa-
rameter) and normalized so that for a given system,
the normalized value (C\get ) norm can be no less than



one without extracting information from the source
data:

Cdet

min(cmissptargeta CfaPnonftarget)

(Cdet)overall = Ei(céet)norm/#topics

where the sum is over topics ¢. A detection curve
(DET curve) is computed by sweeping a threshold
over the range of scores, and the minimum cost over
the DET curve is identified as the minimum detec-
tion cost or min DET. The topic-weighted DET cost
is dependent on both a good minimum cost and a
good method for selecting an operating point, which
is usually implemented by selecting a threshold. A
system with a very low min DET cost can have a
much larger topic-weighted DET score. Therefore,
we focus on the minimum DET cost for the experi-
ments.

(Cdet)norm =

6.3 Experiment Results

In this paper, we have tried three methods for story
link detection: the baseline method described in
Section 4 and two dynamic methods with different
dynamic vectors introduced in Section 5. The fol-
lowing table gives their evaluation results.

metrics baseline | dynamic 1 | dynamic 2
Priss 0.0514 0.0348 0.0345
Py, 0.0067 0.0050 0.0050
Clinkmin 0.0017 0.0012 0.0012
Clinkyorm | 0.0840 0.0591 0.0588

Table 1: Experiment Results of Baseline System and
Dynamic Systems

In the table, Clink,,;, is the minimum
(Cdet)overall, DET Graph Minimum Detection
Cost (topic-weighted), Clink,orn is the normal-
ized minimum (Clyet)operanrs the dynamic 1 is the
dynamic method which uses Increment Model and
the dynamic 2 is the dynamic method which uses
Average Model. We can see that the proposed two
dynamic methods are both much better than base-
line method on all four metrics. The Clinkyorm
of dynamic 1 and 2 are improved individually by
27.2% and 27.8% as compared to that of baseline
method. The difference between two dynamic
methods is due to different in the P,,;ss. However,
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it is too little to compare the two dynamic systems.
We also make additional experiments in which a
story is extended with all of its previous related
stories. The minimum (Cdet)overall is 0.0614 for
the system using Increment Model, and 0.0608 for
the system using Average Model. Although the
performances are also much superior to baseline, it
is still a little poorer than that with only one latest
related story, which confirm the ideal described in
section 5.1.

Figure 1, 2 and 3 show the detail evaluation in-
formation for individual topic on Minimum Norm
Detection Cost, Pp,iss and Pyr,. From Figure 1 we
know these two dynamic methods have improved the
performance on almost all the topic, except topic 12,
26 and 32. Note that detection cost is a function of
Ppiss and Py,. Figure 2 shows that both two dy-
namic methods reduce the false alarm rates on all
evaluation topics. In Figure 3 there are 20 topics
on which the miss rates remain zero or unchange.
The dynamic methods reduce the miss rates on 5
topics. However, dynamic methods get relatively
poorer results on topic 12, 26 and 32 . Altogether
dynamic methods can notably improve system per-
formance on evaluation metrics of both individual
and weighted topic, especially the false alarm rate,
but on some topics, it gets poorer results.

Further investigation shows that topic 12, 26 and
32 are about Presidential election in Ivory Coast
on October 25, 2000, Airplane Crash in Chiang
Kai Shek International Airport in Taiwan on Octo-
ber 31, 2000, and APEC Conference on Novem-
ber 12-15, 2000 at Brunei. After analyzing those
story pairs with error link decision, we can split
them into two sets. One is that two stories in a pair
are general linked but not TDT specific topically
linked. Here general linked means that there are
many common words in two stories, but the events
described in them happened in different times or dif-
ferent places. For example, Airplane Crash is a gen-
eral topic, while Airplane Crash in certain location
at specification time is a TDT topic. The other is
that two stories in a pair are TDT topically linked
while they describe the topic from different perspec-
tives. In this condition they will have few common
words. These may be due to that the information
extracted from stories is still not accurate enough
to represent them. It also may be because of the
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deficiency of vector model itself. Furthermore, we
know that the extending story is chosen by cosine
similarity, which results that the extending story and
the extended story are usually topically linked from
the same perspectives, seldom from different per-
spectives. Therefore the method of information ex-
tending may sometimes turn the above first problem
worse and have no impact on the second problem.
So mining more useful information or making more
use of other useful resources to solve these problems
will be the next work. In addition, how to repre-
sent this information with a proper model and seek-
ing better or more proper representation models for
TDT stories are also important issues. In a word,
the method of information extending has been veri-
fied efficient in story link detection and can provide a
reference to improve the performance of some other
similar systems whose data must be processed seri-
ally, and it is also hopeful to combined with other
improvement technologies.

7 Conclusion

Story link detection is a key technique in TDT re-
search. Though many approaches have been tried,
there are still some characters ignored. After analyz-
ing the characters and deficiency in TDT stories and
story link detection, this paper presents a method of
dynamic information extending to improve the sys-
tem performance by focus on two problems: infor-
mation deficiency and topic evolution. The exper-
iment results indicate that this method can effec-
tively improve the performance on both miss and
false alarm rates, especially the later one. How-
ever, we should realize that there are still some prob-
lems to solve in story link detection. How to com-
pare general topically linked stories and how to com-
pare stories describing a TDT topic from different
angles will be very vital to improve system perfor-
mance. The next work will focus on mining more
and deeper useful information in TDT stories and
exploiting more proper models to represent them.
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Abstract

Orthographic variance is a fundamental
problem for many natural language process-
ing applications. The Japanese language, in
particular, contains many orthographic vari-
ants for two main reasons: (1) transliterated
words allow many possible spelling varia-
tions, and (2) many characters in Japanese
nouns can be omitted or substituted. Pre-
vious studies have mainly focused on the
former problem; in contrast, this study has
addressed both problems using the same
framework. First, we automatically col-
lected both positive examples (sets of equiv-
alent term pairs) and negative examples (sets
of inequivalent term pairs). Then, by using
both sets of examples, a support vector ma-
chine based classifier determined whether
two terms (t; and t9) were equivalent. To
boost accuracy, we added a transliterated
probability P(t1|s)P(t2|s), which is the
probability that both terms (¢ and ¢3) were
transliterated from the same source term (s),
to the machine learning features. Exper-
imental results yielded high levels of ac-
curacy, demonstrating the feasibility of the
proposed approach.

1 Introduction

Spelling variations, such as “center” and “centre”,
which have different spellings but identical mean-
ings, are problematic for many NLP applications
including information extraction (IE), question an-
swering (QA), and machine transliteration (MT). In

.u-tokyo.ac. jp

Table 1: Examples of Orthographic Variants.

spaghetti Thompson operation
AINT T A b7 o Fifii
( supoagittji >_‘ (Thompson’s operation method)
ANTVTA= | o T OFif
( supage‘ttjii ) (Thompson’s operation)
AINTT A k2T
( supagetji ) (Thompson operation)
AINT T A —
( supagetjii )
AINTT A
( supagetji )

* () indicates a pronunciation. () indicates a translation.

this paper, these variations can be termed ortho-
graphic variants.

The Japanese language, in particular, contains
many orthographic variants, for two main reasons:

1. It imports many words from other languages
using transliteration, resulting in many possible
spelling variations. For example, Masuyama et
al. (2004) found at least six different spellings
for" spaghetti” in newspaper articles (Table 1
Left).

2. Many characters in Japanese nouns can be
omitted or substituted, leading to tons of in-
sertion variations (Daille et al., 1996) (Table 1
Right).

To address these problems, this study developed a
support vector machine (SVM) based classifier that

48



can determine whether two terms are equivalent. Be-
cause a SVM-based approach requires positive and
negative examples, we also developed a method to
automatically generate both examples.

Our proposed method differs from previously de-
veloped methods in two ways.

1. Previous studies have focused solely on the for-
mer problem (transliteration); our target scope
is wider. We addressed both transliteration
and character omissions/substitutions using the
same framework.

. Most previous studies have focused on back-
transliteration (Knight and Graehl, 1998; Goto
et al., 2004), which has the goal of generating a
source word (s) for a Japanese term (¢). In con-
trast, we employed a discriminative approach,
which has the goal of determining whether two
terms (t; and t2) are equivalent. These two
goals are related. For example, if two terms (¢,
and to) were transliterated from the same word
(s), they should be orthographic variants. To
incorporate this information, we incorporated
a transliterated-probability (P (s|t1) x P(s|t2))
into the SVM features.

Although we investigated performance using
medical terms, our proposed method does not de-
pend on a target domain'.

2 Orthographic Variance in Dictionary
Entries

Before developing our methodology, we examined
problems related to orthographic variance.

First, we investigated the amount of orthographic
variance between two dictionaries’ entries (DIC1
(Ito et al., 2003), totaling 69,604 entries, and DIC2
(Nanzando, 2001), totaling 27,971 entries).

Exact matches between entries only occurred for
10,577 terms (15.1% of DIC1, and 37.8% of DIC2).
From other entries, we extracted orthographic vari-
ance as follows.

STEP 1: Extracting Term Pairs with Similar
Spelling
!The domain could affect the performance, because most of

medical terms are imported from other languages, leading to
many orthographic variants.
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Figure 1: Similarity Threshold and Orthographic
Variants Ratio.

We extracted term pairs with similar spelling
(t1 and t2) using edit distance-based similarity
(defined by Table 2). We extracted term pairs
with STM.4 > 0.8, and found 5,064 term pairs
with similar spelling.

STEP 2: Judging Orthographic Variance
We then manually judged whether each term
pair was composed of orthographic variants
(whether or not they had the same meaning).

Our results indicated that 1,889 (37.3%) of the
terms were orthographic variants.

Figure 1 presents the relation between the ortho-
graphic variation ratio and similarity threshold (0.8-
1.0). As shown in the figure, a higher similarity
threshold (SIM=0.96-97) does not always indicate
that terms are orthographic variants.

The following term pair is a typical example:

1. ZEBMHRT (VA
(mutated hepatitis type B virus),
285 CHUFRY )V A

(mutated hepatitis type C virus).

2.

They have only one character difference (“B” and
“C”), resulting in high levels of spelling similar-
ity, but the meanings are not equivalent. This type
of limitation, intrinsic to measurements of spelling
similarity, motivated us to develop an SVM-based
classifier.

3 Method

We developed an SVM-based classifier that deter-
mines whether two terms are equivalent. Section 3.1



Table 2: Edit Distance-based Similarity (S1M.g).

The edit distance-based similarity (S1M.q)
between two terms (t1,¢2) is defined as fol-
lows:

EditDistance(ty, t2) x 2
len(t1) + len(t2)

STMeq(ti,t2) = 1—

where len(t;) is the number of characters of
t1, len(ty) is the number of characters of to,
Edit Distance(t1,¢2) is the minimum number
of point mutations required to change ¢; into
to, where a point mutation is one of: (1) a
change in a character, (2) the insertion of a
character, and (3) the deletion of a character.
For details, see (Levenshtein, 1965).

will describe the method we used to build training
data, and Section 3.2 will introduce the classifier.

3.1 Automatic Building of Examples

Positive Examples

Our method uses a straight forward approach to
extract positive examples. The basic idea is that or-
thographic variants should have (1) similar spelling,
and (2) the same English translation.

The method consists of the following two steps:

STEP 1: First, using two or more translation dictio-
naries, extract a set of Japanese terms with the
same English translation.

STEP 2: Then, for each extracted set, generate two
possible term pairs (t; and t2) and calculate the
spelling similarity between them. Spelling sim-
ilarity is measured by edit distance-based simi-
larity (see Section 2). Any term pair with more
than a threshold (SIMed(t1,t2) > 0.8) simi-
larity is considered a positive example.

Negative Examples

We based our method of extracting negative ex-
amples using the dictionary-based method. As with
positive examples, we collected term pairs with sim-
ilar spellings (SIMed(t1,t2) > 0.8), but differing
English translations.

However, the above heuristic is not sufficient to
extract negative examples; different English terms
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might have the same meaning, which could cause
unsuitable negative examples.

For example, t; < (stomach cancer)” and
to “HM A (stomach carcinoma)”: although these
words have differing English translations, unfortu-
nately they are not a negative example (“cancer” and
“carcinoma” are synonymous).

To address this problem, we employed a corpus-
based approach, hypothesizing that if two terms are
orthographic variants, they should rarely both ap-
pear in the same document. Conversely, if both
terms appear together in many documents, they are
unlikely to be orthographic variants (negative exam-
ples).

Based on this assumption, we defined the follow-
ing scoring method:

Score(ty,ta) = log(HIT(t1,12))

where HIT(t) is the number of Google hits for a
query t. We only used negative examples with the
highest K score, and discarded the others?.

3.2 SVM-Based Classifier

The next problem was how to convert training-data
into machine learning features. We used two types
of features.

Character-Based Features

We expressed different characters between two
terms and their context (window size +1) as fea-
tures, shown in Table 3. Thus, to represent an omis-
sion, “¢ (null)” is considered a character. Two ex-
amples are provided in Figures 2.

Note that if terms contain two or more differing
parts, all the differing parts are converted into fea-
tures.

Similarity-based Features

Another type of feature is the similarity between
two terms (¢; and t2). We employed two similarities:

1. Edit distance-based similarity SIM_4(t1,t2)
(see Section 2).

2. Transliterated similarity, which is the probabil-
ity that two terms (¢; and ¢2) were transliterated

’In the experiments in Section 4, we set K is 41,120, which
is equal to the number of positive examples.

maz(log(HIT(t1)),log(HIT (t2)))’



Table 3: Character-based Features.

LEX-DIFF

Differing characters between
two terms, consisting of a pair
of n : m characters (n > 0 and
m > 0). For example, we regard
“Y({t)— ¢” as LEX-DIFF in
Figure 2 TOP.

LEX-PRE

Previous character of DIFF. We
regard “7’(ge)” as LEX-PRE in
Figure 2 TOP.

LEX-POST

Subsequent character of DIFF.
We regard “7(te)” as LEX-
POST in Figure 2 TOP.

TYPE-DIFF

A script type of differing
characters between two terms,
classified into four cate-
gories: (1) HIRAGANA-script,
(2) KATAKANA-script, (3)
Chinese-character  script or
(4) others (symbols, numer-
ous expressions etc.)) We
regard “KATAKANA— ¢” as
TYPE-DIFF in Figure 2 TOP.

TYPE-PRE

A type previous character of
DIFF. We regard “KATAKANA”
as TYPE-PRE in Figure 2 TOP.

TYPE-POST

A type subsequent character of
DIFF. We regard “KATAKANA”
as TYPE-POST in Figure 2 TOP.

LEN-DIFF

A length (the number of charac-
ters) of differing parts.
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Figure 2: A Positive Example (TOP) and A Negative
Example (BOTTOM).

from the same source word (¢) (defined in Table
4).

Note that the latter, transliterated similarity, is
applicable to a situation in which the input pair is
transliterated.

4 Experiments

4.1 Test-Set

To evaluate the performance of our system, we used
judged term pairs, as discussed in Section 2 (ALL-
SET). We also extracted a sub-set of these pairs in
order to focus on a transliteration problem (TRANS-
SET).

1. ALL-SET: This set consisted of all examples
(1,889 orthographic variants of 5,064 pairs)

2. TRANS-SET: This set contained only exam-
ples of transliteration (543 orthographic vari-
ants or 1,111 pairs).

4.2 Training-Set

Using the proposed method set out in Section 3,
we automatically constructed a training-set from
two translation dictionaries (Japan Medical Termi-
nology English-Japanese(Nanzando, 2001) and 25-
Thousand-Term Medical Dictionary(MEID, 2005)).



The resulting training-set consisted of 82,240 exam-
ples (41,120 positive examples and 41,120 negative
examples).

4.3 Comparative Methods
We compared the following methods:
1. SIM-ED: An edit distance-based method,
which regards an input with a similarity

SIM_q(t1,t2) > TH as an orthographic vari-
ant.

SIM-TR: A transliterated based method, which
regards an input with a spelling similarity
SIM;y,(t1,t2) > TH as an orthographic vari-
ant (TRANS-SET only).

. PROPOSED: Our proposed method without
S1M;,, features.

. PROPOSED+TR: Our proposed method with
S1 M, teatures. (TRANS-SET only).

For SVM learning, we used TinySVM? with poly-
nomial kernel (d=2).

4.4 Evaluation

We used the three following measures to evaluate
our method:

# of pairs found and correct

Precision = ,

total # of pairs found

# of pairs found and correct

Recall =
ced total # of pairs correct
I _ 9 Recall x Precision
p=17= Recall + Precision’
4.5 Results

Table 5 presents the performance of all methods.
The accuracy of similarity-based methods (SIM-ED
and SIM-TR) varied depending on the threshold
(T'H). Figure 3 is a precision-recall graph of all
methods in TRANS-SET.

In ALL-SET, PROPOSED outperformed a
similarity-based method (SIM-ED) in Fj_q,
demonstrating the feasibility of the proposed
discriminative approach.

3http://chasen.org/ taku/software/TinySVM/
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Figure 3: SIM and orthographic variants ratio.

In TRANS-SET, PROPOSED also outperformed
two similarity-based methods (SIM-ED and SIM-
TR). In addition, PROPOSED+TR yielded higher
levels of accuracy than PROPOSED. Based on this
result, we can conclude that adding transliterated-
probability improved accuracy.

It was difficult to compare accuracy between the
results of our study and previous studies. Previous
studies used different corpora, and also focused on
(back-) transliteration. However, our accuracy levels
were at least as good as those in previous studies
(64% by (Knight and Graehl, 1998) and 87.7% by
(Goto et al., 2004)).

4.6 Error Analysis

We investigated errors from PROPOSED and PRO-
POSED+TR, and found two main types.

1. Different Script Types

The Japanese language can be expressed using
three types of script: KANIJI (Chinese char-
acters), KATAKANA, and HIRAGANA. Al-
though each of these scripts can be converted
to another, (such as “JJii” (“epilepsia” in
KANIJI script) and “CADA” (“epilepsia” in
HIRAGANA script), our method cannot deal
with this phenomenon. Future research will
need to add steps to solve this problem.

2. Transliteration from Non-English Lan-



Table 5: Results

ALL-SET TRANS-SET
Precision Recall Fpg—; | Precision Recall Fjp_;
SIM-ED | 65.2% 64.6% 0.65 | 91.2% 36.3% 0.51
SIM-TR | - - - 92.6 % 439% 0.59
PROPOSED | 78.2% 70.2% 0.73 | 81.9% 75.6% 0.78
PROPOSED+TR | - - - 81.7% 82.7% 0.82

* The performance in SIM-ED and SIM-TR showed the highest Fj3—; values.

guages

While our experimental set consisted of medi-
cal terms, including a few transliterations from
Latin or German, transliteration-probability
was trained using transliterations from the
English language (using a general dictio-
nary). Therefore, PROPOSED+TR results are
inferior when inputs are from non-English
languages. In a general domain, SIM-TR and
PROPOSED+TR would probably yield higher
accuracy.

5 Related Works

As noted in Section 1, transliteration is the most rel-
evant field to our work, because it results in many
orthographic variations.

Most previous transliteration studies have focused
on finding the most suitable back-transliteration of a
term. For example, Knight (1998) proposed a prob-
abilistic model for transliteration. Goto et al.(2004)
proposed a similar method, utilizing surrounding
characters.

Their method is not only applicable to Japanese;
it has already been used for Korean(Oh and Choi,
2002; Oh and Choi, 2005; Oh and Isahara, 2007),
Arabic(Stalls and Knight, 1998; Sherif and Kon-
drak, 2007), Chinese(Li et al., 2007), and Per-
sian(Karimi et al., 2007).

Our method uses a different kind of task-setting,
compared to previous methods. It is based on deter-
mining whether two terms within the same language
are equivalent. It provides high levels of accuracy,
which should be practical for many applications.

Another issue is that of how to represent translit-
eration phenomena. Methods can be classified
into three main types: grapheme-based (Li et
al., 2004); phoneme-based (Knight and Graehl,
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1998); and combinations of both these meth-
ods( hybrid-model(Bilac and Tanaka, 2004) and
correspondence-based model(Oh and Choi, 2002;
Oh and Choi, 2005)). Our proposed method em-
ployed a grapheme-based approach. We selected
this kind of approach because it allows us to han-
dle not only transliteration but also character omis-
sions/substitutions, which we would not be able to
address using a phoneme-based approach (and a
combination approach).

Yoon et al. (2007) also proposed a discriminative
transliteration method, but their system was based
on determining whether a target term was transliter-
ated from a source term.

Bergsma and Kondrak (2007) and Aramaki et al.
(2007) proposed on a discriminative method for sim-
ilar spelling terms. However, they did not deal with
a transliterated probability.

Masuyama et al. (2004) collected 178,569
Japanese transliteration variants (positive examples)
from a large corpus. In contrast, we collected both
positive and negative examples in order to train the
classifier.

6 Conclusion

We developed an SVM-based orthographic dis-
ambiguation classifier, incorporating transliteration
probability. We also developed a method for col-
lecting both positive and negative examples. Ex-
perimental results yielded high levels of accuracy,
demonstrating the feasibility of the proposed ap-
proach. Our proposed classifier could become a fun-
damental technology for many NLP applications.
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Table 4: Transliterated Similarity (S1My,).

The transliterated similarity (SIMy,) between
two terms (t1,¢2) is defined as follows:

SIM(t1,t2) = > P(t1]s)P(ta]s),
ses

where S is a set of back-transliterations that are
generated from both ¢; and t2, P(e|t) is a prob-
ability of Japanese term (¢) comes from a source

term s.
K|

P(t|s) = [ Ptxlsr),
k=1

frequency of s, — 3
Pltylsy) = —1

frequency of sy,

where |K| is the number of characters in a term
t, t; is the k-th character of a term ¢, si is the
k-th character sequence of a term s, “frequency
of s, — t;.” is the occurrences of the alignments,
“frequency of s;” is the occurrences of a charac-
ter sg.

To get alignment, we extracted 100,128 translit-
erated term pairs from a transliteration dictionary
(EDP, 2005), and estimate its alignment by using
GIZA++. We aligned in Japanese-to-English di-
rection, and got 1 : m alignments (one Japanese
character : m alphabetical characters) to cal-
culate P(tg|sx). These formulas are equal to
(Karimi et al., 2007).

ST My (t1,t2) is a similarity (not a probability)
Phttp://www.fjoch.com/GIZA++.html
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Abstract

Name origin recognition is to identify the
source language of a personal or location
name. Some early work used either rule-
based or statistical methods with single
knowledge source. In this paper, we cast the
name origin recognition as a multi-class
classification problem and approach the
problem using Maximum Entropy method.
In doing so, we investigate the use of differ-
ent features, including phonetic rules, n-
gram statistics and character position infor-
mation for name origin recognition. Ex-
periments on a publicly available personal
name database show that the proposed ap-
proach achieves an overall accuracy of
98.44% for names written in English and
98.10% for names written in Chinese, which
are significantly and consistently better than
those in reported work.

1 Introduction

Many technical terms and proper names, such as
personal, location and organization names, are
translated from one language into another with
approximate phonetic equivalents. The phonetic
translation practice is referred to as trandliteration;
conversely, the process of recovering a word in its
native language from a transliteration is called as
back-tranditeration (Zhang et al, 2004; Knight
and Graehl, 1998). For example, English name
“Smith” and “ 5 % M (Pinyin': Shi-Mi-Si)” in

! Hanyu Pinyin, or Pinyin in short, is the standard romaniza-
tion system of Chinese. In this paper, Pinyin is given next to
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Chinese form a pair of transliteration and back-
trangdliteration. In many natural language process-
ing tasks, such as machine translation and cross-
lingual information retrieval, automatic name
transliteration has become an indispensable com-
ponent.

Name origin refers to the source language of a
name where it originates from. For example, the
origin of the English name “Smith” and its Chi-
nese transliteration 5% (Shi-Mi-Si)” is Eng-
lish, while both “Tokyo” and “Z< %% (Dong-Jing)”
are of Japanese origin. Following are examples of
different origins of a collection of English-Chinese
transliterations.

English: Richard-# £ {# (Li-Cha-De)
Hackensack-" 55 b.(Ha-Ken-
Sa-Ke)

Wen JiaBao-ili X F(Wen-Jia-
Bao)
ShenZhen—/&3)ll(Shen-Zhen)
Matsumoto-F2 4% (Song-Ben)
Hokkaido-t 1 (Bei-Hai-Dao)
Roh MooHyun- /7 1% (Lu-Wu-
Xuan)

Taejon-_X [ (Da-Tian)

Phan Van Khai-# 3 JL(Pan-
Wen-Kai)

Hanoi-Ji A (He-Nei)

Chinese:

Japanese:

Korean:

Vietnamese:

In the case of machine transliteration, the name
origins dictate the way we re-write a foreign word.
For example, given a name written in English or
Chinese for which we do not have a translation in

Chinese characters in round brackets for ease of reading.



a English-Chinese dictionary, we first have to de-
cide whether the name is of Chinese, Japanese,
Korean or some European/English origins. Then
we follow the transliteration rules implied by the
origin of the source name. Although all English
personal names are rendered in 26 letters, they
may come from different romanization systems.
Each romanization system has its own rewriting
rules. English name “Smith” could be directly
transliterated into Chinese as 5 % #/1(Shi-Mi-Si)”
since it follows the English phonetic rules, while
the Chinese translation of Japanese name “Koi-
zumi” becomes “/)NJi(Xiao-Quan)” following the
Japanese phonetic rules. The name origins are
equally important in back-transliteration practice.
Li et al. (2007) incorporated name origin recogni-
tion to improve the performance of personal name
transliteration. Besides multilingual processing,
the name origin also provides useful semantic in-
formation (regional and language information) for
common NLP tasks, such as co-reference resolu-
tion and name entity recognition.

Unfortunately, little attention has been given to
name origin recognition (NOR) so far in the litera-
ture. In this paper, we are interested in two kinds
of name origin recognition: the origin of names
written in English (ENOR) and the origin of
names written in Chinese (CNOR). For ENOR,
the origins include English (Eng), Japanese (Jap),
Chinese Mandarin Pinyin (Man) and Chinese Can-
tonese Jyutping (Can). For CNOR, they include
three origins: Chinese (Chi, for both Mandarin and
Cantonese), Japanese and English (refer to Latin-
scripted language).

Unlike previous work (Qu and Grefenstette,
2004; Li et al., 2006; Li et al., 2007) where NOR
was formulated with a generative model, we re-
gard the NOR task as a classification problem. We
further propose using a discriminative learning
algorithm (Maximum Entropy model: MaxEnt) to
solve the problem. To draw direct comparison, we
conduct experiments on the same personal name
corpora as that in the previous work by Li et al.
(2006). We show that the MaxEnt method effec-
tively incorporates diverse features and outper-
forms previous methods consistently across all test
cases.

The rest of the paper is organized as follows: in
section 2, we review the previous work. Section 3
elaborates our proposed approach and the features.
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Section 4 presents our experimental setup and re-
ports our experimental results. Finally, we con-
clude the work in section 5.

2 Related Work

Most of previous work focuses mainly on ENOR
although same methods can be extended to CNOR.
We notice that there are two informative clues that
used in previous work in ENOR. One is the lexical
structure of a romanization system, for example,
Hanyu Pinyin, Mandarin Wade-Giles, Japanese
Hepbrun or Korean Yale, each has a finite set of
syllable inventory (Li et al., 2006). Another is the
phonetic and phonotactic structure of a language,
such as phonetic composition, syllable structure.
For example, English has unique consonant
clusters such as /str/ and /ks/ which Chinese,
Japanese and Korean (CJK) do not have.
Considering the NOR solutions by the use of these
two clues, we can roughly group them into two
categories: rule-based methods (for solutions
based on lexical structures) and statistical methods
(for solutions based on phonotactic structures).

Rule-based Method

Kuo and Yang (2004) proposed using a rule-
based method to recognize different romanization
system for Chinese only. The left-to-right longest
match-based lexical segmentation was used to
parse a test word. The romanization system is con-
firmed if it gives rise to a successful parse of the
test word. This kind of approach (Qu and Grefen-
stette, 2004) is suitable for romanization systems
that have a finite set of discriminative syllable in-
ventory, such as Pinyin for Chinese Mandarin. For
the general tasks of identifying the language origin
and romanization system, rule based approach
sounds less attractive because not all languages
have a finite set of discriminative syllable inven-
tory.
Statistical Method

1) N-gram Sum Method (SUM): Qu and Gre-
fenstette (2004) proposed a NOR identifier using a
trigram language model (Cavnar and Trenkle,
1994) to distinguish personal names of three lan-
guage origins, namely Chinese, Japanese and Eng-
lish. In their work, the training set includes 11,416
Chinese name entries, 83,295 Japanese name en-
tries and 88,000 English name entries. However,
the trigram is defined as the joint probabil-



ity p(cc_,c_,) for 3-character cc_,c_, rather than
the commonly used conditional probabil-
ity p(c |c_c_,) . Therefore, the so-called trigram
in Qu and Grefenstette (2004) is basically a sub-
string unigram probability, which we refer to as
the n-gram (n-character) sum model (SUM) in this
paper. Suppose that we have the unigram count

C(cc_c_,) for character substring cc_c_, , the
unigram is then computed as:
C(cc_,c
p(qq71q72): ( (! I72) (1)

ZLC@CHQ,Z C:(Clcl—lcﬂ—z)
which is the count of character substring cc_c_,

normalized by the sum of all 3-character string
counts in the name list for the language of interest.
For origin recognition of Japanese names, this
method works well with an accuracy of 92%.
However, for English and Chinese, the results are
far behind with a reported accuracy of 87% and
70% respectively.

2) N-gram Perplexity Method (PP): Li et al.
(2006) proposed using n-gram character perplexity
PP, to identify the origin of a Latin-scripted name.

Using bigram, the PP, is defined as:

3 ™log (G 6.1)

PP, = A )
where N_is the total number of characters in the
test name, ¢ is the i™ character in the test name.
p(c |c_,) is the bigram probability which is
learned from each name list respectively. As a
function of model, PP. measures how good the

model matches the test data. Therefore, PP, can be

used to measure how good a test name matches a
training set. A test name is identified to belong to
a language if the language model gives rise to the
minimum perplexity. Li et al. (2006) shown that
the PP method gives much better performance
than the SUM method. This may be due to the fact
that the PP measures the normalized conditional
probability rather than the sum of joint probability.
Thus, the PP method has a clearer mathematical
interpretation than the SUM method.

The statistical methods attempt to overcome the
shortcoming of rule-based method, but they suffer
from data sparseness, especially when dealing
with a large character set, such as in Chinese (our
experiments will demonstrate this point empiri-
cally). In this paper, we propose using Maximum
Entropy (MaxEnt) model as a general framework
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for both ENOR and CNOR. We explore and inte-
grate multiple features into the discriminative clas-
sifier and use a common dataset for benchmarking.
Experimental results show that the MaxEnt model
effectively incorporates diverse features to demon-
strate competitive performance.

3 MaxEnt Model and Features

3.1 MaxEnt Model for NOR

The principle of maximum entropy (MaxEnt)
model is that given a collection of facts, choose a
model consistent with all the facts, but otherwise
as uniform as possible (Berger et al., 1996). Max-
Ent model is known to easily combine diverse fea-
tures. For this reason, it has been widely adopted
in many natural language processing tasks. The
MaxEnt model is defined as:

1 & (6 X
pc [0 ==]]e'"
Z j:I

=Y 06 0=y [ [}
i=1 j

i= i=l j=1

3)

4)

where C is the outcome label, Xis the given obser-

vation, also referred to as an instance. Z is a nor-
malization factor. N is the number of outcome
labels, the number of language origins in our case.
f,f,,--,f, are feature functions and

a,a,, -, 0 are the model parameters. Each pa-

rameter corresponds to exactly one feature and can
be viewed as a “weight” for the corresponding fea-
ture.

In the NOR task, Cis the name origin label; Xis

a personal name, f,is a feature function. All fea-

tures used in the MaxEnt model in this paper are
binary. For example:

I, if c="Eng"& x contains("str")
0, otherwise

fj(c,x)={

In our implementation, we used Zhang’s maxi-
mum entropy package”.

3.2 Features

Let us use English name “Smith” to illustrate the
features that we define. All characters in a name

2 http://homepages.inf.ed.ac.uk/s0450736/maxent.html



are first converted into upper case for ENOR be-
fore feature extraction.

N-gram Features. N-gram features are de-
signed to capture both phonetic and orthographic
structure information for ENOR and orthographic
information only for CNOR. This is motivated by
the facts that: 1) names written in English but from
non-English origins follow different phonetic rules
from the English one; they also manifest different
character usage in orthographic form; 2) names
written in Chinese follows the same pronunciation
rules (Pinyin), but the usage of Chinese characters
is distinguishable between different language ori-
gins as reported in Table 2 of (Li et al., 2007).
The N-gram related features include:

1) FUni: character unigram <§ M, I, T, H>

2) FBi: character bigram <SM, MI, IT, TH>

3) FTri: character trigram <SMI, MIT, ITH >

Position Specific n-gram Features: We in-
clude position information into the n-gram fea-
tures. This is mainly to differentiate surname from
given name in recognizing the origin of CJK per-
sonal names written in Chinese. For example, the
position specific n-gram features of a Chinese
name “Ji % F(Wen-Jia-Bao)” are as follows:

1) FPUni: position specific unigram

<0 /#(Wen), 1 5i(Jia), 2 %(Bao)>

2) FPBi: position specific bigram
<0 J#5(Wen-lia), 1 5¢ %(Jia-Bao)>
3) FPTri: position specific trigram

<0 j#5¢ #(Wen-Jia-Bao)>

Phonetic Rule-based Features: These features
are inspired by the rule-based methods (Kuo and
Yang, 2004; Qu and Grefenstette, 2004) that check
whether an English name is a sequence of sylla-
bles of CJK languages in ENOR task. We use the
following two features in ENOR task as well.

1) FMan: a Boolean feature to indicate

whether a name is a sequence of Chinese
Mandarin Pinyin.

2) FCan: a Boolean feature to indicate whether

a name is a sequence of Cantonese Jyutping.

Other Features:

1) FLen: the number of Chinese characters in a
given name. This feature is for CNOR only.
The numbers of Chinese characters in per-
sonal names vary with their origins. For ex-
ample, Chinese and Korean names usually
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consist of 2 to 3 Chinese characters while
Japanese names can have up to 4 or 5 Chi-
nese characters
FFre: the frequency of n-gram in a given
name. This feature is for ENOR only. In
CJK names, some consonants or vowels
usually repeat in a name as the result of the
regular syllable structure. For example, in
the Chinese name “Zhang Wanxiang”, the
bigram “an” appears three times

Please note that the trigram and position spe-
cific trigram features are not used in CNOR due to
anticipated data sparseness in CNOR’.

2)

4 Experiments

We conduct the experiments to validate the effec-
tiveness of the proposed method for both ENOR
and CNOR tasks.

4.1 Experimental Setting

Origin # entries Romanization System

Eng' 88,799  English
Man® 115,879  Pinyin
Can 115,739  Jyutping
J ap" 123,239  Hepburn

Table 1: Dg: Latin-scripted personal name corpus for
ENOR

Origin  # entries

Eng’ 37,644
Chi® 29,795
Jap’” 33,897

Table 2: D¢: Personal name corpus written in Chinese
characters for CNOR

3 In the test set of CNOR, 1080 out of 2980 names of Chinese
origin do not consist of any bigrams learnt from training data,
while 2888 out of 2980 names do not consist of any learnt
trigrams. This is not surprising as most of Chinese names only
have two or three Chinese characters and in our open testing,
the train set is exclusive of all entries in the test set.

4 http://www.census.gov/genealogy/names/

> http://technology.chtsai.org/amelist/

8 http://www.csse.monash.edu.au/~jwb/enamdict_doc.html

7 Xinhua News Agency (1992)

8 http://www .ldc.upenn.edu LDC2005T34

 www.cjk.org



Datasets: We prepare two data sets which are col-
lected from publicly accessible sources: Dg and D¢
for the ENOR and CNOR experiment respectively.
Drg s the one used in (Li et al., 2006), consisting of
personal names of Japanese (Jap), Chinese (Man),
Cantonese (Can) and English (Eng) origins. D¢
consists of personal names of Japanese (Jap), Chi-
nese (Chi, including both Mandarin and Canton-
ese) and English (Eng) origins. Table 1 and Table
2 list their details. In the experiments, 90% of en-
tries in Table 1 (Dg) and Table 2 (D¢) are ran-
domly selected for training and the remaining 10%
are kept for testing for each language origin. Col-
umns 2 and 3 in Tables 7 and 8 list the numbers of
entries in the training and test sets.

Evaluation Methods: Accuracy is usually used to
evaluate the recognition performance (Qu and
Gregory, 2004; Li et al., 2006; Li et al., 2007).
However, as we know, the individual accuracy
used before only reflects the performance of recall
and does not give a whole picture about a multi-
class classification task. Instead, we use precision
(P), recall (R) and F-measure (F) to evaluate the
performance of each origin. In addition, an overall
accuracy (Acc) is also given to describe the whole
performance. The P, R, F and Acc are calculated
as following:

_ # correctly recognized entries of the given origin
# entries recognized as the given origin by the system

_ # correctly recognized entries of the given origin

R
# entries of the given origin
Fo 2PR Acc— # all correctly reoognlzed entries
P+R # all entries
4.2 Experimental Resultsand Analysis

Table 3 reports the experimental results of ENOR.
It shows that the MaxEnt approach achieves the
best result of 98.44% in overall accuracy when
combining all the diverse features as listed in Sub-
section 3.2. Table 3 also measures the contribu-
tions of different features for ENOR by gradually
incorporating the feature set. It shows that:

1) All individual features are useful since the
performance increases consistently when
more features are being introduced.

2) Bigram feature presents the most informa-
tive feature that gives rise to the highest
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performance gain, while the trigram feature
further boosts performance too.

3) MaxEnt method can integrate the advan-
tages of previous rule-based and statistical
methods and easily integrate other features.

g %n < g LL g
2 2 S T T
g | o <
Eng 9140 80.76 85.75
) Man 83.05 81.90 82.47
FUML can 8113 8276 8104 5%
Jap  87.31 94.11 90.58
Eng 97.54 91.10 94.21
. Man 97.51 98.10 97.81
J’_
FBU 1 can 9768 9805 9786 07
Jap  94.62 98.24 96.39
Eng 97.71 93.79 95.71
. | Man 9894 9937 99.16
+ .
FIM | can 99.12 9919 9915 0707
Jap  96.19 98.52 97.34
Eng 97.53 94.64 96.06
+FPUni Man 99.21 9943 99.32 98.16
Can 9941 99.24 99.33
Jap 9648 98.49 97.47
Eng 97.68 9498 96.31
+FPBi Man 9932 99.50 99.41 98.28
Can 99.53 99.34 9944
Jap  96.59 98.52 97.55
Eng 97.62 9497 96.27
VFPTri Man 99.34 99.58 99.46 98.30
Can 99.63 99.37 99.50
Jap  96.61 98.45 97.52
Eng 97.74 95.06 96.38
Man 99.37 99.59 99.48
+ .
FEre | con 9961 9941 9951 2032
Jap  96.66 98.56 97.60
Eng 97.82 95.11 96.45
+FMan | Man 99.52 99.68 99.60 98.44
+FCan | Can 99.71 99.59 99.65 '
Jap  96.69 98.59 97.63

Table 3: Contribution of each feature for ENOR



Features Eng Jap Man Can
FMan -0.357  0.069  0.072  -0.709
FCan -0.424  -0.062 -0.775  0.066

Table 4: Features weights in ENOR task.

[¢D) —~
ERN- S 2 . %
g |c T = g
Eng 97.89 98.43 98.16
FUni | Chi 95.80 95.03 9542 96.97
Jap  96.96 97.05 97.00
Eng 96.99 9827 97.63
+FBi | Chi 96.86 92.11 94.43 96.28
Jap  95.04 97.73 96.36
Eng 97.35 9838 97.86
+FLen | Chi 97.29 95.00 96.13 97.14
Jap 96.78 97.64 97.21
Eng 97.74 98.65 98.19
+FPUni | Chi 97.65 9634 96.99 97.77
Jap 9791 98.05 97.98
Eng 97.50 98.43 97.96
+FPBi | Chi 97.61 96.04 96.82 97.56
Jap 97.59 97.94 97.76
FUni | Eng 98.08 99.04 98.56
+F£en Chi 97.57 96.88 97.22 98.10
FPUni | Jap 98.58 98.11 98.34

Table 5: Contribution of each feature for CNOR

Table 4 reports the feature weights of two fea-
tures “FMan” and “FCan” with regard to different
origins in ENOR task. It shows that “FCan” has
positive weight only for origin “Can” while
“FMan” has positive weights for both origins
“Man” and “Jap”, although the weight for “Man”
is higher. This agrees with our observation that the
two features favor origins “Man” or “Can”. The
feature weights also reflect the fact that some
Japanese names can be successfully parsed by the
Chinese Mandarin Pinyin system due to their simi-
lar syllable structure. For example, the Japanese
name “Tanaka Miho” is also a sequence of Chi-
nese Pinyin: “Ta-na-ka Mi-ho”.

Table 5 reports the contributions of different
features in CNOR task by gradually incorporating
the feature set. It shows that:
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Unigram features are the most informative
Bigram features degrade performance. This
is largely due to the data sparseness prob-
lem as discussed in Section 3.2.

FLen is also useful that confirms our intui-
tion about name length.

Finally the combination of the above three use-
ful features achieves the best performance of
98.10% in overall accuracy for CNOR as in the
last row of Table 5.

In Tables 3 and 5, the effectiveness of each fea-
ture may be affected by the order in which the fea-
tures are incorporated, i.e., the features that are
added at a later stage may be underestimated.
Thus, we conduct another experiment using "all-
but-one" strategy to further examine the effective-
ness of each kind of features. Each time, one type
of the n-gram (n=1, 2, 3) features (including or-
thographic n-gram, position-specific and n-gram
frequency features) is removed from the whole
feature set. The results are shown in Table 6.

1)
2)

3)

8 c [ za
5|5 § § v £
— E_/ o
g |6 2
/ Eng 97.81 9501 96.39
W/0
Ut | Man 99.41 9958 99.49
Can 99.53 9948 99.50
gram
Jap  96.63 98.52 97.57
Eng 9734 95.17 96.24
wioBi- | Man 9930 9948 9939 .
gram | Can 99.54 9933 9943 =
Jap  96.73 9832 97.52
/ Eng 97.57 94.10 95.80
¥r§ Man 9898 9923 99.10 o,
gram | Can 99.20 99.08 99.14 ‘
Jap  96.06 98.42 97.23
Table 6: Effect of n-gram feature for ENOR

Table 6 reveals that removing trigram features
affects the performance most. This suggests that
trigram features are much more effective for
ENOR than other two types of features. It also
shows that trigram features in ENOR does not suf-
fer from the data sparseness issue.

As observed in Table 5, in CNOR task, 93.96%



accuracy is obtained when removing unigram fea-
tures, which is much lower than 98.10% when bi-
gram features are removed. This suggests that uni-
gram features are very useful in CNOR, which is
mainly due to the data sparseness problem that
bigram features may have encountered.

4.3 Modd Complexity and Data Spar seness

Table 7 (ENOR) and Table 8 (CNOR) compare
our MaxEnt model with the SUM model (Qu and
Gregory, 2004) and the PP model (Li et al., 2006).
All the experiments are conducted on the same
data sets as described in section 4.1. Tables 7 and
8 show that the proposed MaxEnt model outper-
forms other models. The results are statistically

significant (X2 test with p<0.01) and consistent
across all tests.

Model Complexity:

We look into the complexity of the models and
their effects. Tables 7 and 8 summarize the overall
accuracy of three models. Table 9 reports the
numbers of parameters in each of the models. We
are especially interested in a comparison between
the MaxEnt and PP models because their perform-
ance is close. We observe that, using trigram fea-
tures, the MaxEnt model has many more parame-
ters than the PP model does. Therefore, it is not
surprising if the MaxEnt model outperforms when
more training data are available. However, the ex-
periment results also show that the MaxEnt model
consistently outperforms the PP model even with
the same size of training data. This is largely at-
tributed to the fact that MaxEnt incorporates more
robust features than the PP model does, such as
rule-based, length of names features.

One also notices that PP clearly outperforms
SUM by using the same number of parameters in
ENOR and shows comparable performance in
CNOR tasks. Note that SUM and PP are different
in two areas: one is the PP model employs word
length normalization while SUM doesn’t; another
that the PP model uses n-gram conditional prob-
ability while SUM uses n-character joint probabil-
ity. We believe that the improved performance of
PP model can be attributed to the effect of usage
of conditional probability, rather than length nor-
malization since length normalization does not
change the order of probabilities.

Data Spar esness:
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We understand that we can only assess the ef-
fectiveness of a feature when sufficient statistics is
available. In CNOR (see Table 8), we note that the
Chinese transliterations of English origin use only
377 Chinese characters, so data sparseness is not a
big issue. Therefore, bigram SUM and bigram PP
methods easily achieve good performance for Eng-
lish origin. However, for Japanese origin (repre-
sented by 1413 Chinese characters) and Chinese
origin (represented by 2319 Chinese characters),
the data sparseness becomes acute and causes per-
formance degradation in SUM and PP models. We
are glad to find that MaxEnt still maintains a good
performance benefiting from other robust features.

Table 10 compares the overall accuracy of the
three methods using unigram and bigram features
in CNOR task, respectively. It shows that the
MaxEnt method achieves best performance. An-
other interesting finding is that unigram features
perform better than bigram features for PP and
MaxEnt models, which shows that data sparseness
remains an issue even for MaxEnt model.

5 Conclusion

We propose using MaxEnt model to explore di-
verse features for name origin recognition. Ex-
periment results show that our method is more ef-
fective than previously reported methods. Our
contributions include:

1) Cast the name origin recognition problem as
a multi-class classification task and propose
a MaxEnt solution to it;
Explore and integrate diverse features for
name origin recognition and propose the
most effective feature sets for ENOR and
for CNOR

In the future, we hope to integrate our name
origin recognition method with a machine translit-
eration engine to further improve transliteration
performance. We also hope to study the issue of
name origin recognition in context of sentence and
use contextual words as additional features.

2)
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Origin #training  #test Trigram SUM Trigram PP MaxEnt
entries entries |[P(%) R%) F |P®%) R%) F |P%) R%) F
Eng 79,920 8,879 9466 72.50 82.11 9584 9472 9528 |97.82 95.11 96.45
Man 104,291 11,588 86.79 94.87 90.65 | 98.99 98.33 98.66 | 99.52 99.68 99.60
Can 104,165 11,574 |90.03 93.87 9191 |96.17 99.67 97.89 | 99.71 99.59 99.65
Jap 110,951 12,324 89.17 92.84 90.96 | 98.20 96.29 97.24 | 96.69 98.59 97.63
Overall Acc (%) 89.57 97.39 98.44
Table 7: Benchmarking different methods in ENOR task
Origin  #training #test Bigram SUM Bigram PP MaxEnt
entries  entries | P(%) R(%) F |P®%) R(%) F |P®%) R®%) F
Eng 37,644 3,765 | 95.94 98.65 97.28 | 97.58 97.61 97.60 | 98.08 99.04 98.56
Chi 29,795 2,980 | 96.26 87.35 91.59 | 95.10 87.35 91.06 | 97.57 96.88 97.22
Jap 33,897 3,390 | 93.01 97.67 95.28 | 90.94 97.43 94.07 | 98.58 98.11 98.34
Overall Acc (%) 95.00 94.53 98.10

Table 8: Benchmarking different methods in CNOR task

# of parametersfor ENOR

# of parametersfor CNOR

Methods : ) :
Trigram Unigram Bigram
MaxEnt 124,692 13,496 182,116
PP 16,851 4,045 86,490
SUM 16,851 4,045 86,490

Table 9: Numbers of parameters used in different methods

SUM PP MaxEnt
Unigram Features 90.55 97.09 98.10
Bigram Features 95.00 94.53 97.56

Table 10: Overall accuracy using unigram and bigram features in CNOR task
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A More Discerning and Adaptable Multilingual Transliteration M echanism
for Indian Languages

1
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Abstract

Transliteration is the process of transcribing
words from a source script to a target script.
These words can be content words or proper
nouns. They may be of local or foreign ori-
gin. In this paper we present a more dis-
cerning method which applies different tech-
niques based on the word origin. The tech-
niques used also take into account the prop-
erties of the scripts. Our approach does not
require training data on the target side, while
it uses more sophisticated techniques on the
source side. Fuzzy string matching is used to
compensate for lack of training on the target
side. We have evaluated on two Indian lan-
guages and have achieved substantially bet-
ter results (increase of up to 0.44 in MRR)
than the baseline and comparable to the state
of the art. Our experiments clearly show that
word origin is an important factor in achiev-
ing higher accuracy in transliteration.

I ntroduction

Anil Kumar Singh
Language Tech. Research Centre
[IIT, Hyderabad, India
ani | @esearch.iiit.ac.in

finding out how a source word should be written in
the script of the target languages such that it is ac-
ceptable to the readers of the target language.

One of the main reasons of the importance of
transliteration from the point of view of Natural Lan-
guage Processing (NLP) is that Out Of Vocabulary
(OQV) words are quite common since every lexi-
cal resource is very limited in practical terms. Such
words include named entities, technical terms, rarely
used or ‘difficult’ words and other borrowed words,
etc. The OOV words present a challenge to NLP ap-
plications like CLIR and MT. In fact, for very close
languages which use different scripts (like Hindi and
Urdu), the problem of MT is almost an extension of
transliteration.

A substantial percentage of these OOV words
are named entities (AbdulJaleel and Larkey, 2003;
Davis and Ogden, 1998). It has also been shown
that cross language retrieval performance (average
precision) reduced by more than 50% when named
entities in the queries were not transliterated (Larkey
et al., 2003).

Another emerging application of transliteration
(especially in the Indian context) is for building in-

Transliteration is a crucial factor in Cross Lingualput methods which use QWERTY keyboard for peo-
Information Retrieval (CLIR). It is also important ple who are more comfortable typing in English.
for Machine Translation (MT), especially when theThe idea is that the user types Roman letters but
languages do not use the same scripts. It is the prthe input method transforms them into letters of In-
cess of transforming a word written in a source landian language (IL) scripts. This is not as simple
guage into a word in a target language without thas it seems because there is no clear mapping be-
aid of a resource like a bilingual dictionary. Wordtween Roman letters and IL letters. Moreover, the
pronunciation is usually preserved or is modified aceutput word should be a valid word. Several com-
cording to the way the word should be pronouncednercial efforts have been started in this direction

in the target language.
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In simple terms, it meandue to the lack of a good (and familiar) input mech-



anism for ILs. These efforts include the Google Aswani et. al (Aswani and Gaizauskas, 2005)
Transliteration mechanishand Quilpad. (Rathod have used a transliteration similarity mechanism to
and Joshi, 2002) have also developed more intuitiv@ign English-Hindi parallel texts. They used char-
input mechanisms for phonetic scripts like Devanaacter based direct correspondences between Hindi
gari. and English to produce possible transliterations.

Our efforts take into account the type of the word,Then they apply edit distance based similarity to se-
the similarities among ILs and the characteristics dfCt the most probable transliteration in the English
the Latin and IL scripts. We use a sophisticated techext. However, such method can only be appropriate
nique and machine learning on the source languad@r aligning parallel texts as the number of possible
(English) side, while a simple and light technique orfandidates is quite small.
the target (IL) side. The advantage of our approach The paper is structured as follows. In Section-
is that it requires no resources except unannotatéti we discuss the problem of a high degree of vari-
corpus (or pages crawled from the Web) on the llation in Indian words, especially when written in
side (which is where the resources are scarce). Thatin script. In Section-3, we explain the idea of
method easily generalizes to ILs which use Brahniising information about the word origin for improv-
origin scripts. Our method has been designed sudhg transliteration. Then in Section-4 we describe
that it can be used for more conventional applicathe method that we use for guessing the word origin.
tions (MT, CLIR) as well as for applications like Once the word origin is guessed, we can apply one
building an input mechanism. of the two methods for transliteration depending on

Much of the work for transliteration in ILs has the word origin. These two methods are described in

been done from one Indian script to another. Ong&ection-5 and Section-6, respectively. Fuzzy string
of the major work is of Punjabi machine transliter-matching, which plays an important role in our ap-

ation (Malik, 2006). This work tries to address theProach, is described in Section-7. In Section-8 we
problem of transliteration for Punjabi language fronPut together all the elements covered in the pre-
Shahmukhi (Arabic script) to Gurmukhi using a sef€ding sections and explain the Discerning Adapt-
of transliteration rules (character mappings and deble Transliteration Mechanism. Section-9 presents
pendency rules)Omtransliteration scheme (Gana—the evaluation of our approach in comparison with

pathiraju et al., 2005) also provides a script repreWo baseline methods, one of which uses knowledge
sentation which is common for all Indian languages2Pout word origin. Finally, in Section-10 we present

The display and input are in human readable Romdh€ conclusions.

script. Transliteration is partly phonetic. (Sinha,

2001) had used Hindi Transliteration used to handié Variation in Indian Wordsin Latin

unknowns in MT. Script
naukri (A popular domain namé) 722,000 Since the purpose of our work is not only to translit-
nokri (domain name) 19,800 erate named entities but to be useful for applications
naukari 10,500 like input mechanisms, we had to consider some
naukary (domain name) 5,490 other issues too which may not be considered di-
nokari 665 rectly related to transliteration. One of these is that
naukarii 133 there is a lot of spelling variation in ILs. This vari-
naukaree 102 ation is much more when the IL words are written

using the Latin script (Table-1). In other words,
Table 1: Variations of a Hindi Word nOkarl (job). the amount of ambiguity is very high when we try

The numbers are pages returned when searching th build a system that can be used for purposes
Google. like designing input mechanisms, instead of just for
transliteration of NEs etc. for MT or CLIR. One

Lwww.google.co.in/press/pressrelinewansliteration.html  féason for very high variation in the latter case is
Zwww.quillpad.com that unlike Romaji for Japanese (which is taught in
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schools in Japan), there is nidely adoptedranslit- rest are pruned. Now we have two probability dis-
eration scheme using the Latin script, although thergibutions which can be compared by a measure of
are a number of standard schemes, which are ndistributional similarity. The measure used is sym-
used by common users. At present the situation mmetric cross entropy or SCE (Singh, 2006a).
that most Indians use Indian scripts while writing in  Since the accuracy of identification is low if test
ILs, but use the Latin script when communicatingdata is very low, which is true in our case because we
online. ILs are rarely used for official communica-are trying to identify the class of a single word, we
tion, except in government offices in some states. had to extend the method used by Singh. One ma-
o jor extension was that we add word beginning and
3 Word Origin and Two Ways of ending markers to all the words in training as well
Trandliteration as test data. This is becauseyrams at beginning,
é?iddle and end of words should be treated differ-

Previous work for other languages has shown th , L ‘ ,
word origin plays a part in how the word shouldently if we want to identify the ‘language’ (or class)
of the word.

be transliterated(Oh and Choi, 2002; May et al., _ -
2004). Llitjos and Black (Llitios and Black, 2001) FOr every given word, we get a probability about
had shown that the knowledge of language origiffS Origin based on SCE. Based on this probability
can substantially improve pronunciation generatioff'€asure, transliteration is performed using different
accuracy. This information has been used to get bdchniques for different classes (Indian or foreign).

ter results (Oh and Choi, 2002). They first checkeé:ﬂ case of ambiguity, transliteration is performed us-

whether the word origin is Greek or not before seld Poth methods and the probabilities are used to

lecting one of the two methods for transliteration 9€t the final ranking of all possible transliterations.
This approach improved the results substantially. . . )
However, they had used a set of prefixes and suﬁixés Trandliteration of Foreign Words

o |(?etr)1|t|fy thef wort_j Or'?m' Stich alt)n ap]E)roach IS NOfhese words include named entities (George Bush)
scaiable. In aCtZ In‘a 'arge numoer ot cases, Worgnd more commaon nouns (station, computer) which
origin cannot be identified by using list of affixes. are regularly used in ILs. To generate translitera-

For ILs, we also define two categories of wordsy;,, candidates for such words, we first try to guess
words which can be roughly considered Indian anghe \yord pronunciation or use a lookup dictionary (if

those which can be roughly considered foreign,5ijapie) to find it. Then we use some simple man-
Note that ‘Indian’ and ‘foreign’ are just loose labels

ually created mappings, which can be used for all In-

here. Indian words, which include proper nouns angian languages. Note that these mappings are very
also common vocabulary words, are more relevant iféw in number (Figure-1 and Figure-2) and can be

applications like input methods. Two different mem'easily created by non-linguistically trained people.

ods are used for transliterating, as explained later. They play only a small role in the method because
other steps (like fuzzy string matching) do most of
the work.
Previously (Llitjos and Black, 2001) used probabili- For our experiments, we used the CMU speech
ties of all trigrams to belong to a particular languagelictionary as the lookup, and also to train pronunci-
as an measure to disambiguate word origins. Wation estimation. If a word is not in the CMU dic-
use a more sophisticated method that has been stionary, we estimate the word pronunciation, as ex-
cessfully used for language and encoding identificgplained later.
tion (Singh, 2006a). We directly map from English phonemes to IL let-
We first prepare letter based 5-gram models frorters. This is based on our observation that a foreign
the lists of two kinds of words (Indian and foreign).word is usually transliterated in almost the same way
Then we combine n-grams of all orders and ranls it is pronounced. Almost all English phonemes
them according to their probability in descending orean be roughly mapped to specific letters (repre-
der. Only the top/N n-grams are retained and thesenting phonemes, as IL scripts are phonetic in na-

4 Disambiguating Word Origin

66



ture) in ILs. Similar observations have been made AA 3-1T|3-ﬁ 09 | D

about Hindi by Su-Youn Yoon, Kyoung-Young Kim

and Richard Sproat (Yoon et al., 2007). We have B dq (]

prepared our own mappings with help from native CH = 3

speakers of the languages concerned, which is rel-

atively quite a simple task since the letters in Indic D g &

scripts correspond closely with phonemes. DH o &

6 Trangdliteration of Indian Words = ® 5

These words include (mainly Indian) named enti- JH 3 8,

ties of (e.g. Taj Mahal, Manmohan Singh) and

common vocabulary words (common nouns, verbs) L of )

which need to be transliterated. They also include M T 25

words which are spelled similar to the way Indian

words are spelled when written in Latin (e.g. Bagh- NG &dT|eh .Q [ ‘66

dad, Husain). As stated earlier, this class of words .

are much more relevant for an input method using a P q ®

QWERTY keyboard. TH &
Since words of Indian origin usually have pho- '

netic spellings when they are written in English UH 3 &

(Latin), the issue of pronunciation estimation or ZH == -

lookup is not important. However, there can be

many possible vowel and consonant segments which

can be formed out of a single word. For exampld-igure 1: Mappings for foreign words. The three
ai’ can be interpreted as a single vowel with soundolumns are for Roman, Devanagari and Telugu
AE (as in Husain), or as two vowels AA IH (as in
Rai). To perform segmentation, we have a simpl

program which produces candidates for all possibl?natChmg algorithm we use is finely tuned for Indian

anguages and performs much better than language

sr;egment_sb.l This program gses alfew rkL)J_Ies .def'n'r}%dependent approaches like edit distance (Singh et
the possible consonant and vowel combinations. al., 2007). This method can be used for all the lan-

Now we simply map these .seg.ments 0 Fhe?'r rleaEiuages which use Abugida scripts, e.g. Hindi, Ben-
est IL letters (or letter combinations). This is also ali, Telugu, Amharic, Thai etc. It uses characteris-

done using a simple set of mappings, which do n(ﬁcs of a writing system for fuzzy search and is able

contain any probqbilities or contexts. This step 98Ny take care of spelling variation, which is very com-
erates transllteratloq candldates.. These are then fﬂﬁon in these languages. This method shows an im-
tered and ranked using fuzzy string matching. provement in F-measure of up to 30% over scaled
edit distance.

The method for fuzzy string matching is based
The initial steps use simpler methods to generaten the Computational Phonetic Model of Scripts
transliteration candidates on the source as well as CPMS (Singh, 2006b), which models scripts
the target side. They also use no resources on tgpecifically Indic scripts) in terms of phonetic (ar-
target (IL) side. The step of fuzzy string matchingticulatory) and orthographic features. For calculat-
compensates for the lack of more language specifing the distance between two letters it uses a Stepped
knowledge during the earlier phase. The translite®istance Function (SDF). Each letter is represented
ation candidates are matched with the words in thas a vector of features. Then, to calculate the dis-
target language corpus (actually, words in the worthnce between two strings, it uses an adapted ver-
list extracted from the corpus). The fuzzy stringsion of the Dynamic Time Warping algorithm (My-

7 Fuzzy String Matching
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A 3T 29 Word Class Identifier
AA 3T e9 Foreign Words Indian Words
BH & & v v
Pronounciation Word
CH €9T|E|' D1 Guesser Segmentation
D 5-la cia Possible Possible
Pronounciations Segmentations
E T o \ '
- English Phonemes to Latin Segments to
F o) IL Segments Maps IL Segments Maps
L o v Transliteration
M T = Candidates
N TJ|T Sie !
o0 % e Fuzzy String Matching
Ranked
R X 8 l Transliterations
S 3l D
7 x| Figure 3: Block Diagram of the Discerning Adaptive

Transliteration Method (DATM)

Figure 2: Mappings for Indian Words
is transliterated. A block diagram describing the
he f _ hi hod th method is shown in Figure-3. The ranks are obtained
&s, 1980)._Int € fuzzy string matching method t 8bn the basis of a score which is calculated using the
we use (Singh et al., 2007), akshar(roughly a following formula:

syllable) is used as the unit, instead of a letter.

log(f) * p(C|s)

8 Discerning Adaptable Trandliteration Ty = cost(c, 1) + K

Mechanism (DATM)

(1)

. . whereT; is the transliteration score for the tar-
We use the above mentioned steps to transliterate a i .
. . o .~ “get wordt, f; is the frequency of in the target lan-
given word based on its origin. In case of ambigus . :
) . guage corpus( is the word class (foreign or In-
ity of word origin both methods are used, and pos=s. : : . .
dian), s is the source word; is a transliteration can-

of the word, the possible pronunciations (for foreign%hsdate which has been generated depending on the

words) and the possible segmentations (for IndiaPnredlCtEd clasg’, p(Cls) is the probability of the

words) are generated. Then, for foreign words, EnglassQ givens, cost(c, ¢) is the (.:OSt of fu'zzy string
) matching betweer andt, and finally K is a con-
glish phonemes are mapped to IL segments. For In-

. : stant which determines how much weight is given to
dian words, Latin segments are mapped to IL S€0ha cost of fuzzy string matching
ments. '

_Now, the transliteration candujates are matcheg Evaluation
with target language words, using the fuzzy text
search method (Singh et al., 2007). Possible transli/e evaluate our method for two major languages of
erations are ranked based on three parameters: wdrilia: Hindi and Telugu. We compare our results
frequency, text search cost and the probability ofvith a very commonly used method (Oh and Choi,
the word belonging to the class through which i2006) based on bilingual dictionary to learn translit-
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Language— | English-Hindi English-Telugu
Method | MRR Pr MRR Pr
DATM 0.87 | 80% | 0.82 71%
DBL 0.56 | 47% | 0.53 46%
BL 0.43 | 35% | 0.43 37%

DATM: Discerning Adaptive Transliteration Mechanism
DBL: Discerning Baseline Method
BL: Baseline Method

MRR Mean Reciprocal Rank
Pr: Precision

Table 2: Evaluation on English-Hindi and English-Telugu

erations. As there are no bilingual transliteration For our method (DATM), we have used CMU dic-
dictionaries available for ILs, we had to create outionary and a collection of Indian named entities

own resources. (written in Latin) extracted from web to train the
_ language identification module. We have consid-
9.1 Experimental Setup eredn-grams of order 5 and pruned them by 3500

We created 2000-word lists which consisted of botff€duency. In case the foreign word is not found in
foreign and Indian words written in Latin script CMU Speech dictionary, we guess its pronunciation

and their transliterations in Hindi and Telugu. ThisUSing the method described by Oh and Choi. How-
dictionary was created by people with professiongfVer: In this case, the context window size is 3.
knowledge in both English and the respective In- We also use another method (DBL) to check the
dian language. We only use this list for trainingvalidity of our assumptions about word origin. We
the baseline method, as our method does not nebl@e the same technique as BL, but in this case we
training data on the target side. The size of bilingudfain two models of 1000 words each, foreign and
word lists that we are using is less than those usdfdian. To disambiguate which model to use, we
for experiments by some other researchers. But o€ the same language identification method as in
approach focuses on developing transliterations f&?ATM.
languages with resource scarcity. This setup is more
meaningful for languages with scarce resources. 92 Results

Since, normal transliteration mechanisms do noto evaluate our method we have created word lists
consider word origin, we train the baseline usingf size 200 which were doubly checked by two indi-
the set of 2000 words containing both foreign andiduals. These also contain both Indian and Foreign
Indian words. Alignments from English to respec-words. We use both precision and mean reciprocal
tive Indian languages were learned by aligning thes@nk (MRR) to evaluate our method against base-
lists using GIZA++. The alignments obtained werdine (BL) and discerning baseline (DBL). MRR is
fed into a maximum entropy classifier with a con-a measure commonly used in information retrieval
text window size of 2 (3 is generally consideredwhen there is precisely one correct answer (Kandor
better window size, but because the training sizend Vorhees, 2000). Results can be seen in Table-
is not huge, a context window of 3 gave substan2. The highest scores were obtained for Hindi using
tially worse results). This method is similar toDATM. The MRR in this case was 0.87.
the grapheme based model as described by Oh andOne important fact that comes out from the re-
Choi (Oh and Choi, 2006). However, unlike insults is that determining the class of a word and then
their approach, the candidate pairs are matched witlsing an appropriate method can lead to significant
words in the target language and are ranked baséttrease in performance. This is clear from the re-
on edit distance (BL). sults for BL and DBL. The only difference between
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English-Hindi English-Telugu

180 1 160 -
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| 1‘218: —=—DBL 2 120 4
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Figure 4: Number of Correct Words vs. Rank. A significantlyh#gpercentage of correct words occur
at rank 1 for the DATM method, as compared to BL and DBL methods. This percentage indicates a more
practical view of the accuracy transliteration algorithm.

these two was that two different models were trained Two possible issues are the out of vocabulary
for the two classes. Then the class of the word wg®OV) words and misspelled or foreign words in
identified (in DBL) and the model trained for thatthe IL corpus. The OOV words are not handled
class was used for transliteration. right now by our method, but we plan to extend our
It should be noted that Yoon et al. (Yoon et al.method to at least partially take care of such words.

2007) have also reported MRR score on Hindi. Theyhe second issue is mostly resolved by our use of
have used a number of phonetic and pseudo featurd4zZy string matching, although there is scope for
and trained their algorithm on a winnow classifier/mprovement.

They tested their algorithm only for named entities,
They have considered a relatively limited number o?‘

candidate words on the target language side (1,50)e presented a more general and adaptable method
which leads to 150k pairs on which they have evaly transliteration which is especially suitable for In-
uated their method. They have reported the resulian languages. This method first identifies the class
as 0.91 and 0.89 under different test conditions. Ifforeign or Indian) of the word on the source side.
case of our evaluation, we do not restrict the candiggsed on the class, one of the two methods is used
date words on the target side except that it shoulghr transliteration. Easily creatable mapping tables
be available in the corpus. Because of this formulagng a fuzzy string matching algorithm are then used
tion, there are over 1000k words for Hindi and ovejg get the target word. Our evaluations shows that
1800k words from Telugu. This leads to a extremelyhe method performs substantially better than the
high number of pairs possible. But such an approadiyo baselines we tested against. The results are bet-
is also necessary as we want our algorithm to bgr in terms of both MRR (up to 0.44) and precision
scalable to bigger sizes and also because there &%). Our method is designed to be used for other
no high quality tools (like named entity recogniz-gpplications like tolerant input methods for Indian
ers) for Indian languages. This is one of the reasa@nguages and it uses no resources on the target lan-
for relatively (compared to figures reported by othegyages side except an unannotated corpus. The re-

researchers) low baseline scores. Despite all theggits can be further improved if we consider context
issues, our simpler approach yields similar results.jnformation too.

0 Conclusionsand Further Work

Figure-4 shows how the number of correct words We have also shown that disambiguating word
varies with the rank. origin and applying an appropriate method could be
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critical in getting good transliterations. Currently weJ.H. Oh and K.S. Choi. 2002. An English-Korean
are assuming that the word to be transliterated is in transliteration model using pronunciation and contex-

the target language corpus. We plan to extend the tual rules. Proceedlngs of the 19th international con-
) ference on Computational linguistics-Volumepages
method so that even those words can be transliter- 1_7

ated which are not in the target language corpus. We

are also working on using this method for building?-H- ©h and K.S. Choi. 2006. An ensemble of translit-
tolerant inout method for Indian languages and on eration models for information retrlevalnfor_matlon
a P guag Processing and Management: an International Jour-

integrating the transliteration mechanism as well as nal, 42(4):980-1002.
the input method with an open source NLP friendly

; . ; A. Rathod and A. Joshi. 2002. A Dynamic Text Input
editor called Sanchay Editor (Singh, 2008). scheme for phonetic scripts like Devanag&ioceed-

ings of Development by Design (DY.D)
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Abstract

In this paper, we propose an architecture,
called UCSG Shallow Parsing Architecture,
for building wide coverage shallow parsers by
using a judicious combination of linguistic
and statistical techniques without need for
large amount of parsed training corpus to
start with. We only need a large POS tagged
corpus. A parsed corpus can be developed
using the architecture with minimal manual
effort, and such a corpus can be used for
evaluation as also for performance improve-
ment. The UCSG architecture is designed to
be extended into a full parsing system but
the current work is limited to chunking and
obtaining appropriate chunk sequences for a
given sentence. In the UCSG architecture, a
Finite State Grammar is designed to accept
all possible chunks, referred to as word
groups here. A separate statistical compo-
nent, encoded in HMMs (Hidden Markov
Model), has been used to rate and rank the
word groups so produced. Note that we are
not pruning, we are only rating and ranking
the word groups already obtained. Then we
use a Best First Search strategy to produce
parse outputs in best first order, without
compromising on the ability to produce all
possible parses in principle. We propose a
bootstrapping strategy for improving HMM
parameters and hence the performance of
the parser as a whole.

A wide coverage shallow parser has been
implemented for English starting from the
British National Corpus, a nearly 100 Mil-
lion word POS tagged corpus. Note that the
corpus is not a parsed corpus. Also, there
are tagging errors, multiple tags assigned in
many cases, and some words have not been
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tagged. A dictionary of 138,000 words with
frequency counts for each word in each tag
has been built. Extensive experiments have
been carried out to evaluate the performance
of the various modules. We work with large
data sets and performance obtained is
encouraging. A manually checked parsed
corpus of 4000 sentences has also been
developed and used to improve the parsing
performance further. The entire system has
been implemented in Perl under Linux.

Key Words:- Chunking, Shallow Parsing,
Finite State Grammar, HMM, Best First
Search

1 Introduction

In recent times, there has been an increasing interest
in wide coverage and robust but shallow parsing
systems. Shallow parsing is the task of recovering
only a limited amount of syntactic information from
natural language sentences. Often shallow parsing is
restricted to finding phrases in sentences, in which
case it is also called chunking. Steve Abney (Abney,
1991) has described chunking as finding syntactically
related non-overlapping groups of words. In CoNLL
chunking task (Tjong Kim Sang and Buchholz,
2000) chunking was defined as the task of divid-

ing a text into syntactically non-overlapping phrases.

Most of the shallow parsers and chunkers de-
scribed in literature (Tjong Kim Sang and Buchholz,
2000; Carreras and Marquez, 2003; Dejean, 2002;
Molina and Pla, 2002; Osborne, 2002; Sang, 2002;
Abney, 1996; Grefenstette, 1996; Roche, 1997)
have used either only rule based techniques or only
machine learning techniques. Hand-crafting rules in
the linguistic approach can be very laborious and
time consuming. Parsers tend to produce a large
number of possible parse outputs and in the absence



of suitable rating and ranking mechanisms, selecting
the right parse can be very difficult. Statistical
learning systems, on the other hand, require large
and representative parsed corpora for training, and
such training corpora are not always available.
Perhaps only a good combination of linguistic and
statistical approaches can give us the best results
with minimal effort.

Other important observations from literature that
motivated the present work are: 1) Most chunking
systems have so far been tested only on small scale
data 2) Good performance has been obtained only
under restricted conditions 3) Performance is often
evaluated in terms of individual chunks rather than
complete chunk sequences for a whole sentence, and
4) Many chunkers produce only one output, not all
possible outputs in some ranked order.

2 UCSG Shallow Parsing
Architecture

UCSG shallow parsing architecture is set within
the UCSG full parsing framework for parsing nat-
ural language sentences which was initiated in the
early 1990’s at University of Hyderabad by Kavi
Narayana Murthy (Murthy, 1995). In this paper,
the focus is only on chunking - identifying chunks or
word groups, handling ambiguities, and producing
parses (chunk sequences) for given sentences. This
can be extended to include thematic role assignment
and clause structure analysis leading towards a full
parser. Figure 1 shows the basic UCSG Shallow
Parsing Architecture (Kumar and Murthy, 2006).

Natural Language Sentence

POS Tagger
H
?_ _________ _.‘ Finite State Grammar-parser Dictionary

Possible Word Groups

Verb
Group
HMM

Noun
Group
HMM

Boot-

Strapping f
With Top |
Ranked i
Chunks |

HMMs for Ranking Word Groups

Boot-
Strapping
With
Chunks
from Top
Ranked
Parse(s)

Ranked Word Groups

Parse Generation and Ranking

(Best First Search)

Ranked Parse Outputs

Figure 1: UCSG Shallow Parsing Architecture
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The input to the parsing system is one sentence,
either plain or POS tagged. Output is an ordered
set of parses. Here by parse we mean a sequence
of chunks that covers the given sentence with no
overlaps or gaps. The aim is to produce all possible
parses in ranked order hoping to get the best parse
to the top.

A chunk or a “word group” as we prefer to call it
in UCSG, is “a structural unit, a non-overlapping
and non-recursive sequence of words, that can as
a whole, play a role in some predication” (Murthy,
1995). Note that word groups do not include clauses
(relative clauses, for example) or whole sentences.
Every word group has a head which defines the
type of the group. These word groups thus seem
to be similar to chunks as generally understood
(Molina and Pla, 2002; Sang and Buchholz, 2000;
Megyesi, 2002). However, chunks in UCSG are
required to correspond to thematic roles, which
means for example, that prepositional phrases are
handled properly. Many chunkers do not even build
prepositional phrases - prepositions are treated as
individual chunks in their own right. Thematic roles
can be viewed from question-answering perspective.
For example, in the sentence I teach at University
of Hyderabad’, ’at University of Hyderabad’ answers
the 'where’ question and should therefore be treated
as a single chunk. It is well known that prepositional
phrase attachment is a hard problem and the task
we have set for ourselves here is thus significantly
more challenging. The parse outputs in UCSG
would be more semantic and hence should be better
suited for many NLP applications.

In UCSG, a Finite State Grammar-Parser system
generates all possible chunks in linear time. Chunk
level HMMs are then used to rate and rank the
chunks so produced. Finally, a kind of best first
search strategy is applied to obtain chunk sequences
hopefully in best first order. The aim is to develop
wide coverage, robust parsing systems without
need for a large scale parsed corpus to start with.
Only a large POS tagged corpus is needed and a
parsed corpus can be generated from within the
architecture with minimal manual effort. Such a
parsed corpus can be used for evaluation as also for
further performance improvements.

We will need a dictionary which includes the fre-
quency of occurrence of each word in each possible
tag. Such a dictionary can be developed using a large
POS tagged corpus.



2.1 Finite State Grammar-Parser

Here the task is only to recognize chunks and
not produce a detailed description of the internal
structure of chunks. Also, chunks by definition are
non-recursive in nature, only linear order, repetition
and optional items need to be considered. Finite
state grammars efficiently capture linear precedence,
repetition and optional occurrence of words in
word groups. Finite state machines are thus both
necessary and sufficient for recognizing word groups
(Murthy, 1995). It is also well known that Finite
State Machines are computationally efficient - linear
time algorithms exist for recognizing word groups.
All possible word groups can be obtained in a single
left-to-right scan of the given sentence in linear time
(Murthy, 1995). Finite state grammars are also
conceptually simple and easy to develop and test.

The Finite State module accepts a sentence (ei-
ther already POS tagged or tagged with all possible
categories using the dictionary) and produces an un-
ordered set of possible chunks taking into account all
lexical ambiguities.

2.2 HMMs for Rating and Ranking Chunks

The second module is a set of Hidden Markov
Models (HMMs) used for rating and ranking the
word groups already produced by the Finite State
Grammar-Parser. The hope is to get the best
chunks near the top. This way, we are not pruning
and yet we can hope to get the right chunks near
the top and push down the others.

Words are observation symbols and POS tags
are states in our HMMs. Formally, a HMM model
A = (m,A,B) for a given chunk type can be de-
scribed as follows:

Number of States (N) = number of relevant POS
Categories

Number of Observation Symbols (M) = number of
Words of relevant categories in the language

The initial state probability

T = P{Ql = Z} (1)

where 1 < i < N, ¢ is a category (state) starting a
particular word group type.

State transition probability

(2)

aij = P{q11 = jla: = i}
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where 1 < 4,5 < N and ¢; denotes the category at
time t and g;4; denotes the category at time t+1.

Observation or emission probability
bj(k) = P{oy = vklg: = j} 3)

where 1 < 7 < N, 1 < k < M and vg denotes the
k" word, and ¢; the current state.

We first pass a large POS tagged corpus through
the Finite State module and obtain all possible
chunks. Taking these chunks to be equi-probable,
we estimate the HMM parameters by taking the
ratios of frequency counts. One HMM is developed
for each major category of chunks, say, one for
noun-groups, one for verb-groups, and so on. The B
matrix values are estimated from a dictionary that
includes frequency counts for each word in every
possible category. These initial models of HMMs
are later refined using a bootstrapping technique as
described later.

We simply estimate the probability of each chunk
using the following equation :

P(0,QIN)

Aq_1,q: blh (Ot)

Tqy bth (Ol)aquqzqu (02)0“112#13 T

where q; ,q2, - - -, q; is a state sequence, 01 , 09, - -,
o; is an observation sequence. Note that no Viterbi
search involved here and the state sequence is also
known. Thus even Forward/Backward algorithm
is not required and rating the chunks is therefore
computationally efficient.

The aim here is to assign the highest rank for the
correct chunk and to push down other chunks. Since
a final parse is a sequence of chunks that covers the
given sentence with no overlaps or gaps, we evaluate
the alternatives at each position in the sentence in a
left-to-right manner.

Here, we use Mean Rank Score to evaluate the per-
formance of the HMMs. Mean Rank Score is the
mean of the distribution of ranks of correct chunks
produced for a given training corpus. Ideally, all cor-
rect chunks would be at the top and hence the score
would be 1. The aim is to get a Mean Rank Score as
close to 1 as possible.

2.3 Parse Generation and Ranking

Parsing is a computationally complex task and
generating all possible parses may be practically
difficult. That is why, a generate-and-test approach



where we first generate all possible parses and
then look for the correct parse among the parses
produced is impracticable. Simply producing all
or some parses in some random or arbitrary order
is also not of much practical use. Many chunkers
produce a single output which may or may not
be correct. Here we instead propose a best first
strategy wherein the very production of possible
parses is in best first order and so, hopefully, we
will get the correct parse within the top few and in
practice we need not actually generate all possible
parses at all. This way, we overcome the problems
of computational complexity and at the same time
avoid the risk of missing the correct parse if pruning
is resorted to. Performance can be measured not
only in terms of percentage of input sentences for
which a fully correct parse is produced but also in
terms of the rank of the correct parse in the top k
parses produced, for any chosen value of k.

It may be noted that although we have already
rated and ranked the chunks, simply choosing the
locally best chunks at each position in a given
sentence does not necessarily give us the best parse
(chunk sequence) in all cases. Hence, we have
mapped our parse selection problem into a graph
search problem and used best first search algorithm
to get the best parse for a given sentence.

Words and chunks in a sentence are referred to in
terms of the positions they occupy in the sentence.
Positions are marked between words, starting from
zero to the left of the first word. The positions in
the sentence are treated as nodes of the resulting
graph. If a sentence contains N words then the
graph contains N + 1 nodes corresponding to the
N + 1 positions in the sentence. Word group W; ; is
represented as an edge form node i to node j. We
thus have a lattice structure. The cost of a given
edge is estimated from the probabilities given by
the HMMs. If and where a parsed training corpus is
available, we can also use the transition probability
from previous word group type to current word
group type. It is possible to use the system itself to
parse sentences and from that produce a manually
checked parsed corpus with minimal human effort.
We always start from the initial node 0. N is the
goal node. Now our parse selection problem for a
sentence containing N words becomes the task of
finding an optimal (lowest cost) path from node 0
to node N.

We use the standard best first search algorithm.
In best first search, we can inspect all the currently-
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available nodes, rank them on the basis of our par-
tial knowledge and select the most promising of the
nodes. We then expand the chosen node to gener-
ate it successors. The worst case complexity of best
first search algorithm is exponential: O(b™), where
b is the branching factor (i.e., the average number of
nodes added to the open list at each level), and m is
the maximum length of any path in the search space.
As an example, a 40 word sentence has been shown
to produce more than 10'° different parses (Kumar,
2007). In practice, however, we are usually interested
in only the top k parses for some k and exhaustive
search is not called for.

2.4 Bootstrapping

The HMM parameters can be refined through boot-
strapping. We work with large data sets running
into many hundreds of thousands of sentences and
Baum-Welch parameter re-estimation would not be
very practical. Instead, we use parsed outputs to re-
build HMMs. By parsing a given sentence using the
system and taking the top few parses only as train-
ing data, we can re-build HMMs that will hopefully
be better. We can also simply use the top-ranked
chunks for re-building the HMMs. This would re-
duce the proportion of invalid chunks in the training
data and hence hopefully result in better HMM pa-
rameters. As can be seen from the results in the next
section, this idea actually works and we can signif-
icantly improve the HMM parameters and improve
parser performance as well.

3 Experiments and Results

The entire parsing system has been implemented in
Perl under Linux. Extensive experimentation has
been carried out to evaluate the performance of the
system. However, direct comparisons with other
chunkers and parsers are not feasible as the architec-
tures are quite different. All the experiments have
been carried out on a system with Pentium Core 2
DUO 1.86 GHz Processor and 1 GB RAM. Tran-
scripts from the implemented system have been in-
cluded in the next section.

3.1 Dictionary

We have developed a dictionary of 138,000 words in-
cluding frequency of occurrence for each tag for each
word. The dictionary includes derived words but not
inflected forms. The dictionary has been built from
the British National Corpus(BNC) (Burnard, 2000),
an English text corpus of about 100 Million words.
Closed class words have been manually checked. The
dictionary has a coverage of 98% on the BNC corpus
itself, 86% on the Reuters News Corpus (Rose et



al., 2002) (about 180 Million words in size), 96.36%
on the Susanne parsed corpus (Sampson, 1995) and
95.27% on the Link parser dictionary.

3.2 Sentence Boundary Detection

We have developed a sentence segmentation module
using the BNC corpus as training data. We have
used delimiter, prefix, suffiv and after-word as fea-
tures and extracted patterns from the BNC corpus.
Decision Tree algorithms have been used and an av-
erage F-Measure of 98.70% has been obtained, com-
parable to other published results. See (Htay et al.,
2006) for more details.

3.3 Tag Set

We have studied various tag sets including BNC C5,
BNC C7, Susanne and Penn Tree Bank tag sets.
Since our work is based on BNC 1996 edition with
Cb) tag set, we have used C5 tag set and made some
extensions as required. We now have a total of 71
tags in our extended tag set (Kumar, 2007).

3.4 Manually Parsed Corpus

We have developed a manually checked parsed
corpus of 4000 sentences, covering a wide variety of
sentence structures. Of these, 1000 sentences have
been randomly selected from the BNC corpus, 1065
sentences from ‘Guide to Patterns and Usage in
English’ (Hornby, 1975) and 1935 sentences from
the CoNLL-2000 test data. This corpus is thus very
useful for evaluating the various modules of the
parsing architecture and also for bootstrapping.

This corpus was developed by parsing the sen-
tences using this UCSG shallow parser itself and then
manually checking the top parse and making correc-
tions where required. Our experience shows that this
way we can build manually checked parsed corpora
with minimal human effort.

3.5 Tagging

If a POS tagger is available, we can POS tag the
input sentences before sending them to the parser.
Otherwise, all possible tags from the dictionary may
be considered. In our work here, we have not used
any POS tagger. All possible tags are assigned from
our dictionary and a few major rules of inflectional
morphology of English, including plurals for nouns,
past tense, gerundial and participial forms of verbs
and degrees of comparison for adjectives are handled.
Unresolved words are assigned NP0 (Proper Name)
tag.
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3.6 Finite State Grammar

We have developed a Finite State Grammar for
identifying English word groups. The Finite State
Machine has a total of 50 states of which 24 are final
states. See (Kumar, 2007) for further details.

The UCSG Finite State Grammar recognizes
verb-groups, noun-groups, adverbial-groups,
adjective-groups, to-infinitives, coordinate and
subordinate conjunctions. There are no separate
prepositional phrases - prepositions are treated as
surface case markers in UCSG - their primary role
is to indicate the relationships between chunks and
the thematic roles taken up by various noun groups.
Prepositional groups are therefore treated on par
with noun groups.

We have evaluated the performance of the FSM
module on various corpora - Susanne Parsed Corpus,
CoNLL 2000 test data set and on our manually
parsed corpus of 4000 sentences. The evaluation
criteria is Recall (the percentage of correct chunks
recognized) alone since the aim here is only to
include the correct chunks. We have achieved a high
recall of 99.5% on manually parsed corpus, 95.06%
on CoNLL test data and 88.02% on Susanne corpus.

The reason for the relatively low Recall on the Su-
sanne corpus is because of the variations in the def-
inition of phrases in Susanne corpus. For example,
Susanne corpus includes relative clauses into noun
groups. The reasons for failures on CoNLL test data
have been traced mainly to missing dictionary en-
tries and inability of the current system to handle
multi-token adverbs.

3.7 Building and Refining HMMs

HMMSs were initially developed from 3.7 Million
POS-tagged sentences taken from the BNC corpus.
Sentences with more than 40 words were excluded.
Since we use an extended C5 tag set, POS tags had
to be mapped to the extended set where necessary.
HMM parameters were estimated from the chunks
produced by the Finite State grammar, taking all
chunks to be equi-probable. Separate HMMs were
built for noun groups, verb groups, adjective groups,
adverb groups, infinitive groups and one HMM for
all other chunk types.

The chunks produced by the FSM are ranked using
these HMMs. It is interesting to observe the Recall
and Mean Rank Score within the top k ranks, where
k is a given cutoff rank. Table 1 shows that there is
a clear tendency for the correct chunks to bubble up



close to the top. For example, more than 95% of the
correct chunks were found within the top 5 ranks.

Table 1: Performance of the HMM Module on the
Manually Parsed Corpus of 4000 sentences

Plain POS Tagged

Cut- | Mean | Cumulative | Mean | Cumulative

-off | Rank | Recall (%) | Rank | Recall (%)
1 1 43.06 1 62.74
2 1.38 69.50 1.28 86.97
3 1.67 84.72 1.43 95.64
4 1.85 91.69 1.50 98.31
5 1.96 95.13 1.54 99.25

We have also carried out some experiments to see
the effect of the size of training data used to build
HMMs. We have found that as we use more and
more training data, the HMM performance improves
significantly, clearly showing the need for working
with very large data sets. See (Kumar, 2007) for
more details.

3.7.1 Bootstrapping

To prove the bootstrapping hypothesis, we have
carried out several experiments. Plain text sentences
from BNC corpus, 5 to 20 words in length, have been
used. All possible chunks are obtained using the Fi-
nite State Grammar-Parser and HMMs built from
these chunks. In one experiment, only the chunks
rated highest by these very HMMs are taken as train-
ing data for bootstrapping. In a second experiment,
best first search is also carried out and chunks from
the top ranked parse alone are taken for bootstrap-
ping. In a third experiment, data from these two
sources have been combined. Best results were ob-
tained when the chunks from the top parse alone
were used for bootstrapping. Table 2 shows the ef-
fect of bootstrapping on the HMM module for plain
sentences.

Table 2: Effect of Bootstrapping: on 4000 sentences
from Manually Parsed Corpus containing a total of
27703 chunks

Cutoff Iteration-1 Iteration-2
Recall | Mean | Recall | Mean
Rank Rank
1 45.52 1.0 47.25 1.0
2 71.43 1.36 72.81 1.35
3 85.22 1.63 85.95 1.60
4 91.75 1.80 92.20 1.77
5 94.94 1.90 95.30 1.87
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It may be observed that both the Recall and Mean
Rank Scores have improved. Our experiments show
that there is also some improvement in the final parse
when the HMMs obtained through bootstrapping are
used. These observations, seen consistently for both
plain and POS tagged sentences, show the effective-
ness of the overall idea.

3.8 Parse Generation and Ranking

It may be noted that in principle the performance
of the parser in terms of its ability to produce the
correct parse is limited only by the Finite State
Grammar and the dictionary, since the other mod-
ules in the UCSG architecture do not resort to any
pruning. However, in practical usage we generally
impose a time limit or a cutoff and attempt to
produce only the top k parses. In this latter case,
the percentage of cases where the fully correct
parse is included would be a relevant performance
indicator. Percentage of correct chunks in the top
parse is another useful indicator.

When tested on untagged sentences, on the 1065
linguistically rich sentence corpus forming part of
the manually checked parsed corpus developed by
us, the parser could generate fully correct parse
within the top 5 parses in 930 cases, that is, 87.32%
of the cases. In 683 cases the correct parse was
the top parse, 146 correct parses were found in
position 2, 56 in position 3, 29 in position 4 and
16 in position 5. Thus the mean rank of the
correct parses is 1.44. There is a clear tendency
for the correct parses to appear close to the top,
thereby verifying the best first strategy. If top 10
parses are generated, correct parse is obtained in
52 more cases and the Mean Rank Score goes to 1.75.

We give below the performance on the whole of
our 4000 strong manually checked corpus. Plain sen-
tences and POS tagged sentences have been tested
separately. The results are summarized in table 3.
Here, we have restricted the parsing time taken by
the best first search algorithm to 3 epoch seconds for
each sentence.



Table 3: Performance of the Best First Search Mod-
ule - Test Data of 4000 Sentences

Rank No. of Correct Parses
(Plain) | (POS tagged)
1 1210 2193
2 352 495
3 157 164
4 83 129
5 68 91
% of Correct 46.75 76.80
Parses in Top 5
% of Correct 83.92 88.26
Chunks in
Best Parse

In about 77% of the cases, the fully correct parse
is found within the top 5 parses when the input
sentences are POS tagged. Given the nature of
chunks produced in UCSG, this is quite encouraging.
In fact the top parse is nearly correct in many cases.
Further experiments and manual evaluations are
planned.

We have also observed that 96.01% of the words
are assigned correct POS tags in the top parse. We
observe that most of the times the top parse given
by the parse generation module is almost correct.

Chunkers are usually evaluated just for the per-
centage of correct chunks they produce. We have
placed greater demands on ourselves and we expect
our parser to produce optimal chunk sequence for
the whole sentence. Further, we produce all (or top
few) combinations and that too in hopefully a best
first order. Also, the very nature of chunks in UCSG
makes the task more challenging. More over, we have
used a fairly fine grained tag set with more than 70
tags. The data we have started with, namely the
BNC POS tagged corpus, is far from perfect. Given
these factors, the performance we are able to achieve
both in terms of percentage of correct chunks in the
top parse and rank of the fully correct parse is very
encouraging.

4 Transcripts:

Here we give the actual transcripts from the system.
For want of space, only a very simple example has
been included. Stars have been added in the begin-
ning of lines containing correct alternatives.

Input: I am studying at University of Hyderabad.

Tags from the Dictionary: <PNN_CRD><i>##<VBB><am>##<VVG>
<studying>##<PRN_PRP_AVP><at>##<NN1><university>
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##<PRN_PRF_AVP><of>##<NPO><Hyderabad>##

Chunks Recognized by the FSM:

<ng><0-1><CRD><i>

<ajg><0-1><CRD><i>

*<ng><0-1><PNN><i>

<vg><1-2><VBB><am>

*<vg><1-3><VBB><am>##<VVG><studying>

<vg><1-4><VBB><am>##<VVG><studying>##<AVP><at>

<vgs><2-3><VVG><studying>

<ng><2-3><VVG><studying>

<ajg><2-3><VVG><studying>

<vgs><2-4><VVG><studying>##<AVP><at>

<ng><2-5><VVG><studying>##<PRP><at>##<NN1><university>

<ng><2-7><VVG><studying>##<PRP><at>##<NN1><university>
##<PRF><of>##<NPO><hyderabad>

<part><3-4><AVP><at>

<ng><3-5><PRP><at>##<NN1><university>

*<ng><3-7><PRP><at>##<NN1><university>##<PRF><of>##
<NPO><hyderabad>

<ng><4-5><NN1><university>

<ng><4-7><NN1><university>##<PRF><of>##<NP0><hyderabad>

<part><5-6><AVP><of>

<ng><5-7><PRF><of>##<NP0><hyderabad>

<ng><6-7><NPO><hyderabad>

Ranking by HMMs:
*<ng><0-1><PNN><i><-3.2491231040407><1><3><1>
<ng><0-1><CRD><i><-9.56376400947296><2><3><1>
<ajg><0-1><CRD><i><-36.8109739544272><3><3><1>
<vg><1-2><VBB><am><-7.27367328109116><1><3><2>
*<vg><1-3><VBB><am>##<VVG><studying><-15.945895214915>
<2><3><2>
<vg><1-4><VBB><am>##<VVG><studying>##<AVP><at>
<-25.5608664628101><3><3><2>
<vgs><2-3><VVG><studying><-10.5328994260119><1><6><3>
<ng><2-3><VVG><studying><-12.7929752284183><2><6><3>
<vgs><2-4><VVG><studying>##<AVP><at><-20.147870673907>
<3><6><3>
<ng><2-5><VVG><studying>##<PRP><at>##<NN1><university>
<-30.3473074722636><4><6><3>
<ajg><2-3><VVG><studying><-32.767076078699><5><6><3>
<ng><2-7><VVG><studying>##<PRP><at>##<NN1><university>##
<PRF><of>##<NP0><hyderabad><-35.1643970692879><6><6><3>
<part><3-4><AVP><at><-7.99897865005313><1><3><4>
<ng><3-5><PRP><at>##<NN1><university><-15.7772256956695>
<2><3><4>
*<ng><3-7><PRP><at>##<NN1><university>##<PRF><of>##<NP0>
<hyderabad><-20.5943152926938><3><3><4>
<ng><4-5><NN1><university><-13.2259579687766><1><2><5>
<ng><4-7><NN1><university>##<PRF><of>##<NP0><hyderabad>
<-18.0430475658009><2><2><5>
<part><5-6><AVP><0of><-3.87313237166961><1><2><6>
<ng><5-7><PRF><of>##<NP0><hyderabad><-19.0843146188301>
<2><2><6>
<ng><6-7><NP0><hyderabad><-3.43828759462479><1><1><7>

Final Parse:

*<ng> [<PNN><i>]</ng> <vg> [<VBB><am>##<VVG><studying>]</vg>
<ng> [<PRP><at>##<NN1><university>##<PRF><of >##<NP0>
<hyderabad>]</ng> -- -41.2629507152745

<ng> [<PNN><i>]</ng> <vg>[<VBB><am>]</vg> <ng>[<VVG>
<studying>]</ng><ng> [<PRP><at>##<NN1><university>##<PRF>
<of>##<NPO><hyderabad>]</ng> -- -46.7375549370651

<ng> [<PNN><i>]</ng> <vg>[<VBB><am>]</vg> <ng>[<VVG>
<studying>##<PRP><at>##<NN1><university>##<PRF><of>##
<NPO><hyderabad>]</ng> -- -47.1608105580448

<ng>[<CRD><i>]</ng> <vg> [<VBB><am>##<VVG><studying>]</vg>
<ng>[<PRP><at>##<NN1><university>##<PRF><of>##<NPO>
<hyderabad>]</ng> -- -47.5775916207068

<ng> [<PNN><i>]</ng> <vg> [<VBB><am>##<VVG><studying>##
<AVP><at>]</vg><ng> [<NN1><university>##<PRF><of >##
<NPO><hyderabad>]</ng> -- -48.3266542362767



5 Conclusions:

A hybrid architecture for developing wide coverage
shallow parsing systems, without need for a large
scale parsed corpus to start with, has been proposed
and its effectiveness demonstrated by developing a
wide coverage shallow parser for English. The sys-
tem has been built and tested on very large data sets,
covering a wide variety of texts, giving us confidence
that the system will perform well on new, unseen
texts. The system is general and not domain spe-
cific, but we can adapt and fine tune for any specific
domain to achieve better performance. We are con-
fident that wide coverage and robust shallow parsing
systems can be developed using the UCSG architec-
ture for other languages of the world as well. We
plan to continue our work on English parsing while
we also start our work on Telugu.
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Abstract ping, which we considered as a set of bound vari-

_ _ ables, can be resolved in syntactic/semantic level
This paper presents a generalized frame- (partee, 1975). Omission of other grammatical in-
work of syntax-based gap resolution in ana-  formation is, on the contrary, to be resolved in prag-
lytic language translation using an extended  matic level because some extra-linguistic knowledge
version of categorial grammar. Translat- s required. Consequently, we concentrate in this pa-
ing analytic languages into Indo-European  ner the resolution of gapping by means of syntax and
languages suffers the issues of gapping, semantics.
because _“d_elet_ion under coordination” and Many proposals to gap resolution were intro-
‘verb serialization” are necessary to be re-  qgyced, but we classify them into two groups: non-
solved beforehand. Rudimentary operations,  g||ipsis-based and ellipsis-basédon-ellipsis-based
I.e. antecedent memorization, gap induction,  approachis characterized by: (a) strong proof sys-
and gap resolution, were introduced to the  tem (Lambek, 1958), and (b) functional composition
categorial grammar to resolve gapping is-  and type raising that allow coordination of incom-
sues syntactically. Hereby, pronominal ref-  pjete constituents, such as CG (Ajdukiewicz, 1935;
erences can be generated for deletion under Bar-Hillel, 1953: Moortgat, 2002), CCG (Steed-
coordination, while sentence structures can man, 2000), and multimodal CCG (Baldridge and
be properly selected for verb serialization. Kruijff, 2003). Proposals in this approach, such
as (Hendriks, 1995; Jager, 1998a; Jager, 1998b),
introduced specialized operators to resolve overt
Analytic language, such as Chinese, Thai, and Viegnaphora, while covert anaphora is left unsolved.
namese, is any language whose syntax and meanitijipsis-based approachs characterized by treat-
relies on particles and word orders rather than infleérg incomplete constituents as if they are of the
tion. Pronouns and other grammatical informationsame simple type but contain ellipsis inside (Yatabe,
such as tense, aspect, and number, expressed by 2862, Cryssmann, 2003; Beavers and Sag, 2004).
of adverbs and adjectives, are often omitted. In addHowever, Beavers and Sag (2004) evidenced that
tion to deletion under coordinatioandverb serial- ellipsis-based analysis possibly reduces the accept-
ization, calledgapping(Hendriks, 1995), translation ability of language, because the resolutiopés se
from analytic languages into Indo-European onesompletely uncontrolled.
becomes a hard task because (1) an ordinary parsein this paper, we introduce an integration of the
cannot parse some problematic gapping patterns atvdo approaches that incorporates strong proof sys-
(2) these omissions are necessary to be resolved tbem and ellipsis-based analysis. Antecedent memo-
forehand. We classify resolution of the issue intgization and gap induction are introduced to imitate
two levels: syntactic/semantic and pragmatic. Gapellipsis-based analysis. The directions of ellipsis are

1 Background
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also used to improve the acceptability of language.One should find that the second conjunct cannot be
The rest of the paper is structured as follows. Seceduced intcs by means of CG, because it lacks of
tion 2 describes the formalization of our methodthe main verbéats.” The main verb in the first con-
Section 3 evidences the coverage of the framewojlnct should be remembered and then filled up to
on coping with the gapping issues in analytic lanthe ellipsis of the second conjunct to accomplish the
guages. Section 4 further discusses coverage aderivation. This matter of fact motivated us to de-
limitations of the framework comparing with CG velop MICG by introducing to CG the process of
and its descendants. Section 5 explains relevanocemembering an antecedent from a conjunct, called
of the proposed formalism to MT. Finally, Section 6memorizationand filling up an ellipsis in the other
concludes the paper and lists up future work. conjunct, callednduction There are three manda-

_ _ tory operations in MICG: antecedent memorization,

Memory-Inductive Categorial Grammar, abbrevi- Oné of two immediate formulae combined in
ated MICG, is a version of pure categorial gramma€ derivation can be memorized as an antecedent.
extended by ellipsis-based analysis. On the cod-n€ rgsult%d syntactic category is modalized by the
trary, it relies on antecedent memorization, gap infodality Og, whereD is a direction of memoriza-

duction, and gap resolution that outperform CCG'§0n (< for the left side and> for the right side),
functional composition and type raising. and F is the memorized formula. The syntactic

All grammatical expressions of MICG are, like structure of the memorized formula is also modal-

CG, distinguished by a syntactic category identifyjzed with the notationd to denote the memoriza-

ing them as either a function from arguments of on#on. Itis restricted in MICG that the memorized for-
type to result another (a.k.dunctior), or an argu- Mula mustbe unmodalized to maintain mild context-

ment (a.k.a.primitive category. Let us exemplify Sensitivity. For example, let us consider the deriva-

low. with antecedent memorization at the vedats’ in
(3). As seen, a modalized formula can combine with
John, Mary, sandwich,noodle + np another unmodalized formula while all modalities
eats - (np\s)/np are preserved.
and & (3)  John eats noodle
The lexiconslohn, Mary, sandwich, andnoodle are as- JohnF-np Deatst (np\s)/np  noodle - np
signed with a primitive categormp. The lexicon Oeatsonoodle =02, o 15 /np(NP\S)
eats is assigned with a function that forms a sentence Johno(Deatsonoodle) - 02, o 1o ¢ noS

s after takingnp from the right side (np) and then _ _ o
takingnpfrom the left sideiip\). The lexiconandis  Any given formula can be induced for a missing
assigned with a conjunction category (&). By mean&ormula, or agap at any direction, and the induced

of syntactic categories assigned to each lexicon, tig8p contains a syntactic category that can be com-
derivation for a simple sentencehn eats noodle’ is ~ bined to that of the formula. The resulted syntactic

shown in (1). category of combining the formula and the gap is
modalized by the modality>R, whereD is a direc-
1) John eats noodle tion of induction, andr is the induced formula at the
Johnnp eatst- (np\s)/np noodle - np gap. The syntactic structure Bfis an uninstantiated
eatsonoodle - np\s variable and also modalized with the notationto
Johno (eatsonoodle) - s denote the induction. The induced formula is neces-

CG suffers some patterns of coordination egls:ary to be unmodalized for mild context-sensitivity.
or example, let us consider the derivation of the

SVO&SO as exemplified in (2). ; i )
second conjunct of (2)Mary, sandwich,” with gap in-
2 John eats noodle, and Mary, sandwich. duction before the wordsandwich’ in (4). The vari-
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able of syntactic structure will be resolved with ann forms of generalized patterns by MICG. For sim-
appropriate antecedent containing the same syntaglification reason, syntactic structure is suppressed

tic category in the gap resolution process. during derivation.
(4)  Mary sandwich 3.1 To resolve gapping under coordination
Mary = np sandwich - np Coordination in analytic languages is more com-
OXosandwich = 0%, (oo o (NP\S) plex than that of Indo-European ones. Multi-

conjunct coordination is suppressed here because
biconjunct coordination can be applied. Besides
Gap resolution matches between memorized a®VO&VO and SV&SVO patterns already resolved
tecedents and induced gaps to associate ellipsesbyCCG (Steedman, 2000), there are also SVO&SV,
their antecedents during derivation of coordinatiol5VO&V, SVO&SO (already illustrated in Figure 1),
and serialization. That is, two syntactic categorieand SVO&SA patterns.
DEllc and <>EZZC are matched up and canceled from The pattern SVO&SV exhibits ellipsis at the ob-
the resulted syntactic category, if they have the sanject position of the second conjunct. The analysis of
syntactic categorie€, their directionsD; andD, SVO&SV is illustrated in (5). It shows that the ob-
are equal, and their memorized/induced formiae ject of the first conjunct is memorized while the verb
andF, are unified. For example, let us consider thef the second conjunct is induced for the object.
derivation of John eats noodle, and Mary, sandwich’ (5)
in Figure 1. The modalltle@;tswnp\s)/nps. and np MP\S)/np TP & NP (NP\S)/np
<>>_<(an\s)/nps are matched up togethe_r._ Thelr_mem- W m
orized/induced formulae are also unified by instan-
tiating the variableX with ‘eats’. Eventually, af-
ter combining them and the conjunctioand, the

Mary o (G X osandwich) + Oik(np\s)/nps

S \% O & S \%

OnpS OnpS
S
. . Analysis of the sentence pattern SVO&YV, illus-
derivation yields out the formuléJohn o (Oeats o . - . )
_ trated in (6), exhibits ellipses at the subject and the

noodle)) o (and o (Mary o (Oeats o sandwich))) I S. . e : :

G luti Id also indicat tsh object positions of the second conjunct. The subject
_>apresolution could aiso Incica’e arggme” SNaLnd the object of the first conjunct are memorized,
ing in coordination and serialization.OCg'C and

1 while the verb of the second conjunct is induced

D .
©f,C can be also matched up, if they have the samg;ice for the object and for the subject, respectively.
syntactic categorie€, their directionsD; and D,

are equal, and their memorized/induced formige (6) s_VvV o0& Vv

andF, are unified. However, they must be preserved np (np\s)/np np & (np\s)/np

in the resulted syntactic category. For example, let Orp(np\s) Onp(np\s)

us consider the derivation in Figure 2. By means of OnpChps OnpOnps

unification of induced formulae, the variabl¥sand S

Y are unified into the variablg. The pattern SVO&SA exhibits ellipsis at the pred-

A formal definition of MICG is given in Ap- icate position of the second conjunct, because only
pendix A. MICG is applied to resolve deletion undeithe adverb (A) is left. Suppose the adverb, typed
coordination and serialization in analytic languageénp\s)/(np\s), precedes the predicate. lllustrated in
in the next section. (7), the predicate of the first conjunct is memorized,

o ) while the adverb of the second conjunct is inducted
3 Gap Resolution in Analytic Languages  for the predicate.

There are two causes of gapping in analytic lan(7) S v O & S A
guages: coordination and serial verb construction. np (np\s)/np np & np (np\s)/(np\s)
Each of which complicates the analysis module of np\s Oro\s(MP\S)
MT to resolve such issue before transferring. In this G CERE

section, problematic gapping patterns are analyzed
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John eats noodle and Mary, sandwich

John o (Oeatsonoodle) - D;tsF(np\s)/nps and & Maryo (OXosandwich) - 0%

(John o (Oeatsonoodle)) o (and o (Mary o (Geats osandwich))) s

H(np\s)/np>

Figure 1: Derivation ofJohn eats noodle, and Mary, sandwich.’

eats noodle and drinks coke
OXo(eatsonoodle) <>)<(»—nps and & <Y o(drinksocoke) O\?»—nps

(©Zo (eatsonoodle))o(and o (GZo (drinks o coke))) - Og»—nps

Figure 2: Preservation of modalities in derivation

3.2 Toresolve gapping under serial verb (12)
construction Khav e t"5paj @' naj  bamn
np (np\s)/np np ss (np\s)/np (s\s)/np np

Serial verb construction (SVC) (Baker, 1989) is con-

struction in which a sequence of verbs appears in Prp(MP\S) (P s\s
what seems to be a single clause. Usually, the DipCnpS OnpOnpS

verbs have a single structural object and share log- OnpOhps OnpCnps
ical arguments (Baker, 1989). Following (Li and S

Thompson, 1981; Wang, 2007; Thepkanjana, 2006ljjustrated in (11), the two logical arguments, i.e. the
we classify SVC into three main types: consecusubjectk"sv ‘he’ and the object"s: ‘pipe,” are pro-
tive/concurrent events, purpose, and circumstancejected through the construction.

No operation specialized for tracing antecedent SVC expressing circumstance of action is syntac-
projection in consecutive/concurrent event construdically considered much as consecutive event con-
tion has been proposed in CG or its descendants. $truction. For example, a Chinese sentence from
MICG, the serialization operation is specialized fo{Wang, 2007) in (12) is analyzed as in (13).
this construction. For example, a Chinese sentence
from (Wang, 2007) in (8) is analyzed as in (9).  (12) wd yong kuaizi chl fin

I use chopstick eat meal
‘| eat meal with chopsticks.’

(8) ta mai piao jin  qu
he buy ticket "enter go (13) wd yong kuaizi  ch1  f@n
‘He buys a ticket and then goes inside.’ — _
np (np\s)/np np (np\s)/np np

(9) ta ma piao jin  qu np\s np\s
np (np\s)/np np nps nps OppS OnpS
np\s OnpS Onps S
OfipS Onps 4 Coverage and Limitations

S
Proven in Theorem 1 in Appendix A, memorized

ﬁQnstituentS and induced constituents are cross-
orization and induction modalities serially associated. Controlled by order and di-

Purpose construction can also be handled H)(;ctlon, each memorized constituent is guaranteed

MICG. For example, a Thai sentence in (10) is and® be cross-serially associated to its corresponding
lyzed as in (11). ’ induced gap, while each gap pair is also cross-

serially associated revealing argument sharing. This

(10)  khiv t 5 paj ¢"aj naj ban causes cross-serial association, illustrated in Fig-
he. attg‘é‘ﬁgg‘piggpsew%ge use \in house ure 3, among memorized constituents and induced

gaps. Since paired modalities are either eliminated

or preserved and no modalities are left on the start

lllustrated in (9), the subject argumeathe’ is pro-
jected through the verb sequence by means of me
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symbol, it guarantees that there is eventually nehot by Ronaldo’ from (Baldridge, 2002) in (16).
modality in derivation. In conclusion, no excessive

. . 16 a powerful shot
gap is over-generated in the language. ( )Kahn blocked skillfully By Ronaldo
‘ np  (np\s)/np (Np\s)\(np\s) np
Onp(Np\s)
P1[91]P2[92]- - Pn[On]Pn+1[Gn+1]Pnt2[0nt2] - - - P2n[G2n | Pan+1 ST
np
OnpS

Figure 3: Cross-serial association

* ok Kok X

MICG’s antecedent memorization and gap induc- Since MICG was inspired by reasons other than
tion perform well in handling node raising. Nodethose of CCG, the coverage of MICG is therefore
raising is analyzed in terms of MICG by memorizingdifferent from CCG. Let us compare CG, CCG, and
the raised constituent at the conjunct it occurs anMICG in Table 1. CCG initially attempted to han-
inducing a gap at the other conjunct. For examp|(§j,|e linguistic phenomena in English and other Indo-
the right node ‘ice cream’ is raised in the sentence furopean languages, in which topicalization and da-
like but you don't likeice creami The sentence can tive shift play an important role. Applied to many

be analyzed in terms of MICG in (14). other languages such as German, Dutch, Japanese,
and Turkish, CCG is still unsuitable for analytic lan-
a4 1 like  but you don'tlike ice cream guages. MICG instead was inspired by deletion un-
np (np\s)/np & np (np\s)/np  np der coordination and serial verb construction in ana-
Onp(NP\S) Onp(nP\S) Iytic languages. We are in progress to develop an ex-
SmnS OrpS tension of MICG that allows topicalization and da-
S tive shift avoiding combinatoric explosion.

Topicalization and contraposition are still the is5 Relevance to RBMT
sues to be concerned for coverage over CCG. For

example, in an example sentence ‘Bagels, Yo SangorElssues of MT f_rorln danarllytlc _Iangua}ges m;[]o
that Jan likes’ from (Beavers and Sag, 2004), thirdo-European ones include three issues: anaphora

NP ‘Bagels’ is topicalized from the object positiongeneratlon, semantic duplication, and sentence

of the relative clause’s complement. (15) shows urﬁtrlucturln%. Bogl] syntEx T\l/lr}(é(s;mantlcs_lgre l:csed to
parsability of the sentence. Solve such problems Dy S capability of gap

resolution. Case studies from our RBMT are exem-

(15) Bagels, Yo said that Jan likes plified for better understanding.
np_ np (np\s)/cl /s np (np\s)/np Our Thai-English MT system is rule-based and
W consists of three modules: analysis, transfer, and

generation. MICG is used to tackle sentences with

>
><>”ps deletion under coordination and SVC which cannot
OnpS be parsed by ordinary parsers. For good speed effi-
Onp(np\s) ciency, an MICG parser was implemented in GLR-
OnpS based approach and used to analyze the syntactic
EEEEE structure of a given sentence before transferring.

Furthermore, constituent shifting, such as dativghe parser detects zero anaphora and resolves their
shift and adjunct shift, is not supported by MICG antecedents in coordinate structure, and reveals ar-

We found that it is also constituent extraction agumentsharlng InSVC. Therefore, coordinate struc-
consecutive constituents other than the shifted orl"® and SV_C can be properly translated.

are extracted from the sentence. For example, the No experiment has be_en done on our system Ye‘-
adjunct ‘skillfully’ is shifted next to the main verb but we hope to see an improvement of translation

in the sentence ‘Kahn blocked skillfully a powerfulqua”ty' We planned to evaluate the translation accu-
racy by using both statistical and human methods.
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Table 1: Coverage comparison among CG, CCG, and MICG (Y = stgghd\ = not supported)
Linguistic phenomena | CG CCG MICG

Basic application
Node raising
Topicalization/contrapositior
Constituent shifting
Deletion under coordinatior
Serial verb construction

zzlzzlz<
z z|< <|< <
< <z z|< <

5.1 Translation of deletion under coordination  ated.

Coordinate structures_ |r_1 Thai drastlcally differ from(18) khivs baky hijg theis shipy MmO N

those of English. This is because Thai allows zero ~ he tell  To she know this matter
anaphora at subject and object positions while En-  ‘He reports herthis matter.’

glish does not. Pronouns and VP ellipses mustthere-c5¢e 3- A VP ellipsis is generated to main-

fore be generated in place of deletion under coordiz;, English grammaticality. For example, in (19),
nation for grammaticality of English. Moreover, se-; y/p ellipsis to is generated from a Thai VP
mantic duplication is often made use to emphasizg;; cha:b donrtriz r3k ‘not like rock music.”

the meaning of sentence, but its direct translation be-

comes redundant. (19)53:;113 glhkﬁp\, don'ktri: r3ko t‘el:)& ;;hléns maia
MICG helps us detect zero anaphora and resolve 2o ke _rockmusic  but not
. . ‘John likes rock music, butdo not.’

their antecedents, so that appropriate pronouns and

ellipses can be generated at the right positions. By2 Translation of SVC

tracing resolved antecedents and ellipses, argumegéntence structuring is also nontrivial for translation
projections are disclosed and they can be used & Thai SVC. Thai uses SVC to describe consecu-
control verb fusion. We exemplify three cases ofive/concurrent events, purposes, and circumstances.
translation of coordinate structure. On the other hand, English describes each of those
Case 1: Pronouns are generated to maintaifwith different sentence structure. A series of verbs
grammaticality of English translation if the two with duplicated semantics can be also clustered to
verbs are not postulated in the verb-fusion table. F@mphasize the meaning of sentence in Thai, while
example, a Thai sentence in (17) is translated, whilenglish does not allow this phenomenon.
pronouns ‘he’ and ‘it’ are generated from Thai NPs Because MICG reveals argument sharing in SVC,
nak-rian ‘student’” andk"a-nom ‘candy,’ respectively.  appropriate sentence structures can be selected by
o ) e ) _ tracing argument sharing between two consecutive
(17)  nakerians *huy kcg‘ggymo letwe Kiny verbs. We exemplify two cases of translation of
‘A student buys candy, thelme eatsit.’ SVC.
Case 1. The second verb is participialized if the
Case 2: Two verbsV; andV; are fused togeth- first verb is intransitive and its semantic concept is
erif they are postulated in the verb-fusion table tqn action. For example, the present participial form

eliminate semantic duplication in English translayf the verb ‘see, $eeing is generated in (20) .
tion. The object form of; is necessary to be gener-

ated in some cases. For example, in (18), the tran€0)  sdmg"aijg demny  ghomy  phapkMiang
. . . ) Somchai walk see paintings
lation becomes ‘He reports her this matter’ instead Somchar walkseeingpaintings;
of ‘He tells her to know this matter.” Two vers:k '
‘tell’ and sa:b ‘know’ are fused into a single verb ‘re-  Case 2: If the two cases above do not apply to

port.” The object form of ‘she,’her, is also gener- the two verbs, they are translated directly by de-
fault. The conjunction ‘and’ is automatically added
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to conjoin two verb phrases. In case of multiple<. Bar-Hillel. 1953. A Quasi-Arithmetical Notation for
conjunct coordination, the conjunction will be added Syntactic DescriptionLanguage29:47-58.

only before the last conjunct. For example, in (21); geavers and I. A. Sag. 2004. Coordinate ellipsis and
a pronounit’ is generated from the NF'6:k ‘coke,’ apparent non-constituent coordination. Pmoceed-
while the conjunction ‘and’ is automatically added. ings of the HPSG04 Conferencgenter for Compu-

tational Li_ngu_istics, Katholieke Universiteit Leuven,
(21) p"irsdivg siiy  k'6tko  duumy CSLI Publications.
my elder sister buy coke drink

‘My elder sister buys cokand drinksit.’

B. Cryssmann. 2003. An asymmetric theory of periph-
eral sharing in HPSG: Conjunction reduction and coor-
dination of unlikes. InProceedings of Formal Gram-

6 Conclusion and Future Work mar Conference

This paper presents Memory—lnducti.ve Categorigh Hendriks. 1995. Ellipsis and multimodal categorial
Grammar (MICG), an extended version of catego- type logic. InProceedings of Formal Grammar Con-
rial grammar, for gap resolution in analytic language ference Barcelona, Spain.

translation. Antecedent memorization, gap mdch Jager. 1998a. Anaphora and ellipsis in type-logical

tion, and gap resolution, are proposed to cope with grammar. InProceedings of the 1th Amsterdam Col-
deletion under coordination and serial verb construc- loguium Amsterdam, the Netherland. ILLC, Univer-

tion. By means of MICG, anaphora can be gen- siteit van Amsterdam.
erated for deletion under coordination, while seng jager. 1998b. Anaphora and quantification in cate-

tence structure can be properly selected for serial gorial grammar. In_ecture Notes in Computer Sci-
verb construction. No experiment has been done to ence; Selected papers from the 3rd International Con-

show improvement of translation quality by MICG. f_erence, on logical aspects of Computational Linguis-
. . ' . tics, volume 2014, pages 70-89.
The following future work remains. First, we will
experiment on our Thai-English RBMT to measurel. Lambek. 1958. The Mathematics of Sentence Struc-
improvement of translation quality. Second, crite- ture. American Mathematical Month|$5:154-170.

ria for pronominal reference generation in place of N |iand S. A. Thompson. 198Mandarin Chinese:
deletion under coordination will be studied. Third, A Functional Reference GrammaBerkeley: Univer-

once serial verb construction is analyzed, criteria of sity of California Press.

sentence structuring will further be studied based oy) Moortgat. 2002. Categorial grammar and formal se-
an anaIySiS of antecedent prOjeCtion. Fourth and fi- mantics. |nEncyc|opedia of Cognitive Scien(m|_

nally, constituent extraction and the use of extraction ume 1, pages 435-447. Nature Publishing Group.
direction in the extraction resolution will be studied

. i i . B. H. Partee. 1975. Bound variables and other anaphors.
to avoid combinatoric explosion.

In Theoretical Issues in Natural Language Processing-
2 (TINLAP-2) pages 79-85, University of lllinois at
Urbana Champaign, July.
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A Formal Definition of MICG f1... fnsuchthat fe R(w) forall 1<i<n,and f... fn=*s.

o Thatis, W ... wp is generated if and only if there is some choice
De_fmltlon 1 (Closure_of MICG) Let \j of catego[ry symbols, of formula assignments by R to the symbols in v, that
afinite set ¥ of terminal symbols, and a set of directionsD  gquces to s.

{<.>} o .

The set C of all category symbols is given by: (1) For allDefinition 5 Correspondence between a grammatical struc-
X€Va, xeC. (2) If xyeC, then so are Yy and ¥y. (3) If ture and its syntactic category can be viewed as a tree with spe-
x € C, then so aréd5x, 07X, X, andO7x, where fe Fisa  cialized node types. Each node is represeriteds), where m
formula (described below). (4) Nothing else is in C. is a node type{o, g, <>.}, and S is a modality sequence attached

The set T of all grammatical structures is given by: (1) For© the node’s syntactic category.
allxeVr,xeT. () Ifxye T, thensoarexy. (3) IfxeT, Definition 6 A node that has the type m is said torbarkedm
then so aredx and<x. (4) Nothing else isin T. where me {0, ¢}, while a node that has the tyjfsis said to

The set F of all formulae is a set of termis k, wheretce T  peunmarked
and xe C. The set Q of all modalities is a set of all term$,

07, o7, ando7, where fe F. Definition 7 The functiort : Q — {O, <} maps a modality to

anode modality, wherg(D0¢) = O andt(¢¢) = © foralld € D
Definition 2 (Modality resolution) For any directions dc D, and feF.
any formulae fe F, and any modality sequenckbM1,M» €

Q*, the functions : Q x Q* — Q* is defined as follows: Definition 8 A substring generated from a node markeg¥l)

beneath the node n is said to bapaired unden, if and only if

D?M 1@0?1\/'2 = Mi&M, n has the modality sequence S ad: S.
Definition 9 Every string w generated from MICG can be
d d _
O = . )
CfM1&0tM2 M1&M2 rewritten in the form w= p1Qs... Proj P4-201+1 - - P21G2I P21+ 1,

D‘?M 10 D‘?Mz D‘?(M 1®My) where g is a substring unpaired under n, ma subs.tring gen-
g g g erated from unmarked nodes beneath i i <1, 1< j<I+1,
QfMl@Osz = Qf(Ml@Mz) andlZO

epM = Moe = M Theorem 1 (Cross-serial association)~or every string gener-
ated from MICG w= p10a ... Pioh Pjydj(a) - - Pj(1)9j (1) Pj(1)+10

Definition 3 (MICG) A memory-inductive categorial gram- ] ; :
mar (MICG) is defined as a quadruple € (V1,Va,s,R), every gqu;ile ”"’?“d G;) are associated by for all 1 <i <1,
where: (1) f and \j are as above. (2) s Vj is the designated where i) =I+iand!>0.

symbol called ‘start symbol. (3) R — P(F) is afunction as-  Proof Let us prove this property by mathematical induction.
signing to each terminal symbol a set of formulae from F. The Basic stepLet! = 0. We obtain thatvyy = p;. Since there is
set of all strings generated from G is denoted 6] no unpaired substring, this case is trivially proven.
Hypothesis Let | = k. Suppose that w

Definition 4 (Acceptance of strings) For any formulae xy € . -
P01 - - - Py Dj(k) Pj(ky+1- We rewritewy = wiwé, wherew; =

F, any grammatical structures;to,t3 € T, any variables
v of grammatical structures, and any modality sequenceplql...pqup'j<l) and WE = p’j’<l)qj(1)...pj(k)qj<k)pj<k)+1.
M,M1,M2 € Q, the binary relation=C F* x F controls com-  Every coupleg; andgj, are associated by for all 1 <i <k.
bination of formulae as follows: Induction Let | =K+ 1; Wit = Pa- - Pjg29j (k)2
Pj(k)+3: consequently. Let the formulae of the substrings

tiFy bEY\X | tiotakXx 1 1 5
thxy bEy k= tothx Wir1 = Wi (W2, ; betl , - mMy andtZ,; - mpMy, respec-
Chv BEM Ot ot 05 M tively. We can rewrite the substringg .1 =W, ;WZ, , interms
1Fy REMYW = Dtiotp By Mx of wx = wiw? in three cases.
tiEMy REY\X | oDt -0, Mx Case t Supposew; ; = pawf. It follows that the direction
thxy LFEMy | Dotk Of,, Mx of g is <. Sincewj,, combinesw, ;, we can conclude that
1
w2, = p'dw2. Thereforeq andq' are also associated ly.
tEMx/y LFy E toOt k07 Mx k= PAw A ql d ! .@'.
<2 y Case It Supposew , = w,qp. It follows that the direction
REMY\X = Ovotp - O MX of g is >. Sincew},; combinesw, ;, we can conclude that
tikMy [ tioOvE oL, Mx W2, =WEq'p. Thereforeg andg are also associated by.
LMy | Ovelyh Of Mx Case Il W ; = P101 - PmGmPARn 10m:1 - - - PrlinPki1 and
W1 = Pjd j(m) 9 () P P - i
- N k+1 i)Y - - Pjm)dj ) P A Pj(nm)+19j(m)+1- - Pj(k)
LEMXy = toOvE Oy MX Ao Pj+1. Where 1< mnf < k. Sincew,; and wg,,
t1FMix 3F& tEMax | tro(tzotz) - (M1®Mz)x  combine and every; andg are associated, we can conclude
t1FMiXx bEMoXx E tiothF (M1@M)o)X thatm= m'. Thereforeg andq’ are also associated by.

From Case |, Case Il, and Case lll, we can remhl =
The binary relation=C F* x F* holds between two strings oo D =0 0o .. .
of formulaeaXB andaY B, denotecXB = aY, if and only if p,%ql Poflo- - Per ?nd Wi . pvlv(zl>q'(l> Pi2%ie p,J.<k+l)
X =Y, where XY, a,B € F* and |X| > |Y|. The relation=" is Smpe eaclt in wi andgj(; in wi are already gssomated by
the reflexive transitive closure ef. @, it follows that allg; andg;j);.1 are also associatell
A string we V{ is generated by G, denoted byan (G), if
and only if w=wj ... wp and there is some sequence of formulae
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Abstract

This paper presents an effective dependency
parsing approach of incorporating short de-
pendency information from unlabeled data.
The unlabeled data is automatically parsed
by a deterministic dependency parser, which
can provide relatively high performance for
short dependencies between words. We then
train another parser which uses the informa-
tion on short dependency relations extracted
from the output of the first parser. Our pro-
posed approach achieves an unlabeled at-
tachment score of 86.52, an absolute 1.24%
improvement over the baseline system on
the data set of Chinese Treebank.

1 Introduction

In dependency parsing, we attempt to build the
dependency links between words from a sen-
tence. Given sufficient labeled data, there are sev-
eral supervised learning methods for training high-
performance dependency parsers(Nivre et al., 2007).
However, current statistical dependency parsers pro-
vide worse results if the dependency length be-
comes longer (McDonald and Nivre, 2007). Here
the length of a dependency from word w; and word
wj is simply equal to |i — j|. Figure 1 shows the
Fy score! provided by a deterministic parser rela-
tive to dependency length on our testing data. From

!precision represents the percentage of predicted arcs of
length d that are correct and recall measures the percentage of
gold standard arcs of length d that are correctly predicted.

Fi = 2 x precision X recall /(precision + recall)
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the figure, we find that F} score decreases when de-
pendency length increases as (McDonald and Nivre,
2007) found. We also notice that the parser pro-
vides good results for short dependencies (94.57%
for dependency length = 1 and 89.40% for depen-
dency length = 2). In this paper, short dependency
refers to the dependencies whose length is 1 or 2.

100 T T T

T T
baseline —+—

90

80 -

70

F1

60 -

50

40 +

30

0 5 10 15 20 25 30
Dependency Length

Figure 1: F-score relative to dependency length

Labeled data is expensive, while unlabeled data
can be obtained easily. In this paper, we present an
approach of incorporating unlabeled data for depen-
dency parsing. First, all the sentences in unlabeled
data are parsed by a dependency parser, which can
provide state-of-the-art performance. We then ex-
tract information on short dependency relations from
the parsed data, because the performance for short
dependencies is relatively higher than others. Fi-
nally, we train another parser by using the informa-
tion as features.

The proposed method can be regarded as a semi-
supervised learning method. Currently, most semi-



supervised methods seem to do well with artificially
restricted labeled data, but they are unable to outper-
form the best supervised baseline when more labeled
data is added. In our experiments, we show that our
approach significantly outperforms a state-of-the-art
parser, which is trained on full labeled data.

2 Motivation and previous work

The goal in dependency parsing is to tag dependency
links that show the head-modifier relations between
words. A simple example is in Figure 2, where the
link between a and bird denotes that a is the depen-
dent of the head bird.

=

| see a beautiful bird
Figure 2: Example dependency graph.

We define that word distance of word w; and word
wj is equal to | — j|. Usually, the two words in a
head-dependent relation in one sentence can be adja-
cent words (word distance = 1) or neighboring words
(word distance = 2) in other sentences. For exam-
ple, “a” and “bird” has head-dependent relation in
the sentence at Figure 2. They can also be adjacent
words in the sentence “I see a bird.”.

Suppose that our task is Chinese dependency

parsing. Here, the string “% 5% 2¢JJ(Specialist-
level)/ I. {ENN(working)/2> RNN(discussion)”

should be tagged as the solution (a) in Figure
3. However, our current parser may choose the
solution (b) in Figure 3 without any additional
information. The point is how to assign the head for
“L: 5% 2 (Specialist-level)”. Is it “_L F(working)”
or “£ R (discussion)”?

I

e @) Ly T 2%

®) Ly T 2%

TBRY T Sk

Figure 3: Two solutions for “% X Z(Specialist-
level)/ I_{F (working)/%> 1% (discussion)”
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As Figure 1 suggests, the current dependency
parser is good at tagging the relation between ad-
jacent words. Thus, we expect that dependencies
of adjacent words can provide useful information
for parsing words, whose word distances are longer.
When we search the string “% % 2 (Specialist-
level)/4> iR (discussion)” at google.com, many rele-
vant documents can be retrieved. If we have a good
parser, we may assign the relations between the two
words in the retrieved documents as Figure 4 shows.
We can find that “£1%(discussion)” is the head of
“& % 2 (Specialist-level)” in many cases.

1). LB T5 125 2226 H AT/ 590 2 0 JER I U ELAR 1.

b

2)... EEWTINANAS B EAR ) L R 2 R B A1 92200442 H18 A 1L ..

3)... 172 B A 2 7 5 PRI A R U1 2 ARSI T/ e 5 S e
Vo ERGIK..

b

n)... AT I IFURIG 5 90 2RI R0 H il 2k ).

Figure 4: Parsing “% % 2 (Specialist-level)/%>
1% (discussion)” in unlabeled data

Now, consider what a learning model could do
to assign the appropriate relation between “% %
2 (Specialist-level)” and “£ 1% (discussion)” in the
string “% K 2 (Specialist-level)/ . {(working)/ 2
R (discussion)”. In this case, we provide additional
information to “£> i/ (discussion)” as the possible
head of “% 2% 2 (Specialist-level)” in the unlabeled
data. In this way, the learning model may use this
information to make correct decision.

Till now, we demonstrate how to use the depen-
dency relation between adjacent words in unlabeled
data to help tag the relation between two words
whose word distance is 2. In the similar way, we can
also assign the relation between two words whose
word distance is longer by using the information.

Based on the above observations, we propose an
approach of exploiting the information from a large-
scale unlabeled data for dependency parsing. We
use a parser to parse the sentences in unlabeled data.
Then another parser makes use of the information on
short dependency relations in the newly parsed data
to improve performance.

Our study is relative to incorporating unlabeled



data into a model for parsing. There are several other
studies relevant to ours as described below.

A simple method is self-training in which the ex-
isting model first labels unlabeled data and then the
newly labeled data is then treated as hand annotated
data for training a new model. But it seems that self-
training is not so effective. (Steedman et al., 2003)
reports minor improvement by using self-training
for syntactic parsing on small labeled data. The rea-
son may be that errors in the original model would
be amplified in the new model. (McClosky et al.,
2006) presents a successful instance of parsing with
self-training by using a re-ranker. As Figure 1 sug-
gests, the dependency parser performs bad for pars-
ing the words with long distances. In our approach,
we choose partial reliable information which comes
from short dependency relations for the dependency
parser.

(Smith and Eisner, 2006) presents an approach to
improve the accuracy of a dependency grammar in-
duction models by EM from unlabeled data. They
obtain consistent improvements by penalizing de-
pendencies between two words that are farther apart
in the string.

The study most relevant to ours is done by (Kawa-
hara and Kurohashi, 2006). They present an in-
tegrated probabilistic model for Japanese parsing.
They also use partial information after current parser
parses the sentences. Our work differs in that we
consider general dependency relations while they
only consider case frames. And we represent addi-
tional information as the features for learning mod-
els while they use the case frames as one component
for a probabilistic model.

3 Our Approach

In this section, we describe our approach of exploit-
ing reliable features from unlabeled data, which is
parsed by a basic parser. We then train another
parser based on new feature space.

3.1 Training a basic parser

In this paper, we implement a deterministic parser
based on the model described by (Nivre, 2003).
This model is simple and works very well in the
shared-tasks of CoNLL2006(Nivre et al., 2006) and
CoNLL2007(Hall et al., 2007). In fact, our approach
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can also be applied to other parsers, such as (Ya-
mada and Matsumoto, 2003)’s parser, (McDonald et
al., 2006)’s parser, and so on.

3.1.1 The parser

The parser predicts unlabeled directed dependen-
cies between words in sentences. The algorithm
(Nivre, 2003) makes a dependency parsing tree in
one left-to-right pass over the input, and uses a stack
to store the processed tokens. The behaviors of the
parser are defined by four elementary actions (where
TOP is the token on top of the stack and NEXT is the
next token in the original input string):

o Left-Arc(LA): Add an arc from NEXT to TOP;
pop the stack.

o Right-Arc(RA): Add an arc from TOP to
NEXT; push NEXT onto the stack.

e Reduce(RE): Pop the stack.

e Shift(SH): Push NEXT onto the stack.

The first two actions mean that there is a dependency
relation between TOP and NEXT.

More information about the parser can be avail-
able in the paper(Nivre, 2003). The parser uses a
classifier to produce a sequence of actions for a sen-
tence. In our experiments, we use the SVM model
as the classifier. More specifically, our parser uses
LIBSVM(Chang and Lin, 2001) with a polynomial
kernel (degree = 3) and the built-in one-versus-all
strategy for multi-class classification.

3.1.2 Basic features

We represent basic features extracted from the
fields of data representation, including word and
part-of-speech(POS) tags. The basic features used
in our parser are listed as follows:

e The features based on words: the words of TOP
and NEXT, the word of the head of TOP, the
words of leftmost and rightmost dependent of
TOP, and the word of the token immediately
after NEXT in original input string.

e The features based on POS: the POS of TOP
and NEXT, the POS of the token immediately
below TOP, the POS of leftmost and rightmost
dependent of TOP, the POS of next three tokens
after NEXT, and the POS of the token immedi-
ately before NEXT in original input string.



With these basic features, we can train a state-of-
the-art supervised parser on labeled data. In the fol-
lowing content, we call this parser Basic Parser.

3.2 Unlabeled data preprocessing and parsing

The input of our approach is unlabeled data, which
can be obtained easily. For the Basic Parser, the cor-
pus should have part-of-speech (POS) tags. There-
fore, we should assign the POS tags using a POS
tagger. For Chinese sentences, we should segment
the sentences into words before POS tagging. Af-
ter data preprocessing, we have the word-segmented
sentences with POS tags. We then use the Basic
Parser to parse all sentences in unlabeled data.

3.3 Using short dependency relations as
features

The Basic Parser can provide complete dependency
parsing trees for all sentences in unlabeled data. As
Figure 1 shows, short dependencies are more reli-
able. To offer reliable information for the model, we
propose the features based on short dependency re-
lations from the newly parsed data.

3.3.1 Collecting reliable information

In a parsed sentence, if the dependency length
of two words is 1 or 2, we add this word pair
into a list named DepList and count its frequency.
We consider the direction and length of the de-
pendency. DI refers to the pairs with dependency
length 1, D2 refers to the pairs with dependency
length 2, R refers to right arc, and L refers to left
arc. For example, “% 5% 2 (specialist-level)” and
“Z>14(discussion)” are adjacent words in a sentence
“FRATT(We)/28 1T (held)/ & K S (specialist-level )/2
R (discussion)/. ” and have a left dependency arc
assigned by the Basic Parser. We add a word pair
“& K Y (specialist-level)-2 1% (discussion)” with
“D1-L” and its frequency into the DepList.

According to frequency, we then group word
pairs into different buckets, with a bucket ONE
for frequency 1, a single bucket LOW for 2-7, a
single bucket MID for 8-14, and a single bucket
HIGH for 15+. We choose these threshold val-
ues via testing on development data. For example,
the frequency of the pair “% 2 2 (specialist-level)-
2% R (discussion)” with “D1-L” is 20. Then it is
grouped into the bucket “D1-L-HIGH”.
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Here, we do not use the frequencies as the weight
of the features. We derive the weights of the features
by the SVM model from training data rather than
approximating the weights from unlabeled data.

3.3.2 New features

Based on the DepList, we represent new features
for training or parsing current two words: TOP and
NEXT. We consider word pairs from the context
around TOP and NEXT, and get the buckets of the
pairs in the DepList.

First, we represent the features based on D1. We
name these features D1 features. The D1 features
are listed according to different word distances be-
tween TOP and NEXT as follows:

1. Word distance is 1: (TNO) the bucket of the
word pair of TOP and NEXT, and (TN1) the
bucket of the word pair of TOP and next token
after NEXT.

2. Word distance is 2 or 3+: (TNO) the bucket of
the word pair of TOP and NEXT, (TN1) the
bucket of the word pair of TOP and next token
after NEXT, and (TN_1) the bucket of the word
pair of TOP and the token immediately before
NEXT.

In item 2), all features are in turn combined with
two sets of distances: a set for distance 2 and
a single set for distances 3+. Thus, we have 8
types of D1 features, including 2 types in item
1) and 6 types in item 2). The feature is format-
ted as “Position:WordDistance:PairBucket”.  For
example, we have the string “% ¢ 2 (specialist-
level)/w; /walws/4s W (discussion)”, and “& 5
2 (specialist-level)” is TOP and “£ 1% (discussion)”
is NEXT. Thus we can have the feature
“TNO:3+:D1-L-HIGH” for TOP and NEXT,
because the word distance is 4(3+) and “% %X
2 (specialist-level)-2> % (discussion)” belongs to
the bucket “D1-L-HIGH”. Here, if a string belongs
to two buckets, we use the most frequent bucket.

Then, we represent the features based on D2. We
name these features D2 features. The D2 features
are listed as follows:

1. Word distance is 1: (TN1) the bucket of the
word pair of TOP and next token after NEXT.



2. Word distance is 2: (TNO) the bucket of the
word pair of TOP and NEXT, and (TN1) the
bucket of the word pair of TOP and next token
after NEXT.

4 Experiments

For labeled data, we used the Chinese Treebank
(CTB) version 4.07 in our experiments. We used the
same rules for conversion and created the same data
split as (Wang et al., 2007): files 1-270 and 400-931
as training, 271-300 as testing and files 301-325 as
development. We used the gold standard segmenta-
tion and POS tags in the CTB.

For unlabeled data, we used the PFR corpus °.
It includes the documents from People’s Daily at
1998 (12 months). There are about 290 thousand
sentences and 15 million words in the PFR corpus.
To simplify, we used its segmentation. And we dis-
carded the POS tags because PFR and CTB used dif-
ferent POS sets. We used the package TNT (Brants,
2000), a very efficient statistical part-of-speech tag-
ger, to train a POS tagger* on training data of the
CTB.

We measured the quality of the parser by the un-
labeled attachment score (UAS), i.e., the percentage
of tokens with correct HEAD. We reported two types
of scores: “UAS without p” is the UAS score with-
out all punctuation tokens and “UAS with p” is the
one with all punctuation tokens.

4.1 Experimental results

In the experiments, we trained the parsers on train-
ing data and tuned the parameters on development
data. In the following sessions, “baseline” refers
to Basic Parser (the model with basic features), and
“OURS” refers to our proposed parser (the model
with all features).

4.1.1 Our approach

Table 1 shows the results of the parser with differ-
ent feature sets, where “+D1” refers to the parser

2More detailed information can be found at
http://www.cis.upenn.edu/"chinese/.

SMore detailed  information
http://www.icl.pku.edu.

*To know whether our POS tagger is good, we also tested
the TNT package on the standard training and testing sets for
full parsing (Wang et al., 2006). The TNT-based tagger pro-
vided 91.52% accuracy, the comparative result with (Wang et
al., 2006).

can be found at
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with basic features and D1 features, and “+D2”
refers to the parser with all features(basic features,
D1 features, and D2 features). From the table, we
found a large improvement (1.12% for UAS with-
out p and 1.23% for UAS with p) from adding D1
features. And D2 features provided minor improve-
ment, 0.12% for UAS without p and 0.14% for UAS
with p. This may be due to the information from de-
pendency length 2 containing more noise. Totally,
we achieved 1.24% improvement for UAS with p
and 1.37% for UAS without p. The improvement
is significant in one-tail paired t-test (p < 1079).

Table 1: The results with different feature sets

UAS without p | UAS with p
baseline 85.28 83.79
+D1 86.40 85.02
+D2(OURS) | 86.52 85.16

We also attempted to discover the effect of dif-
ferent numbers of unlabeled sentences to use. Ta-
ble 2 shows the results with different numbers of
sentences. Here, we randomly chose different per-
centages of sentences from unlabeled data. When
we used 1% sentences of unlabeled data, the parser
achieved a large improvement. As we added more
sentences, the parser obtained more benefit.

Table 2: The results with different numbers of unla-
beled sentences

Sentences UAS without p | UAS with p
0% (baseline) | 85.28 83.79
1% 85.68 84.40
2% 85.69 84.51
5% 85.78 84.59
10% 85.97 84.62
20% 86.25 84.86
50% 86.34 84.92
100%(OURS) | 86.52 85.16

4.1.2 Comparison of other systems

Finally, we compare our parser to the state of
the art. We used the same testing data as (Wang
et al., 2005) did, selecting the sentences length up
to 40. Table 3 shows the results achieved by our
method and other researchers (UAS with p), where
Wang05 refers to (Wang et al., 2005), Wang07 refers



to (Wang et al., 2007), and McDonald&Pereira06°
refers to (McDonald and Pereira, 2006). From the
table, we found that our parser performed best.

Table 3: The results on the sentences length up to 40

UAS with p
Wang05 79.9
McDonald&Pereira06 | 82.5
Wang07 86.6
baseline 87.1
OURS 88.4

5 Analysis

5.1 Improvement relative to dependency length

We now look at the improvement relative to depen-
dency length as Figure 5 shows. From the figure, we
found that our method provided better performance
when dependency lengths are less than 13. Espe-
cially, we had improvements 2.35% for dependency
length 4, 3.13% for length 5, 2.56% for length 6, and
4.90% for length 7. For longer ones, the parser can
not provide stable improvement. The reason may
be that shorter dependencies are often modifier of
nouns such as determiners or adjectives or pronouns
modifying their direct neighbors, while longer de-
pendencies typically represent modifiers of the root
or the main verb in a sentence(McDonald and Nivre,
2007). We did not provide new features for modi-
fiers of the root.
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Figure 5:
length
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3(Wang, 2007) reported this result.
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Figure 6: Ambiguities

5.2 Cases study in neighborhood

In Chinese dependency parsing, there are many am-
biguities in neighborhood, such as “JJ NN NN”,
“AD VV VV” “NN NN NN”, “JJ NN CC NN”.
They have possible parsing trees as Figure 6 shows.
For these ambiguities, our approach can provide
additional information for the parser. For ex-
ample, we have the following case in the data
set: K 4fJJ(friendly)/ £ YENN(corporation)/ K
ZNN(relationship)/”. We can provide additional in-
formation about the relations of “A {fJJ(friendly)/
& YENN(corporation)” and “A 4fJJ(friendly)/ 2%
ZNN(relationship)/” in unlabeled data to help the
parser make the correct decision.

Our approach can also work for the longer con-
structions, such as “JJ NN NN NN” and “NN NN
NN NN” in the similar way.

For the construction “JJ NN1 CC NN2”, we
now do not define special features to solve
the ambiguity. = However, based on the cur-
rent DepList, we can also provide additional
information about the relations of JJ/NN1 and
JI/NN2.  For example, for the string “Hf —
1 (further)/ 4 #%NN(improvement)/ F1CC(and)/
X FENN(development)/”, the parser often assigns
“gf 3%(improvement)” as the head of “If —
¥ (further)” instead of “/% Ji(development)”. There
is an entry “IF— 2 (further)- & J#(development)” in
the DepList. Here, we need a coordination identifier
to identify these constructions. After that, we can
provide the information for the model.

6 Conclusion

This paper presents an effective approach to improve
dependency parsing by using unlabeled data. We ex-
tract the information on short dependency relations



in an automatically generated corpus parsed by a ba-
sic parser. We then train a new parser with the infor-
mation. The new parser achieves an absolute im-
provement of 1.24% over the state-of-the-art parser
on Chinese Treebank (from 85.28% to 86.52%).
There are many ways in which this research
should be continued. First, feature representation
needs to be improved. Here, we use a simple fea-
ture representation on short dependency relations.
We may use a combined representation to use the in-
formation from long dependency relations even they
are not so reliable. Second, we can try to select more
accurately parsed sentences. Then we may collect
more reliable information than the current one.
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Abstract

The automatic compilation of bilingual dic-
tionaries from comparable corpora has been
successful for single-word terms (SWTs),
but remains disappointing for multi-word
terms (MWTSs). One of the main problems is
the insufficient coverage of the bilingual dic-
tionary. Using the compositional translation
method improved the results, but still shows
some limits for MWTs of different syntac-
tic structures. In this paper, we propose to
bridge the gap between syntactic structures
through morphological links. The results
show a significant improvement in the com-
positional translation of MWTs that demon-
strate the efficiency of the morphologically
based-method for lexical alignment.

1 Introduction

Current research in the automatic compilation of
bilingual dictionaries from corpora uses of compara-
ble corpora. Comparable corpora gather texts shar-
ing common features (domain, topic, genre, dis-
course) without having a source text-target text re-
lationship. They are considered by human transla-
tors more trustworthy than parallel corpora (Bowker
and Pearson, 2002). Moreover, they are available for
any written languages and not only for pairs of lan-
guages involving English. The compilation of spe-
cialized dictionaries should take into account multi-
word terms (MWTs) that are more precise and spe-
cific to a particular scientific domain than single-
word terms (SWTs). The standard approach is based
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on lexical context analysis and relies on the simple
observation that a SWT or a MWT and its trans-
lation tend to appear in the same lexical contexts.
Correct results are obtained for SWTs with an ac-
curacy of about 80% for the top 10-20 proposed
candidates using large comparable corpora (Fung,
1998; Rapp, 1999; Chiao and Zweigenbaum, 2002)
or 60% using small comparable corpora (Déjean
and Gaussier, 2002). In comparison, the results ob-
tained for MWTs are disappointing. For instance,
(Morin et al., 2007) have achieved 30% and 42%
precision for the top 10 and top 20 candidates in a
0.84 million-word French-Japanese corpus. These
results could be explained by the low frequency of
MWTs compared to SWTs, by the lack of paral-
lelism between the source and the target MWT ex-
traction systems, and by the low performance of the
alignment program. For SWTs, the process is in
two steps: looking in a dictionary, and if no direct
translation is available, starting the contextual anal-
ysis. Looking in the dictionary gives low results for
MWTs: 1% compared to 30% for French and 20%
for Japanese SWTs (Morin and Daille, 2006). To ex-
tend the coverage of the bilingual dictionary, an in-
termediate step is added between looking in the dic-
tionary and the contextual analysis that will propose
several translation candidates to compare with the
target MWTs. These candidate translations are ob-
tained thanks to a compositional translation method
(Melamed, 1997; Grefenstette, 1999). This method
reveals some limits when MWTs in the source and
the target languages do not share the same syntactic
patterns.

In this paper, we put forward an extended compo-



sitional method that bridges the gap between MWTs
of different syntactic structures through morpho-
logical links. We experiment within this method
of French-Japanese lexical alignment, using multi-
lingual terminology mining chain made up of two
terminology extraction systems; one in each lan-
guage, and an alignment program. The term extrac-
tion systems are publicly available and both extract
MWTs. The alignment program makes use of the
direct context-vector approach (Fung, 1998; Rapp,
1999). The results show an improvement of 33% in
the translation of MWTs that demonstrate the effi-
ciency of the morphologically based-method for lex-
ical alignment.

2 Multilingual terminology mining chain

Taking a comparable corpora as input, the multi-
lingual terminology mining chain outputs a list of
single- and multi-word candidate terms along with
their candidate translations (see Figure 1). This
chain performs a contextual analysis that adapts the
direct context-vector approach (Rapp, 1995; Fung
and McKeown, 1997) for SWTs to MWTs. It con-
sists of the following five steps:

1. For each language, the documents are cleaned,
tokenized, tagged and lemmatized. For French,
Brill’s POS tagger' and the FLEM lemmatiser?
are used, and for Japanese, ChaSen?>. We then
extract the MWTs and their variations using
the Acasir terminology extraction system avail-
able for French* (Daille, 2003), English and
JapaneseS (Takeuchi et al., 2004). (From now
on, we will refer to lexical units as words,
SWTs or MWTs).

We collect all the lexical units in the context of
each lexical unit ¢ and count their occurrence
frequency in a window of n words around s.
For each lexical unit ¢ of the source and the
target languages, we obtain a context vector

"http://www.atilf.fr/winbrill/

http://www.univ-nancy2.fr/pers/namer/

3http://chasenflegacy.sourceforge.jp/

*http://www.sciences.univ-nantes.fr/
info/perso/permanents/daille/ and release for
Mandriva Linux.

Shttp://cl.cs.okayama-u.ac.jp/rsc/
jacabit/
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v; which gathers the set of co-occurrence units
7 associated with the number of times that j
and ¢ occur together occé-. In order to iden-
tify specific words in the lexical context and
to reduce word-frequency effects, we normal-
ize context vectors using an association score
such as Mutual Information (Fano, 1961) or

Log-likelihood (Dunning, 1993).

. Using a bilingual dictionary, we translate the
lexical units of the source context vector. If the
bilingual dictionary provides several transla-
tions for a lexical unit, we consider all of them
but weigh the different translations by their fre-
quency in the target language.

For a lexical unit to be translated, we com-
pute the similarity between the translated con-
text vector and all target vectors through vector
distance measures such as Cosine (Salton and
Lesk, 1968) or Jaccard (Tanimoto, 1958).

. The candidate translations of a lexical unit are
the target lexical units closest to the translated
context vector according to vector distance.

In this approach, the translation of the lexical units
of the context vectors (step 3 of the previous ap-
proach), which depends on the coverage of the bilin-
gual dictionary vis-a-vis the corpus, is the most im-
portant step: the greater the number of elements
translated in the context vector, the more discrim-
inating the context vector in selecting translations
in the target language. Since the lexical units re-
fer to SWTs and MWTs, the dictionary must con-
tain many entries which occur in the corpus. For
SWTs, combining a general bilingual dictionary
with a specialized bilingual dictionary or a multi-
lingual thesaurus to translate context vectors ensures
that much of their elements will be translated (Chiao
and Zweigenbaum, 2002; Déjean et al., 2002). For a
MWT to be translated, steps 3 to 5 could be avoided
thanks to a compositional method that will propose
several translation candidates to directly compare
with the target MWTs identified in step 1. More-
over, the compositional method is useful in step 3
to compensate for the bilingual dictionary when the
multi-word units of the context vector are not di-
rectly translated.
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Figure 1: Architecture of the multilingual terminology mining chain

3 Default compositional method

In order to increase the coverage of the dictionary for
MWTs that could not be directly translated, we gen-
erated possible translations by using a default com-
positional method (Melamed, 1997; Grefenstette,
1999).

For each element of the MWT found in the bilin-
gual dictionary, we generated all the translated com-
binations identified by the terminology extraction
system. For example, for the French MWT fatigue
chronique (chronic fatigue), there are four Japanese
translations for fatigue (fatigue) — FE ., J£ 77, B8,
£ % — and two translations for chronique (chronic)
- S0EE M, ¥ M. Next, we generated all possi-
ble combinations of the translated elements (see Ta-
ble 1°) and selected those which refer to an existing
MWT in the target language. In the above example,
only one term for each element was identified by the
Japanese extraction system: &M 757, In this ap-
proach, when it is not possible to translate all parts
of an MWT, or when the translated combinations are
not identified by the extraction system, the MWT is

The French word order is reversed to take into account the
different constraints between French and Japanese.
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not taken into account in the translation step.

chronique | fatigue
AEBEEME | KR
&t Fn
ALEREEME | R
43 5
REEHE | ER
{4 ER
ALEEME | s
45 il X

Table 1: Illustration of the compositional method
(the underlined Japanese MWT actually exists)

This approach also differs from that used by
(Robitaille et al., 2006) for French-Japanese trans-
lation. They first decompose the French MWT
into combinations of shorter multi-word unit ele-
ments. This approach makes the direct transla-
tion of a subpart of the MWT possible if it is
present in the bilingual dictionary. For MWTs
of length n, (Robitaille et al., 2006) produce all
the combinations of shorter multi-word unit ele-
ments of a length less than or equal to n. For



example, the French MWT syndrome de fatigue
chronique (chronic fatigue disorder) yields the fol-
lowing four combinations: i) [syndrome de fatigue
chronique], ii) [syndrome de fatigue| [chronique], iii)
[syndrome] [fatigue chronique] and iv) [syndrome]
[fatigue] [chronique]. We limit ourselves to the com-
bination of type iv) above since 90% of the French
candidate terms provided by the term extraction pro-
cess after clustering are only composed of two con-
tent words.

4 Pattern switching

The compositional translation presents problems
which have been reported by (Baldwin and Tanaka,
2004; Brown et al., 1993):

Fertility SWTs and MWTs are not translated by a
term of a same length. For instance, the French
SWT hypertension (hypertension) is translated
by the Japanese MWT & [l [T (here the kanji
5 (taka) means high and the term [fil F (ketsu-
atsu) means blood pressure).

Pattern switching MWTs in the source and the tar-
get language do not share the same syntactic
patterns. For instance, the French MWT cel-
lule graisseuse (fat cell) of N ADJ structure is
translated by the Japanese MWT Fi i fifl i@ of
N N structure where the French noun cellule
is translated by the Japanese noun i id (sai-
boo - cellule - cell) and the French adjective
graisseuse by the Japanese noun fgfif; (shiboo
- graisse - fat).

Foreign name When a proper name is part of the
MWT, it is not always translated: within the
French MWT syndrome de Cushing (Cush-
ing syndrome), Cushing is either transliterated
7 w3 JE & FF or remains unchanged
CushingiiE {5 #. The foreign name Cushing is
of course not present in the dictionary.

The pattern switching problem involves the Ad-
jective/Noun and the Noun/Verb part-of-speech
switches. The Adjective/Noun switch commonly
involves a relational adjective (ADJR). According
to grammatical tradition, there are two main cate-
gories among adjectives: epithetic adjectives such
as important (significant) and relational adjectives
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such as sanguin (blood). The former cannot have
an agentive interpretation in contrast to the lat-
ter: the adjective sanguin (blood) within the MWT
acidité sanguine (blood acidity) is an argument to
the predicative noun acidité (acidity) and this is
not the case for the adjective important (significant)
within the noun phrase acidité importante (signifi-
cant acidity). Such adjectives hold a naming func-
tion (Levi, 1978) and are particularly frequent in sci-
entific fields (Daille, 2001). Relational adjectives
are either denominal adjectives, morphologically de-
rived from a noun thanks to a suffix, or adjectives
having a noun usage such as mathématique (mathe-
matical/mathematics). For the former, there are ap-
propriate adjective-forming suffixes for French that
lead to relational adjectives such as -ique, -aire, -al.
For a noun, it is not possible to guess the adjective-
forming suffix that will be employed as well as the
alternation of the noun stem that could occur. Re-
lational adjectives part of a MWT are often trans-
lated by a noun whatever the target language is.
From French to Japanese, the examples are numer-
ous: prescription médicamenteuse (JLJ7 3 - medic-
inal prescription), surveillance glycémique (MLFEE
¥ - glycemic monitoring), fibre alimentaire (&%)
i HE - dietary fibre), produit laitier (L85, - dairy
product), fonction rénale (& & t%&E - kidney func-
tion).

The problem of fertility could only be solved
thanks to a contextual analysis in contrast to the
foreign name problem that could be solved by an
heuristic. We decided to concentrate on the MWT
pattern switching problem.

5 Morphologically-based compositional
method

When it is not possible to directly translate a MWT
— i.e. i) before performing the steps 3 to 5 of
the contextual analysis for a multi-word term to be
translated or ii) during step 3 for the translation of
multi-word units of the context vector —, we first
try to translate the MWT using the default composi-
tional method. If the default compositional method
fails, we use a morphologically-based compositional
method. For each MWT of N ADJ structure, we
generate candidate MWTs of N Prep N structure
thanks to the rewriting rule:



N; ADJ — N; Prep Art’ M(ADJ, Ny)
M(ADJ,N3) = [—ique, —ie€]
M(ADJ,Ny) = [—ulaire, —le]
M(ADJ,Ny) = [—seux,]

e))

M(ADJ,Ny) gathers a relational adjective ADJ
such as glycém-ique and the noun N5 from which the
adjective has been derived such as glycém-ie thanks
to the stripping-recoding rule [—ique, —ie]. We gen-
erate all possible forms of N7 as matching stripping-
recoding rules and keep those that belong to the
biligual dictionary such as glycém-ie. Thus, we have
created a morphological link between the MWT
contrdle glycémique (glycemic control) of N ADJ
structure and multi-word unit (MWU) of N Prep
N structure controle de la glycémie (lit. control of
glycemia). Since it has not been possible to trans-
late all the parts of the MWT controle glycémique,
because glycémique was not found in the dictionary,
we use the morpholocally-linked MWU contréle de
la glycémie of which all the parts are translated.
The morpholocally-linked MWU could be seen as
a canonical lexical form in the translation process
that possibly does not exist in the source language.
For instance, if index glycémique (glycemic index) is
a French MWT, the MWU index de la glycémie (lit.
index of the glycemia) does not appear in the French
corpus.

The stripping-recoding rules could be manually
encoded, mined from a monolingual corpus using
a learning method such as (Mikheev, 1997), or sup-
plied by a source terminology extraction system that
handles morphological variations. For such a sys-
tem, a MWT is a canonical form which merges sev-
eral synonymic variations. For instance, the French
MWT exces pondéral (overweight) is the canoni-
cal form of the following variants: exces pondéral
(overweight) of N ADJ structure, exces de poids
(overweight) of N PREP N structure. It is this last
method that we used for our experiment.

6 Evaluation

In this section, we will outline the different lin-
guistic resources used for our experiments. We
then evaluate the performance of the default and
morphologically-based compositional methods.
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6.1 Linguistic resources

In order to obtain comparable corpora, we selected
the French and Japanese documents from the Web.
The documents were taken from the medical do-
main, within the sub-domain of ‘diabetes’ and ‘nu-
trition’. Document harvesting was carried out by a
domain-based search, then by manual selection. A
search for documents sharing the same domain can
be achieved using keywords reflecting the special-
ized domain: for French alimentation, diabéte and
obésité (food, diabetes, and obesity); for Japanese,
FE PR " and A3 (diabetes, and overweight). Then
the documents were manually selected by native
speakers of each language who are not domain spe-
cialists. These documents (248 for French and 538
for Japanese) were converted into plain text from
HTML or PDF, yielding 1.5 million-word corpus
(0.7 million-word for French and 0.8 million-word
for Japanese).

The French-Japanese bilingual dictionary used
in the translation phase was composed of four
dictionaries freely available on the Web ([dico 1]7,
[dico 2]8, [dico 3]°, and [dico 4]'°), and the French-
Japanese Scientific Dictionary (1989) (called
[dico 5]). Besides [dico 4], which deals with the
medical domain, the other resources are general
(as [dico 1, 2, and 3]) or technical (as [dico 5])
dictionaries. Merging the dictionaries yields a
single resource with 173,156 entries (114,461 single
words and 58,695 multi words) and an average of
2.1 translations per entry.

6.2 French N AD]J reference lists

We needed to distinguish between relational and epi-
thetic adjectives appearing among the French N ADJ
candidates to demonstrate the relevance of the mor-
phological links. To build two French N ADJ refer-
ence lists, we proceeded as follows:

1. From the list of MWT candidates, we selected
those sharing a N ADJ structure.

2. We kept only the candidate terms which occur

"http://kanji.free.fr/

$http://quebec—-japon.com/lexique/index.
php?a=index&d=25

*http://dico.fj.free.fr/index.php

Ohttp://quebec—japon.com/lexique/index.
php?a=index&d=3



more than 2 twice in the French corpus. As a
result of filtering, 1,999 candidate terms were
extracted.

3. We manually selected linguistically well-
formed candidate terms. Here, 360 candidate
terms were removed that included: misspelled
terms, English terms, or subparts of longer
terms.

4. We took out the terms that are directly trans-
lated by the bilingual dictionary and found in
the comparable corpora. We identified 61 terms
of which 30 use a relational adjective such as
vaisseau sanguin (blood vessel - Ifil %), pro-
duit laitier (dairy product - .8 5,) and insuff-
isance cardiaque (heart failure - )R 4).

Finally, we created two French reference lists:

e [N ADJE]composed of 749 terms where ADJE
is a epithetic adjective;

e [N ADJR]composed of 829 terms where ADJR
is a relational adjective.

6.3 Default compositional method

We first evaluated the quality of the default compo-
sitional method for the two French reference lists.
Table 2 shows the results obtained. The first three
columns indicate the number of French and Japanese
terms found in the comparable corpora, and the
number of correct French-Japanese translations.
The results of this experiment show that only a
small quantity of terms were translated by the de-
fault compositional method. Here, the terms belong-
ing to [N ADJE] were more easily translated (10%
with a precision of 69%) than the terms belonging
to [N ADJR] (1%). We were unable to generate any
translations for 56 (12%) and 227 (27%) terms re-
spectively from the [N ADJE] and [N ADJR] lists.
This was because one or several content words of
the MWT candidates were not present in the bilin-
gual dictionary. The best translations of candidates
belonging to the [N ADJE] list are those where the
adjective refers to a quantity such as faible (low),
moyen (medium), or haut (high). Since our French-
Japanese dictionary contained a small quantity of
medical terms, the identified translations of the can-
didates belonging to the [N ADJR] list refers to

generic relational adjectives such as poids normal
(standard weight - 1F %K &), étude nationale (na-
tional study - 2 [EHFIE), or activité physique (phys-
ical activity - B 1A 15 E)). We noticed that some gen-
erated MWUs do not exist in French such as poids
(de) norme (standard weight), only the N ADJR
form exists.

# French # Japanese # correct
terms terms translations
[N ADJE] 76 98 68
[N ADJR] 8 8 5

Table 2: Production of the default compositional
method

6.4 Morphologically-based compositional
method

We will now turn to the evaluation of the
morphologically-based compositional method is are
dedicated to the translation of the [N ADJR] list (see
Table 4).

By comparison with the previous method, the re-
sults of this experiment show that a significant quan-
tity of terms have now been translated. Since the
compositional method can yield several Japanese
translations for one French term, we associated 170
Japanese terms to 128 French terms with a high level
of precision: 88.2%. Here, we were unable to gener-
ate any translations for 136 (16%) terms in compar-
ison with the 227 terms (27%) for the default com-
positional method.

# French # Japanese # correct
terms terms translations
[N ADJR] 128 170 150

Table 4: Production of the morphologically-based
compositional method

In Table 3, each French suffix is associ-
ated with the number of identified translations.
The most productive suffixes are -igue such
as glycémielglycémique (glycemialglycemic), -al
such as rein/rénal (kidney/renal), -el such as
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Suffix #occ. French term Japanese term (English)

-ique 94 patient diabétique FE PR R BB (diabetes patient)

-al 27 traitement hormonal KL FEE (hormonal therapy)
-el 18 trouble nutritionnel  SFE[EZE (nutritional disorder)
-aire 15 cellule musculaire ki (muscular cell)

-if 5 apport nutritif HKEEHY (nutrition intake)
-euse 4 cellule graisseuse He B3 B (fat cell)

-ier 4 centre hospitalier Y —RkE (hospital complex)
-ien 2 hormone thyroidien  FIRIR KN EY  (thyroid hormone)
-in 1 lipide sanguin Mg AsE (blood lipid)

Table 3: Production of relational adjective according to suffix

corpsicorporel (bodylbodily), and -aire such as al-
iment/alimentaire (food/dietary).

Finally from 859 terms relative to N ADJR struc-
ture, we translated 30 terms (5.1%) with the dic-
tionary, 5 terms (0.6%) by the default compo-
sitional method, and 150 terms (17.5%) by the
morphologically-based compositional method. It
was difficult to find more translations for several rea-
sons: i) some specialized adjectives or nouns were
not included in our resources, ii) some terms were
not taken into account by the Japanese extraction
system, and iii) some terms were not included in the
Japanese corpus.

7 Conclusion and future work

This study investigated the compilation of bilin-
gual terminologies from comparable corpora and
showed how to push back the limits of the methods
used in alignment programs to translate both single
and multi- word terms. We proposed an extended
compositional method that bridges the gap between
MWTs of different syntactic structures through mor-
phological links. We experimented with the method
on MWTs of N ADJ structure involving a relational
adjective. By the use of a list of stripping-recoding
rules conjugated with a terminology extraction sys-
tem, the method was more efficient than the de-
fault compositional method. The evaluation pro-
posed at the end of the paper shows that 170 French-
Japanese MWTs were extracted with a high preci-
sion (88.2%). This increases the coverage of the
French-Japanese terminology of MWTs that can be
obtained by the bilingual dictionary or the default

compositional method. We are aware that the ef-
ficiency of this method relies on the completeness
of the morphological ressources, dictionaries and
stripping-recoding rules. Such resources need to be
up todate for new domains and corpus.

In this study, we have observed that MWTs are of
a different nature in each language: French patterns
cover nominal phrases while Japanese patterns focus
on morphologically-built compounds. A Japanese
nominal phrase is not considered as a term: thus, the
Japanese extraction system does not identify 7 &
1) — DB HY (caloric intake) as a candidate MWT
but 77 o 1) — & Hy, unlike the French extraction
system which does the contrary (apport calorique
- caloric intake). Since our morphologically-based
compositional method associated 77 7 1) — EHy to
apport calorique, we could yield the nominal phrase
#101) — D EHy and improve lexical alignment.
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Abstract (Wong et al., 2007b) show that existing research on
unithood are mostly carried out as a prerequisite to
the determination of termhood. As a result, there
is only a small number of existing measures dedi-
cated to determining unithood. Besides the lack of
dedicated attention in this sub-field of term extrac-
tion, the existing measures are usually derived from
term or document frequency, and are modified as
per need. As such, the significance of the different
weights that compose the measures usually assume
an empirical viewpoint. Obviously, such methods

are at most inspired by, but not derived from formal

Most research related to unithood were con-
ducted as part of a larger effort for the deter-
mination of termhood. Consequently, nov-
elties are rare in this small sub-field of term
extraction. In addition, existing work were
mostly empirically motivated and derived.
We propose a new probabilistically-derived
measure, independent of any influences of
termhood, that provides dedicated measures
to gather linguistic evidence from parsed

text and statistical evidence from Google
search engine for the measurement of unit-
hood. Our comparative study usirg825
test cases against an existing empirically-
derived function revealed an improvement in
terms of precision, recall and accuracy.

models (Kageura and Umino, 1996).

The three objectives of this paper are (1) to sepa-
rate the measurement of unithood from the determi-
nation of termhood, (2) to devise a probabilistically-
derived measure which requires only one thresh-

old for determining the unithood of word se-
guences using non-static textual resources, and (3)
Automatic term recognition, also referred totagn to demonstrate the superior performance of the new
extractionor terminology mining, is the process ofprobabilistically-derived measure against existing
extracting lexical units from text and filtering themempirical measures. In regards to the first objective,
for the purpose of identifying terms which characwe will derive our probabilistic measure free from
terise certain domains of interest. This process irany influence of termhood determination. Follow-
volves the determination of two factorsinithood ing this, our unithood measure will be an indepen-
andtermhood. Unithood concerns with whether odent tool that is applicable not only to term extrac-
not a sequence of words should be combined tiion, but many other tasks in information extraction
form a more stable lexical unit. On the other handand text mining. Concerning the second objective,
termhood measures the degree to which these stae will devise our new measure, known as @eds

ble lexical units are related to domain-specific conef Unithood (OU), which are derived using Bayes
cepts. Unithood is only relevant momplex terms Theorem and founded on a few elementary probabil-
(i.e. multi-word terms) while termhood (Wong etities. The probabilities are estimated using Google
al., 2007a) deals with bosimple termgi.e. single- page counts in an attempt to eliminate problems re-
word terms) and complex terms. Recent reviews biated to the use of static corpora. Moreover, only

1 Introduction
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one threshold, namelypUr is required to control page counts for the computation of statistical evi-
the functioning ofOU. Regarding the third objec- dences to replace the use of frequencies obtained
tive, we will compare our nevDU against an ex- from static corpora. Using the page counts, the au-
isting empirically-derived measure callénhithood thors proposed a function known dsithood (UH)
(UH) (Wong et al., 2007b) in terms of their preci-for determining the mergeability of two lexical units
sion, recall and accuracy. a, anda, to produce a stable sequence of wosds

In Section 2, we provide a brief review on some offThe word sequences are organised as aldet=
existing techniques for measuring unithood. In Secfs, a;, a,} wheres = a,ba, is a term candidate,
tion 3, we present our new probabilistic approach can be any preposition, the coordinating conjunc-
the measures involved, and the theoretical and ition “and” or an empty string, and, anda, can
tuitive justification behind every aspect of our meaeither be noun phrases in the foralj* N+ or an-
sures. In Section 4, we summarize some findingsthers (i.e. defining a news in terms of others).
from our evaluations. Finally, we conclude this paThe authors defin& H as:

per with an outlook to future work in Section 5. 1 if (MI(ag,ay) > MIT)V
2 Related Works (MI* > MI(aq,ay)
> MI™A

Some of the most common measures of unithood

) o ) . >
include pointwisemutual information (MIXChurch  UH (ay, a,) = ID(az, 5) 2 IDr A

and Hanks, 1990) arldg-likelihood ratio(Dunning, ID(ay,s) > 1Dy N
1994). In mutual information, the co-occurrence fre- IDR" > IDR(ay, ay)
quencies of the constituents of complex terms are > IDR™)
utilised to measure their dependency. The mutual 0 otherwise
information for two words: andb is defined as: )
pla,b) where MIt, MI—, IDy, IDRT and IDR™
MI(a,b) = log, p(@)p(b) (1) are thresholds for determining mergeability deci-

sions, and\/ I (a, a,) is the mutual information be-

wherep(a) andp(b) are the probabilities of occur- tweena, anda,, while 1D(ay, s), 1D(ay,s) and
rence ofa andb. Many measures that apply sta-IDR(as,a,) are measures of lexical independence
tistical techniques assuming strict normal distribuof a; anda, froms. For brevity, let: be either,, or
tion, and independence between the word occugy, and the independence measiifg(z, s) is then
rences (Franz, 1997) do not fare well. For handlingefined as:
extrgme_ly uncommon words or small siz_ed corpus,  logig(ns —ng) if(n. > ng)
log-likelihood ratiodelivers the best precision (Kurz ~ 1D(z,s) = 0 ,
- . otherwise

and Xu, 2002). Log-likelihood ratio attempts to
quantify how much more likely one pair of words iswheren, andn, is the Google page count ferand
to occur compared to the others. Despite its poten-respectively. On the other hantiD R(a,, a,)) =
tial, “How to apply this statistic measure to quan- ﬁgngzg Intuitively, U H (a,, a,) states that the two
tify structural dependency of a word sequence rexical unitsa,, anda, can only be merged in two
mains an interesting issue to explorgKit, 2002). cases, namely, 1) i, anda, has extremely high
(Seretan et al., 2004) tested mutual information, lognutual information (i.e. higher than a certain thresh-
likelihood ratio and t-tests to examine the use of resld M 1), or 2) if a, anda, achieve average mu-
sults from web search engines for determining thaual information (i.e. within the acceptable range of
collocational strength of word pairs. However, nawo thresholds\/I*™ and M 1~) due to both of their
performance results were presented. extremely high independence (i.e. higher than the

(Wong et al., 2007b) presented a hybrid approadhreshold! D7) from s.
inspired by mutual information in Equation 1, and (Frantzi, 1997) proposed a measure known as
C-valuein Equation 3. The authors employ GoogleCvaluefor extracting complex terms. The measure
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is based upon the claim that a substring of a term@efinition 1 The unithood of two lexical units is the
candidate is a candidate itself given that it demort*degree of strength or stability of syntagmatic com-
strates adequate independence from the longer véinations and collocations” (Kageura and Umino,
sion it appears in. For exampl&;. coli food poi- 1996)between them.

soning”, “E. coli” and“food poisoning”are accept- |t js obvious that the problem of measuring the
able as valid complex term candidates. Howeve[nithood of any pair of words is the determination
“E. coli food” is not. Therefore, some measureg theijr “degree” of collocational strength as men-
are required to gauge the strength of word combingpned in Definition 1. In practical terms, tHee-
tions to decide whether two word sequences shoubﬂreen mentioned above will provide us with a way to
be merged or not. Given a word sequenct® be  determine if the units, anda,, should be combined

examined for unithood, thévalueis defined as: to form s, or left alone as separate units. The collo-
_ cational strength of, anda, that exceeds a certain
Cvalue(a) = logy |al fa S if lal =9 threshold will demonstrate to us thait able to form
logy |a|(fo — lEZT ') otherwise a stable unit and hence, a better term candidate than

(3) a, anda, separated. It is worth pointing that the
where |a| is the number of words im, L, is the size (i.e. number of words) af, anda, is not lim-
set of longer term candidates that containg is ited tol. For example, we can have="National
the longest n-gram considerefi, is the frequency Institute”, b="of" anda,="Allergy and Infectious
of occurrence ofi, anda ¢ L,. While certain re- Diseases”. In addition, the size of, anda, has no
searchers (Kit, 2002) considéralueas a termhood effect on the determination of their unithood using
measure, others (Nakagawa and Mori, 2002) acceptr approach.
it as a measure for unithood. One can observe thatAs we have discussed in Section 2, most of
longer candidates tend to gain higher weights due t6€ conventional practices employ frequency of oc-
the inclusion oflog, |a| in Equation 3. In addition, currence from local corpora, and some statistical
the weights computed using Equation 3 are pureligsts or information-theoretic measures to determine
dependent on the frequency af the coupling strength between elementsiin =

{s,az,ay}. Two of the main problems associated

3 A Probabilistically-derived Measure for ~ with such approaches are:

Unithood Determination : .
e Data sparseness is a problem that is well-

We propose a probabilistically-derived measure for ~ documented by many researchers (Keller et al.,

determining the unithood of word pairs (i.e. po- ~ 2002). Itisinherent to the use of local corpora
tential term candidates) extracted using the head- that can lead to poor estimation of parameters
driven left-right filter (Wong, 2005; Wong et al., or weights; and

2007b) and Stanford Parser (Klein and Manning,
2003). These word pairs will appear in the form of
(agz,ay) € A with a, anda, located immediately
next to each other (i.ex + 1 = y), or separated
by a preposition or coordinating conjunctitemnd”

(i.e. x + 2 = y). Obviously,a, has to appear before
a, in the sentence or in other words,< y for all
pairs wherer andy are the word offsets produced by
the Stanford Parser. The pairsihwill remain as As a general solution, we innovatively employ re-
potential term candidates until their unithood havesults from web search engines for use in a proba-
been examined. Once the unithood of the pairs inilistic framework for measuring unithood.

A have been determined, they will be referred to as As an attempt to address the first problem, we
term candidates. Formally, the unithood of any twautilise page counts by Google for estimating the
lexical unitsa, anda, can be defined as probability of occurrences of the lexical unitsliyi.

e Assumption of independence and normality of
word distribution are two of the many problems
in language modelling (Franz, 1997). While
the independence assumption reduces text to
simply a bag of words, the assumption of nor-
mal distribution of words will often lead to in-
correct conclusions during statistical tests.
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We consider the World Wide Web as a large genergt“a ,”] and [+“s”], respectively. The pair of
corpus and the Google search engine as a gatewqyotes that encapsulates the search terms is the
for accessing the documents in the general corpyshraseoperator, while the charactét” is there-

Our choice of using Google to obtain the page courguired operator supported by the Google search en-
was merely motivated by its extensive coverage. Igine. As discussed earlier, the independence as-
fact, it is possible to employ any search engines osumption required by certain information-theoretic
the World Wide Web for this research. As for themeasures and other Bayesian approaches may not al-
second issue, we attempt to address the problemways be valid, especially when we are dealing with
determining the degree of collocational strength ifinguistics. As such,P(X NY) # P(X)P(Y)
terms of probabilities estimated using Google pagsince the occurrences of anda, in documents are
count. We begin by defining the sample spag€egs inevitably governed by some hidden variables and
the set of all documents indexed by Google seardience, not independent. Following this, we define
engine. We can estimate the index size of Googléhe probabilities for two new sets which result from
|N| using function words as predictors. Functiorapplying some set operations on the basic events in
words such a%a”, “is” and“with”, as opposed to Definition 2:

content words, appear with frequencies that are rel- Ny

atively stable over many different genres. Next, we P(XNY)= W (5)
perform random draws (i.e. trial) of documents from P(XNY\S)=P(XNY) - P(S)

N. For each lexical unitv € W, there will be a cor-

responding set of outcomes (i.e. events) from theheren,, is the page count returned by Google
draw. There will be three basic sets which are ofor the search using+“a ,” +"a ,”]. Defining

interest to us: P(XNY) interms of observable page counts, rather

Definition 2 Basic events corresponding to eacth@n & combination of two independent events will

weWw: allow us to avoid any unnecessary assumption of in-
dependence.

e X isthe event that, occurs inthe document  Next, referring back to our main problem dis-
cussed in Definition 1, we are required to estimate
the strength of collocation of the two units and

e Sisthe event that occurs in the document  a,. Since there is no standard metric for such mea-

It should be obvious to the readers that since the dogyrement, we propose o address the problem from

. . . a probabilistic perspective. We introduce the proba-
uments inS have to contain all two units, anda,, bility that s is a stable lexical unit given the evidence
SisasubsetoX NY orS C XNY. Itisworth y 5 9

noting that even though C X NY, it is highly § POSSESSES.

unlikely thatS = X N 'Y since the two portions Definition 3 Probability of unithood:
a, anda, may exist in the same document without P(E|U)P(U)
being conjoined by. Next, subscribing to the fre- PUIE) = W
guency interpretation of probability, we can obtain

the probability of the events in Definition 2 in termsWhereU is the event thak is a stable lexical unit
of Google page count: and £ is the evidences belonging to P(U|E) is

the posterior probability that is a stable unit given

e Y is the event that, occurs in the document

P(X) = n—]\f (4) theevidencd. P(U) is the prior probability tha
’n | is a unit without any evidence, ad®{ E) is the prior
P(Y) = ﬁ probability of evidences held by, As we shall see
n later, these two prior probabilities will be immaterial
P(S) = “\;’ in the final computation of unithood. Sineecan

either be a stable unit or not, we can state that,
wheren,, n, andn, is the page count returned as _
the result of Google search using the tdetu "], PU|E)=1-PU|E) (6)
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whereU isthe event that is not a stable lexical unit. ¥~ . N

SinceOdds = P/(1 — P), we multiply both sides /’/X /;/(/Q;\ Y\\ —
of Definition 3 by(1 — P(U|E))~! to obtain, \ Vs Y
\ \\\ Y //
PWIE) __ PEOPO) o
1-P(U|E) P(E)(1-PUIE)) o )3}2’5’?\5»
By substituting Equation 6 in Equation 7 and later,(a) The area with darkgb) The area with darker
i inlicati 7 — shade is the sei N'Y \ S. shade is the se$’. Comput-
applytng thfe mu_Itlpllcat_lon rul_eF.’(U\E)P(E) Computing the ratio of?(.S) ing the ratio of P(S) and the
P(E|U)P(U) toit, we will obtain: and the probability of this aregrobability of this area (i.e.
will give us the first evidenceP(S’) = 1 — P(S)) will give
P(U’E) = P(E|U)P(U) (8) us the second evidence.

PU|E)  P(E|U)P(U)
We proceed to take the log of the odds in Equation Bigure 1: The probability of the areas with darker

(i.e. logit) to get: shade are the denominators required by the evi-
P(E|U) P(U|E) P(U) dences:; ande; for the estimation oOU (s).
log — = log —— —log—== (9)
P(E|U) P(U|E) PU)

While it is obvious that certain words tend to co-Wheree; are individual evidences possessedsby
occur more frequently than others (i.e. idioms and With the introduction of Definition 4, we can ex-
collocations), such phenomena are largely arbitragmine the degree of collocational strength «f
(Smadja, 1993). This makes the task of decidingnday in forming s, mentioned in Definition 1 in
on what constitutes an acceptable collocation diferms ofOU(s). With the base of the log in Def-
ficult. The only way to objectively identify sta- inition 4 more than 1, the upper and lower bound
ble lexical units is through observations in sample8f OU(s) would be +oco and —oc, respectively.

of the language (e.g. text corpus) (McKeown an®U(s) = +oc andOU(s) = —oo corresponds to
Radev, 2000). In other words, assigning the aprfhe highest and the lowest degree of stability of the
ori probability of collocational strength without em- tWo Unitsa, anda, appearing as, respectively. A
pirical evidence is both subjective and difficult. Ashigh* OU (s) would indicate the suitability for the
such, we are left with the option to assume thdWo unitsa, anda, to be merged to forns. Ulti-

the probability ofs being a stable unit and not be-mately, we have reduced the vague problem of the
ing a stable unit without evidence is the same (i_éj_etermination of unithood introduced in Definition
P(U) = P(U) = 0.5). As a result, the second term1 into a practical and computable solution in Defini-

in Equation 9 evaluates to tion 4. The evidences that we propose to employ for
determining unithood are based on the occurrences

P(U|E P(E|U . .

log (]E) = log (EU) (10) of s, or the event if the readers recall from Defini-

. PUIE) P(EIU) o tion 2. We are interested in two types of occurrences
We mtrodu_ce a new measure for determlnlng thgf s, namely, the occurrence efgiven thata, and
odds ofs being a stable unit known &dds of Unit- a, have already occurred ot N'Y', and the occur-

hood (OU): rence ofs as it is in our sample spaca]. We refer
Definition 4 Odds of unithood to the first evidence; aslocal occurrence, while
P(E|U) the second one, asglobal occurrence. We will

OU(s) = log P(E|D) discuss the intuitive justification behind each type of

occurrences. Each evidenegcaptures the occur-
rences ofs within a different confinement. We will
estimate these evidences in terms of the elementary

Assuming that the evidences i are independent
of one another, we can evalua®/(s) in terms of:

OU(s) =1 I1; P(eil@ (11) probabilities already defined in Equations 4 and 5.
[1; P(es|U) The first evidence:; captures the probability of
B Z log P(e;|U) occurrences of within the confinement af,, anda,,
{ P(ei ‘ U) A subjective issue that may be determined using a threshold
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or XNY. As such,P(e;|U) can be interpreted as theunits a,, anda,, is attributable tos. Referring back
probability of s occurring withinX N'Y" as a stable to Op, whenever the denominaté( X NY \ S) be-
unit or P(S|X N'Y). On the other handP(e;|U) comes less thai(S), we can deduce that, and
captures the probability afoccurring inX NY not a, actually exist together as more than in other
as a unit. In other words?(e; |U) is the probability forms. At one extreme wheR(X NY \ S) = 0,
of s not occurring inX N'Y, or equivalently, equal we can conclude that the co-occurrenceagfand
to P((XNY \S)|(XNY)). ThesetX NY \ Sis a, is exclusively fors. As such, we can also refer to
shown as the area with darker shade in Figure 1(a));, as a measure of exclusivity for the usengfand
Let us define the odds based on the first evidence as; with respect tos. This first evidence is a good
indication for the unithood of since the more the

Or, = P(el‘q) (12) existence ofi, anda, is attributed tos, the stronger
PledU) the collocational strength afbecomes. Concerning
Substituting P(e;|U) = P(S|X N Y) and the second evidencé); attempts to capture the ex-
P(ey|U) = P(X NY \ S)|(X NY)) into Equa- tentto whichs occurs in general usage (i.e. World
tion 12 will give us: Wide Web). We can considé€p as a measure of
pervasiveness for the use af As s becomes more
0, — P(S|IXNY) widely used in text, the numerator B will in-
P(XNY\S)|(XNY)) crease. This provides a good indication on the unit-
P(SN(XNY)) P(XNY) hood ofs since the more appears in usage, the like-
- P(XNY) P(XNY\S)N(XNY)) lier it becomes that is a stable unit instead of an oc-
P(SN(XNY)) currence by chance whes anda, are chated next
T P(XNY\S)n(XNnY)) to each other. As a result, the derivation@/ (s)

usingOr, andO¢ will ensure a comprehensive way
and sinceS C (XNY)and(XNY\S) C (XNY), of determining unithood.
Finally, expandingOU (s) in Equation 11 using

P(S) . /(s) in Ec
— P(XNY Equations 12 and 13 will give us:
OL=pxayrg PENY\S)#0

OU(s) =1logOr, +log O 14
andOy, = 1if P(X Y\ S) = 0. (s) = log O + log Oc (14)

The second evidence captures the probability =1lo P lo P(S5)
EPXNY\9) BT P(S

of occurrences of without confinement. Ifs is a (XNY\S) — P(9)

stable unit, then its probability of occurrence in they g g ch. the decision on whethey anda, should
sample space would simply H&(S). On the other o merged to forns can be made based solely on
hand, ifs occurs not as a unit, then its probability of,o 54ds of Unithood (OUlefined in Equation 14.

non-occurrence is — (). The complement of,  \ye yill mergea, anda, if their odds of unithood
which is the sefS’ is shown as the area with darkerexceeds a certain threshot@{/; .

shade in Figure 1(b). Let us define the odds based

on the second evidence as: 4 Evaluations and Discussions
Oc = P(ea|U) (13) For this evaluation, we employe&0 news arti-
P(e2|U) cles from Reuters in the health domain gathered be-

tween December 2006 to May 2007. Thé6e arti-

cles are fed into the Stanford Parser whose output is

then used by our head-driven left-right filter (Wong,
P(S) 2005; Wong et al., 2007b) to extract word sequences
Oc = 1—7]3(5) in the form of nouns and noun phrases. Pairs of word

sequences (i.ex, anda,) located immediately next

Intuitively, the first evidence attempts to capturéo each other, or separated by a preposition or the

the extent to which the existence of the two lexicatonjunction“and” in the same sentence are mea-

SubstitutingP(e3|U) = P(S) and P(es|U) = 1 —
P(S) into Equation 13 will give us:
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sured for their unithood. Using th#0 news arti- marises the performance O (s) andU H (a;, ay)
cles, we managed to obtaln825 pairs of words to in determining the unithood of, 825 pairs of lex-
be tested for unithood. ical units. One will notice that our new measure
We performed a comparative study of ourOU(s) outperformed the empirically-derived func-
new probabilistic approach against the empiricallytion U H (a,, a,) in all aspects, with an improvement
derived unithood function described in Equation 20f 2.63%, 3.33% and2.74% for precision, recall and
Two experiments were conducted. In the first onegccuracy, respectively. Our new measure achieved a
we assessed our probabilistically-derived measui®0% precision with a lower recall &5.83%. As
OU(s) as described in Equation 14 where the dewith any measures that employ thresholds as a cut-
cisions on whether or not to merge thel25 pairs  off point in accepting or rejecting certain decisions,
are done automatically. These decisions are knowwe can improve the recall @ddU (s) by decreasing
as theactual results. At the same time, we inspectethe threshold)Ur. In this way, there will be less
the same list manually to decide on the merging dfilse negatives (i.e. pairs which are supposed to be
all the pairs. These decisions are known asdieal merged but are not) and hence, increases the recall
results. The threshol@U; employed for our evalu- rate. Unfortunately, recall will improve at the ex-
ation is determined empirically through experimentpense of precision since the number of false pos-
and is set to-8.39. However, since only one thresh-itives will definitely increase from the existing.
old is involved in deciding mergeability, training al- Since our application (i.e. ontology learning) re-
gorithms and data sets may be employed to automayires perfect precision in determining the unithood
ically decide on an optimal number. This option isof word sequences)U (s) is the ideal candidate.
beyond the scope of this paper. The actual and idelsloreover, with only one threshold (i.eOUr) re-
results for this first experiment are organised intgjuired in controlling the function o®U (s), we are
a contingency table (not shown here) for identify-able to reduce the amount of time and effort spent
ing the true and the false positives, and the true ar@h optimising our results.
the false negatives. In the second experiment, we
conducted the same assessment as carried out in he Conclusion and Future Work
first one but the decisions to merge the25 pairs
are based on th& H(a,, a,) function described in In this paper, we highlighted the significance of unit-
Equation 2. The thresholds required for this funchood and that its measurement should be given equal
tion are based on the values suggested by (Wongatention by researchers in term extraction. We fo-
al., 2007b), namelyM I+t = 0.9, MI~ = 0.02, cused on the development of a new approach that
IDr =6,IDR" =1.35,and/[ DR~ = 0.93. is independent of influences of termhood measure-
ment. We proposed a new probabilistically-derived
Table 1: The performance @U(s) (from Exper- measure which provide a dedicated way to deter-
iment 1) andU H (a., a,) (from Experiment 2) in mine the unithood of word sequences. We refer to
terms of precision, recall and accuracy. The laghis measure as th@dds of Unithood (OU)OU is
column shows the difference in the performance oferived using Bayes Theorem and is founded upon
Experiment 1 and 2. two evidences, nameligcal occurrenceandglobal
occurrence. Elementary probabilities estimated us-
Experiment 1 ~ Experiment2 ] ing_ page counts from the Google search engine are
using OU(s) using UH(a.a,) Experiment 2) utilised to quantify the two evidences. The new
100.00% 97.37% 2.63% probabilistically-derived measur@U is then eval-
o 3.33% uated against an existing empirical function known
274% asUnithood (UH). Our new measur@U achieved a
precision and a recall af00% and95.83% respec-
Using the results from the contingency tablestively, with an accuracy &@7.26% in measuring the
we computed the precision, recall and accuracy famithood ofl, 825 test casesOU outperformed/ H
the two measures under evaluation. Table 1 sunby 2.63%, 3.33% and2.74% in terms of precision,

Difference
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Abstract

Document clustering and classification is
usually done by representing the documents
using a bag of words scheme. This scheme
ignores many of the linguistic and semantic
features contained in text documents. We
propose here an alternative representation
for documents using Lexical Chains. We
compare the performance of the new repre-
sentation against the old one on a cluster-
ing task. We show that Lexical Chain based
features give better results than the Bag of
Words based features, while achieving al-
most 30% reduction in the dimensionality of
the feature vectors resulting in faster execu-
tion of the algorithms.

1 Introduction
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The BoW scheme was originally designed for the
Information Retrieval domain (Salton, 1989) where
the aim was to ‘index’ the document and not nec-
essarily to model the topic distribution. This rep-
resentation has since been adopted asdifacto
document representation scheme for supervised and
unsupervised learning on documents. The BoW
scheme represents features as an unordered set of
words contained in the document, along with their
frequency count.

The BoW scheme assumes that the distribution
of words in a document reflect the underlying dis-
tribution of topics and hence if the documents are
grouped on the basis of the similarity of the words
contained in them, it will implicitly result in a clus-
tering based on topics. This representation, using
a simple frequency count alone, does not capture
all the underlying information present in the doc-
uments. Moreover, it ignores information such as

Text data usually contains complex semantic inforposition, relations and co-occurrences among the
mation which is communicated using a combinatiomvords. In addition, the feature space formed will

of words. Ideally, the representation used shoullde very huge and sparse resulting in time and space
capture and reflect this fact in order to semanticallgosts as well.
drive the clustering algorithm and obtain better re- Lexical Chaining is a technique which seeks to
sults. identify and exploit the semantic relatedness of
The Bag of Words (BoW) (Salton et al., 1975)words in a document. It is based on the phe-
scheme is a very popular scheme which has be@omenon oflexical cohesion(Halliday and Hasan,
used for representing documents. But, this schemi®76) and works on the premise that semantically
ignores many of the linguistic and semantic featurelated words co-occur close together in a passage
contained in text documents. This paper exploraemore than “just by chance”. Lexical chaining is the
an alternative representation for documents, usirrocess of identifying and grouping such words to-
lexical chains, which encodes some of the semantg@ether to form chains which in turn will help in iden-
information contained in the document. This reptifying and representing the topic and content of the
resentation results in improved performance on thdocument.
clustering tasks and achieves a drastic reduction in Lexical chains have been used as an intermediate
the size of the feature space as well. representation of text for various tasks such as au-
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tomatic text summarisation (Barzilay and Elhadad, 4. Systematic semantic relation
1997; Silber and McCoy, 2002), malapropism de-
tection and correction (Hirst and St-Onge, 1997),
and hypertext construction (Green, 1998). An al- The first three relations involve reiteration which
gorithm for computing lexical chains was first givenincludes repetition of the same word in the same
by (Morris and Hirst, 1991) using the Roget's Thesense (e.g., car and car), the use of a synonym for a
saurus (Kirkpatrick, 1998). Since an electronic verword (e.g., car and automobile) and the use of hyper-
sion of the Roget's Thesaurus was not available thenyms (or hyponyms) for a word (e.g., car and vehi-
later algorithms were based on the WordNet lexicatle) respectively. The last two relations involve col-
database (Fellbaum, 1998). locationsi.e, semantic relationships between words
We present here a two pass algorithm to comthat often co-occur (e.g., football and foul). Lexi-
pute a representation of documents using lexicahal chains in a text are identified by the presence of
chains and use these lexical chains to derive featrong semantic relations between the words in the
ture vectors. These lexical chain based feature vetext.
tors are used to cluster the documents using two dif- Algorithms for building lexical chains work by
ferent algorithms k-Means and Co-clusteringk- considering candidate words for inclusion in the
Means is a well studied clustering algorithm widelychains constructed so far. Usually these candidate
used in the text domain. Co-clustering, also knowmords are nouns and compound nouns. Lexical
as bi-clustering (Madeira and Oliveira, 2004), iChains can be computed at various granularities -
a clustering approach which was developed in thacross sentences, paragraphs or documents. In gen-
bioinformatics domain for clustering gene expreseral, to compute lexical chains, each candidate word
sions. Since the text domain shares a lot of chain the sentence/paragraph/document is compared,
acteristics (high dimensionality, sparsitgtc.) of with each lexical chain identified so far. If a candi-
gene expression data, a lot of interest has beelate word has a 'cohesive relation’ with the words in
generated recently in applying the co-clustering apthe chain it is added to the chain. On the other hand,
proaches (Dhillon et al., 2003) to the text domairif a candidate word is not related to any of the chains,
with promising results. Co-clustering (Dhillon et al.,a new chain is created for the candidate word. Thus
2003; Sra et al., 2004) exploits the duality between lexical chain is made up of a set of semantically
rows and columns of the document-term matrix usegklated words. The lexical chains obtained are then
to represent the features, by simultaneously clustegvaluated based on a suitable criteria and the better
ing both the rows and columns. chains are selected and used to further processing.
We compare the clustering results obtained froraturally, the computation of lexical chains is predi-
document features extracted using lexical chainsated on the availability of a suitable database which
against those obtained by using the traditionahaps relations between words.

5. Non systematic semantic relation

method of bag of words. Several algorithms have been proposed for com-
) ) puting lexical chains. Prominent among them are
2 Lexical Chains those by (Hirst and St-Onge, 1997; Barzilay and El-

Lexical chains are groups of words which exhibifadad, 1997; Silber and McCoy, 2002; Jarmasz and
lexical cohesion. Cohesion as given by (HallidaySzPakowicz, 2003). Except for the one by Jarmasz
and Hasan, 1976) is a way of getting text to “han@nd Szpakowicz, all others use WordNet (Fellbaum,
together as a whole”. Lexical cohesion is exhib1998) to identify relations among words. A brief

ited through cohesive relations. They (Halliday an@verview of these algorithms is given in (Jayarajan

Hasan, 1976) have classified these relations as; et al., 2007).
WordNet is a lexical database which organises

1. Reiteration with identity of reference words into synonym sets mynsets. Each synset

contains one or more words that have the same
meaning. A word may appear in many synsets, de-
3. Reiteration by means of super ordinate pending on the number of senses that it has. The

2. Reiteration without identity of reference
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synsets are connected by links that indicate diffethe part-of-speech of the term, ‘sense’ is the Word-
ent semantic relations such as generalisation (hyret sense number and ‘rel’ is the relation of this word
pernyms), specialisation (hyponyms), part relation® the chain. In this case, we treat the two rela-
(holonymg and meronynd, etc. tions - identity and synonymy, as a single relation
Our approach to computing lexical chains differaand hence this is uniformly ‘IS’ for all the words.

from those listed above and is described in the next = . . . i
section. Definition 1 Length of a lexical chairl. is defined

as the number of words in the chain.
3 Lexical Chains based Feature Vectors

All the algorithms mentioned in the previous sec-
tion, try to disambiguate the sense of the word as
art of the chaining process. Both Word Sense Dis- . i -
part ) ning p . o ! The length of a lexical chain is an indicator of the
ambiguation (WSD) and lexical chaining are very o : _ _
X ; strength of the chain in representing a topic. Domi-

profound processes. The aim of computing the lex- - . . i .
nant topics/information will have long chains, while

ical chains here is to try and identify the topics in . . . :
y fy P stray information will form extremely short chains.

a _d_ocume_nt. I WS.D has _be performed as an ImI_Each occurrence of a word in a document, will in-
plicit step in the lexical chain computing algorithm, rease the length of the chain by one. Thus, the

it tends to deteriorate the outcome of both. We fe o :
ength of a chain gives a composite measure of the

that the words should be disambiguated by lookin . . .
. . umber of documents in which the chain occurs and
at their context in a sentence/paragraph as a who % ) L

the number of occurences of words in the chain in

As such, we propose to perform WSD as a preprQ:
. : : these documents.
cessing step, before the word is considered for lex-
ical chaining. W_e use an algorithm by (Patwardha 1 Feature Vector Computation
et al., 2003) to disambiguate the senses of the words
in reference to Wordnet. We then filter out all non\We use a two pass algorithm to generate feature vec-
noun words identified in the WSD stage. This igors based on lexical chains. Our algorithm works
based on the assumption that nouns are better at 3 maintaining a global set of lexical chains, each
flecting the topics contained in a document than thef which represents a topic. Initially, the global list
other parts of speech. The result is a set of nouris empty. In the first pass we identify all possible
which appear in the text along with its sense. Wiéexical chains for that document. This is achieved
refer to these as ‘candidate words’. by comparing the candidate words of each docu-
Our algorithm is based on the WordNet Lexicament with the global list to identify those chains with
Database. WordNet is used to identify the relationghich it has a identity or synonymy relation. If no
among the words. We use only the identity and syrehains are identified, a new chain is created and put
onymy relations to compute the chains. A word hain the global list. The candidate word is then added
a identity or synonymy relation with another word,to the chain. At the end of this pass, we obtain a
only if both the words occur in the same synset iglobal set which lists all the chains contained in all
Wordnet. Empirically, we found that usage of onlythe documents. The algorithm is presented in Algo-
these two relations, resulted in chains representirighm 1.
crisp topics. In the second pass we select a subset of chains
A lexical chain contains a list of words which arefrom the global set, which can be used to represent
related to each other and is identified using a uniqube document. We define and use a measure to eval-
numeric identifier. Each word in turn is representedate and select the chains as follows:
as a 4-tuple<term, pos, sense, re| where ‘pos’ is

length(L) = Number of Words in Chain L (1)

Definition 2 The significance of a lexical chain L in

'part of, member of, substance of relatiorsy., ‘wheel'is g Global set G is defined as
part of a ‘vehicle’

’has part, has member, has substance relatiogs, wheel’
has part ‘rim’

113



length(L) length(L)

Y length(l)’ 082 >~ length(l)
leG leG
2)

sig(L) =

Algorithm 1 Identify Chains

1: Maintain a global set of lexical chains, ini-
tialised to a Null set
2: for each documerdo

The significance of a chain L measures how
randomly the chain appears in the global set G.
This measure helps in identifying good chains from
weak, random ones in the global set. In effect,

3. for each candidate word in documeta _ _ .

4 Identify lexical chains in global set with sig(L) will select thos_e chains which are not ab_nor-
which the word has a identity/synonym re-mally long or short with respect to the distributions
lation of chains in the global set.

5: if No chain is identifiedhen Definition 3 A candidate word W is related to a lex-

6: Create a new chain for this word and in-ical chain L if W has an identity or synonym relation

sert in global set with L.

7 end if

8: Add word to the identified/created chains "€lated(W, L) =1, W and L are related 3)
in Global Set =0, otherwise

9'. end for Definition 4 The utility of a lexical chain L to a doc-

10: end for . .
ument D is defined as
util(L, D) = sig(L). Z related(w, L) (4)
all weD
The utility of a chain L is a measure of how good
L will be in representing the document. Thisis based
on the observation that long chains are better than
short ones. This measure will prefer 'good’ chains
Algorithm 2 Select Chains and Generate FV from the global set, which are related to a large num-
for each documendo ber of candidate words in the document.

2. Initialise feature vector to zero We select and assign to the document all those

for each candidate word in documetd chains which cross a threshold on the utility of the

4: Identify lexical chains in global set with chain. Empirically, we found that using a thresh-
which the word has a identity/synonym re-g|d of ‘half the average’ utility for a document gave
lation good results. For a document D, let the set of all lex-

end for ical chains assignable to D i ¢ GlobalSet G.

6: Compute threshold for document The threshold for D is computed as

for each identified chain in global séb

8: if utility of chain greater than threshold > util(l, D)

then threshold(D) = “<% (5)
Set component corresponding to chain 2.6
in feature vector to 1 The lexical chains in the global list form the com-

10: end if ponents of the feature vectors. We use a binary val-

end for ued scheme, where in we putlacorresponding to

12: end for a chain if the chain is assigned to the document and

0 otherwise. Essentially, what we obtain here is a
feature vector of size equal to the number of lexi-
cal chains in the global list. The second pass of the
algorithm is listed in Algorithm 2.
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Cluster Document lds
college atheists 53675, 53357, 53540
amusing atheists and anarchist§3402, 53351
islam & dress code for women 51212, 51216, 51318

Table 2: Example of the classes obtained from grouping the documents usisghiiect line

4 Experiments for thecwx, r mandaa datasets respectively.ex-

_ chainsbased features were derived as described in
We use the 20 Newsgroups (Rennie, 1995) datasgltion 3.1 and are analogously referred to here as

to evaluate the utility of representing documentg,\»_| ¢ rm | ¢ andaa- | c. This results in a total

using the lexical chains (lexchains) scheme. Thgs gix datasets. The dimensions of the feature vec-
20 Newsgroups (20NG) corpus is a collection ofqrs ghtained are summarised in Table 3. It can be
usenet messages spread across 20 Usenet groypRed that the size of the feature vectors are reduced

These messages are written by a wide populatiqf, more than 30% with thiexchainsbased features.
of net users and represent a good variation in writ- . .
These six datasets were clustered using khe

ing styles, choice of words and grammar. Thus, w i . . !
feel that the 20NG is a representative corpus for thﬁe/leans and Co-clustering algorithms. eans

purpose. We derive three datasets from three dilmplementatlon in Matlab was used akdvas set

tinct groups of the 20NG corpuscomp.windows.x §O 649, 340 and 196 focwx, r mand aa respec- -
: tively and reflects the number of classes identified in
(cwx), rec.motorcyclegr m) and alt.atheism(aa).

The statistics of the datasets is given in Table 1. the gqld standard (ref. Tablg. b The. go-clustermg
. experiments were done using the Minimum Sum-
The documents in each dataset are furth

ared Residue Co-clustering algorithm (Sra et al.
grouped on the basis of their subject lines. Thi au o ustering a gorl ( '

g into cl . q h d stand > 04) with the number of row clusters set to the
grouping Into classes 1S used as the gold standagg ,q \51ues as given to tkeMeans algorithm.

for evaluating the clustering algorithms. An exam- ) o
ple of the groups formed for thea dataset is shown We use a normalised edit distance based measure
to evaluate the goodness of the clusters. This mea-

in Table 2.

We prepared the dataset for feature extraction b reisa Vf”‘”am qf the one u_seql by (Pantel and Lin,
removing the complete header including the subje P02), which defines an edit d|stance_ as the nym-
line and used only the body portion of the mes- er of merge, move a_nd copy operations required
sages to compute the features. We extracted fe _transfqrm the resulting clusters_ fo the gold stan-
tures on this cleaned data using both the Bow arf rd. Initially, if there are: classes in the gold stan-
lexchainsscheme. For the BoW scheme, we firs ard, we create empty clusters. The measure then

tokenised the document, filtered out the stopworo@erges each resulting cluster to the cluster in the

using the list obtained from (Fox, 1992) and f,r-90ld standard with which it has maximum overlap,

ther stemmed them using a Porter Stemmer (Port

thus obtained aswx- BoW r m BoWandaa- BoW

Table 1: Dataset Statistics
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é)lreaking ties randomly. Thus, the merge operation

1980). The feature vectors were then computed ug:[tempts to bring the obtained clusters as close as

ing thetf.idf scheme. We refer to the feature vectorgoss'ble to the gold standard as a whole. Subse-

qguently, the move and copy operations are used to

Collection # Classed # Documents| BoW | lexchain| Reduction
conmp. Wi ndows. X 649 980 cwx | 12767| 4569 64%
al t.at hei sm 196 799 aa 8881 | 5980 32%
rec. not orcycl es 340 994 rm | 8675 | 5288 39%

Table 3: Dimensionality of the Feature Vectors




k-Means| Co-cluster| Time of the clustering algorithms is drastically reduced
(secs) while maintaining or improving the clustering per-

cwx- Bow| 203 (0.21)| 140 (0.14)| 1529 formance through the use leixchainbased features.
cwx-lc | 179(0.18)| 158 (0.16)] 201
aa-Bow | 85(0.11)] 110 (0.13)] 8e9| 41 Discussion
aa-lc 60 (0.08)| 82(0.10)| 221 A document is not just a bunch of loose words. Each
rm Bow | 113(0.11)] 208 (0.21)] 1177 word in a document contributes to some aspect of
rmlc 127 (0.12)| 144 (0.14)] 229 the overall semantics of the document. Classifica-

tion and clustering algorithms seek to group the doc-

Table 4: Edit distance between obtained clusters attnents based on its semantics. The Bow scheme
gold standard. Normalised edit distances are givdfherently throws away a lot of information, which

in parenthesis. The fourth column gives runtime foyvould have otherwise been useful in discerning the
the co-clustering algorithm, averaged over four run§emantics of the document. The BoW representation
(For all cases, lower is better.)

fails to capture and represent these semantics result-
ing in a less accurate representation for the docu-
ments. This fact is reflected by higher edit distance

move (copy) the documents around so that they fih the case of BoW based clustering in Table 4.
nally match the gold standard.

We observed that the merge operation would in-
evitably add as many clusters as there are in th

Earlier, Hatzivassiloglowet. al.(Hatzivassiloglou
et al., 2000) had studied the effects of linguistically
otivated features on clustering algorithms. They

gold standard t_o the flnal_ co.unt, skewing the reSUIt?‘l'ad explored two linguistically motivated features -
Hence, we define the edit distance as only the nuna—

ber of d copy i ired t oun phrase heads and proper names and compared
er of move and copyoperations required fo con- y, . ;o against the bag of words representation. They
vert the obtained clusters to that of the gold sta

r}iad reported that the BoW representation was better
dard. In effect, it measures the number of docu; P b

ts which isplaced with tto th It an linguistically motivated features. We believe
Ments Which are misplacec With respect fo the golg. o, phrase heads and proper names are inade-
standard. The obtained edit distance is normalise

o . Uate representations of the semantics of a document
by dividing it with the number of documents in the P

dataset. This will normalise the value of the me
sure to range between 0 and 1. The lower the value
of this measure, the closer the obtained clustering {'s

to the gold standard.
The results are enumerated in Table 4. Tde

chainsbased document feature gives an improv
ment of upto 33% over the BoW representatio
while achieving a reduction in dimensions of the fea
ture vectors by more than 30% (ref. Table 3). Wi
performed run time studies on the dataset using the.
co-clustering algorithm. The runtimes are averag

over four runs. It can be seen that a speedup of moyé ) ) L.
P b {ICS contained in the documents, resulting in a better

than 74% is achieved with tHexchainbased fea-

tured.

a-

n

and a more composite representation is required to
obtain better results on semantically oriented tasks.
Lexical chains appear to be capable of doing this
0 a certain extent. During the process of com-
puting and selecting the lexical chains, we are im-

eQlicitly trying to decode the semantics of the doc-

uments. Lexical chains work on the basic premise
that a document describes topics through a combi-
nation of words and these words will exhibit a co-

esion among them. This cohesion can be identified

lexical chains capture some amount of the seman-

cusing a resource such as WordNet. In the process,

performance in subsequent processing of the docu-
ments.

Thus, the results show that the running time

3The copy count will be included only in the case of over-5 Conclusion
lapping clusters, which happens if a document is in more than

one cluster.

“It was observed empirically that the time required to com
pute both the BoW antexchainfeatures are nearly the same

and hence can be ignored.
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We have shown that semantically motived features,

such as lexical chains, provide a better representa-
tion for the documents, resulting in comparable or
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Abstract as sentences depend on the length of the sentence
_ _ (Nenkova et al., 2006).
In this paper we explore the benefits from Sentence simplification or compaction algorithms

and shortcomings of entity-driven noun  4re griven mainly by grammaticality considerations.
phrase rewriting for multi-document sum-  \yhether approaches for estimating importance can
marization of news. The approach leads t0 e gpplied to units smaller than sentences and used
20% to 50% different content in the sum-  in text rewrite in the summary production is a ques-
mary In comparison to an extractive sSUm-  tjon that remains unanswered. The option to operate
mary produced using the same underlying  op smaller units, which can be mixed and matched
approach, showing the promise the tech-  from the input to give novel combinations in the
nique has to offer. In addition, summaries  symmary, offers several possible advantages.

p_roducefd using entl'_[y—drlven rewrite have Improve content Sometimes sentences in the in-
higher I'ngu_'St'C quality than a comparison put can contain both information that is very appro-
_non—extracﬂye system. Somg Improvement priate to include in a summary and information that
is also seen in c_ontent selection over extra_c- should not appear in a summary. Being able to re-
tive summarlzat.lon as measured by pyramid move unnecessary parts can free up space for better
method evaluation. content. Similarly, a sentence might be good over-
all, but could be further improved if more details
about an entity or event are added in. Overall, a sum-
Two of the key components of effective summarizamarizer capable of operating on subsentential units
tions are the ability to identify important points inwould in principle be better at content selection.

the text and to adequately reword the original text Improve readability Linguistic quality evalua-

in order to convey these points. Automatic textion of automatic summaries in the Document Un-
summarization approaches have offered reasonaligrstanding Conference reveals that summarizers
well-performing approximations for identifiying im- perform rather poorly on several readability aspects,
portant sentences (Lin and Hovy, 2002; Schiffman ehcluding referential clarity. The gap between hu-
al., 2002; Erkan and Radev, 2004; Mihalcea and Taman and automatic performance is much larger for
rau, 2004; Daumé Ill and Marcu, 2006) but, not surlinguistic quality aspects than for content selection.
prisingly, text (re)generation has been a major chaln more than half of the automatic summaries there
lange despite some work on sub-sentential modificavere entities for which it was not clear what/who
tion (Jing and McKeown, 2000; Knight and Marcu,they were and how they were related to the story.
2000; Barzilay and McKeown, 2005). An addi- The ability to add in descriptions for entities in the
tional drawback of extractive approaches is that esummaries could improve the referential clarity of
timates for the importance of larger text units suclsummaries and can be achieved through text rewrite

1 Introduction
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of subsentential units. phrase realizations will be most appropriate depend-
| P issues Another very practical reason to be in-ing on what has been said in the summary up to the

terested in altering the original wording of sentencepoint at which rewrite takes place.

in summaries in a news browsing system involves in- _

tellectual property issues. Newspapers are not wilt NP-rewrite enhanced frequency

ing to allow verbatim usage of long passages of Summarizer

their articles on commercial websites. Being able t?requency and frequency-related measures of im-
change the original wording can thus allow compay,tance have been traditionally used in text sum-

nie§ to includg longer than one .sente.nce SUMMArigsarization as indicators of importance (Luhn, 1958;
which would increase user satisfaction (McKeoerin and Hovy, 2000; Conroy et al., 2006). No-

etal., 2005). tably, a greedy frequency-driven approach leads to

These considerations serve as direct motivatifry good results in content selection (Nenkova et
for exploring how a simple but effective summarizery 2006). In this approach sentence importance is
framework can accommodate noun phrase rewrite ileasured as a function of the frequency in the in-

multi-document summarization of news. The idegt of the content words in that sentence. The most
Is for each sentence in a summary to automatically,nortant sentence is selected, the weight of words
examine the noun phrases in it and decide if a dify, jt are adjusted, and sentence weights are recom-
ferent noun phrase is more informative and Sho“'Euted for the new weights beofre selecting the next
be included in the sentence in place of the originakenience.

Consider the following example: This conceptually simple summarization ap-
proach can readily be extended to include NP rewrite
and allow us to examine the effect of rewrite capa-
bilities on overall content selection and readability.
The specific algorithm for frequency-driven summa-
rization and rewrite is as follows:

Sentence 1 The arrestcaused an international con-
troversy.

Sentence 2 The arrest in London of former Chilean
dictator Augusto Pinochetaused an interna-

tional controversy. Step 1 Estimate the importance of each content
word w; based on its frequency in the inpu,

Now, consider the situation where we need to ex- ;) = ng,
press in a summary that the arrest was controversial
and this is the first sentence in the summary, and sefitep 2 For each sentenc§; in the input, estimate
tence 1 is available in the input (“The arrest caused its importance based on the words in the sen-
an international controversy”), as well as an unre- tencew; € S;: the weight of the sentence is
lated sentence such as “The arrest in London of for- equal to the average weight of content words
mer Chilean dictator Augusto Pinochet was widely  appearing in it.
discussed in the British press”. NP rewrite can allow ‘ > s, Pw:)
us to form the rewritten sentence 2, which would be ~ Weight(S)) = —=g1—

a much more informative first sentence for the sumét 3 Sel h ith the hiah iah
mary: “The arrest in London of former Chilean dic->teP 3 Select the sentence with the highest weight.

tator Augusto Pinochet caused an international CORyen 4 For each maximum noun phradéP, in the
troversy”. Similarly, if sentence 2 is available in selected sentence

the input and it is selected in the summary after a
sentence that expresses the fact that the arrest took 4.1 For each coreferring noun phrasgp;,

place, it will be more appropriate to rewrite sentence such that NP, = NP from all

2 into sentence 1 for inclusion in the summary. input documents, compute a weight
This example shows the potential power of noun Weight(N P;) = Frw (wr € NI;).

phrase rewrite. It also suggests that context will play 4.2 Select the noun phrase with the highest

a role in the rewrite process, since different noun weight and insert it in the sentence in
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place of the original NP. In case of ties,The dependency tree definition of maximum noun
select the shorter noun phrase. phrase makes it easy to see why these are a good
) ) unit for subsentential rewrite: the subtree that has
Step 5 For each content word in the rewritten seNy,q heaq of the NP as a root contains only modifiers
tence, update its weight by setting it to 0. of the head, and by rewriting the noun phrase, the

Step 6 If the desired summary length has not beefMmount of information expressed about the head en-

reached, go to step 2. tity can be varied.
In our implementation, a context free grammar

Step 4 is the NP rewriting step. The functionprobabilistic parser (Charniak, 2000) was used to
Fry is the rewrite composition function that as-parse the input. The maximum noun phrases were
signs weights to noun phrases based on the impdgentified by finding sequences efnp>...</np>
tance of words that appear in the noun phrase. Thegs in the parse such that the number of opening and
two options that we explore here afgy = Avr  closing tags is equal. Each NP identified by such tag
and Fryy = Sum; the weight of an NP equals spans was considered as a candidate for rewrite.
the average weight or sum of weights of content Coreference classes A coreference clas§'R,, is
words in the NP respectively. The two selectionsghe class of all maximum noun phrases in the input
lead to different behavior in rewriteFryy = Avr  that refer to the same entit¥,,,. The general prob-
will generally prefer the shorter noun phrases, typem of coreference resolution is hard, and is even
ically consisting of just the noun phrase head anghore complicated for the multi-document summa-
it will overall tend to reduce the selected sentenceization case, in which cross-document resolution
Frw = Sum will behave quite differently: it will needs to be performed. Here we make a simplify-
insert relevant information that has not been conng assumption, stating that all noun phrases that
veyed by the summary so far (add a longer nouRave the same noun as a head belong to the same
phrase) and will reduce the NP if the words in itcoreference class. While we expected that this as-
already appear in the summary. This means thgtimption would lead to some wrong decisions, we
Frw = Sum will have the behavior close to what glso suspected that in most common summarization
we expect for entity-centric rewrite: inluding morescenarios, even if there are more than one entities ex-
descriptive information at the first mention of the enpressed with the same noun, only one of them would
tity, and using shorter references at subsequent mage themain focus for the news story and will ap-
tions. pear more often across input sentences. References

Maximum noun phrases are the unit on which to such main entities will be likely to be picked in
NP rewrite operates. They are defined in a depe@r sentence for inclusion in the summary by chance
dency parse tree as the subtree that has as a r@dre often than other competeing entities. We thus
a noun such that there is no other noun on thgsed the head noun equivalance to form the classes.
path between it and the root of the tree. For eXa post-evaluation inspection of the summaries con-
ample , there are two maximum NPs, with head§rmed that our assumption was correct and there
“police” and “AugustaPinochet” in the sentence were only a small number of errors in the rewrit-
“British police arrested former Chilean dictator Auten summaries that were due to coreference errors,
gusto Pinochet”. The noun phrase “former chileaiyhich were greatly outnumbered by parsing errors
dictator” is not a maximum NP, since there is a noufior example. In a future evaluation, we will evalu-
(augustapinochet) on the path in the dependencyte the rewrite module assuming perfect coreference

tree between the noun “dictator” and the root of thgng parsing, in order to see the impact of the core
tree. By definition a maximum NP includes all nom-Np-rewrite approach itself.

inal and adjectival premodifiers of the head, as well

as postmodifiers such as prepositional phrases, ap- NP rewrite evaluation

positions, and relative clauses. This means that max-

imum NPs can be rather complex, covering a widdhe NP rewrite summarization algorithm was ap-
range of production rules in a context-free grammaplied to the 50 test sets for generic multi-document

120



summarization from the 2004 Document Under- SYSTEM Q1 Q2 Q3 Qi Qs
standing Conference. Two examples of its operation SUM;q 406 4.12 3.80 3.80 3.20
with Fry = Avr are shown below. SUMy,, 3.40 3.90 3.36 3.52 2.80
Original.1 While the British government defended SUMg,,, 296 3.34 3.30 3.48 2.80
the arrest it took no stand on extradition of Pinochet peer117 2.06 3.08 242 3.12 2.10
to Spain.

NP-Rewite.l While the British government de-
fendedthe arrest in London of former Chilean dicta-
tor Augusto Pinocheit took no stand on extradition
of Pinochet to Spain.

Original.2 Duisenberghas said growth in the euro
area countries next year will be about 2.5 percent,

lower thanthe 3 percenpredicted earlier.

NP-Rewrite.2 Wim Duisenberg, the head of the new/"as the only real non-extractive summarizer partic-
European Central Banlyas said growth in the euro Pant at DUC 2004 (Vanderwende et al., 2004); the

area will be about 2.5 percent, lower thjast 1 per- e_xtractive freque_ncy summarizer, and the two ver-
cent in the euro-zone unemployme@nedicted ear- SIONS of the rewrite algorithmSum and Avr). The
lier. evaluated rewritten summaries had potential errors
We can see that in both cases, the NP rewriteoming from different sources, such as coreference
pasted into the sentence important additional infof€S0lUtion, parsing errors, sentence splitting errors,
mation. But in the second example we also see % Well as errors coming directly from rewrite, in
error that was caused by the simplifying assumptiofNich an unsuitable NP is chosen to be included in
for the creation of the coreference classes accorfl€ Summary. Improvements in parsing for exam-

ing to which the percentage of unemployment anB'e could lead to better overall rewrite results, but
growth have been put in the same class. we evaluated the output as is, in order to see what

In order to estimate how much the summary ids the performance that can be expected in a realistic

changed because of the use of the NP rewrite, wi¢tting for fully automatic rewrite.

computed the unigram overlap between the original The evaluation was done by five native English
extractive summary and the NP-rewrite summangpeakers, using the five DUC linguistic quality ques-
As expected Fryy = Sum leads to bigger changes tions on grammaticality (§, repetition (Q), refer-

and on average the rewritten summaries containétial clarity (Q), focus (Q) and coherence (.

only 54% of the unigrams from the extractive sum¥ive evaluators were used so that possible idiosyn-
maries; forFryy = Avr, there was a smaller changecratic preference of a single evaluator could be
between the extractive and the rewritten summarvoided. Each evaluator evaluated all five sum-
with 79% of the unigrams being the same betweefaries for each test set, presented in a random order.

Table 1: Linguistic quality evaluation. Peer 117 was
the only non-extractive system entry in DUC 2004,
SUM;4 is the frequency summarizer with no NP
rewrite; and the two versions of rewrite with sum
and average as combination functions.

the two summaries. The results are shown in table 3.1. Each summary
o _ _ was evaluated for each of the properties on a scale
3.1 Linguistic quality evaluation from 1 to 5, with 5 being very good with respect to

Noun phrase rewrite has the potential to improvéhe quality and 1, very bad.

the referential clarity of summaries, by inserting in Comparing NP rewrite to extraction Here we
the sentences more information about entities whesould be interested in comparing the extractive fre-
such is available. It is of interest to see how theuency summarizer (SUM), and the two version of
rewrite version of the summarizer would comparesystems that rewrite noun phrases: SM(which

to the extractive version, as well as how its linguischanges about 20% of the text) and Sk (which

tic quality compares to that of other summarizerghanges about 50% of the text). The general trend
that participated in DUC. Four summarizers wer¢hat we see for all five dimensions of linguistic qual-
evaluated: peer 117, which was a system that usdg is that the more the text is automatically altered,
generation technigues to produce the summary atide worse the linguistic quality of the summary
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gets. In particular, the grammaticality of the sumgranularity for sentence changes and it can lead to
maries drops significantly for the rewrite systemssubstantial altering of the text while preserving sig-
The increase of repetition is also significant betweenificantly better overall readability.
SUM;4 and SUM,,,.. Error analysis showed that
sometimes increased repetition occurred in the pr
cess of rewrite for the following reason: the contextVe now examine the question of how the content in
weight update for words is done only after each nouthe summaries changed due to the NP-rewrite, since
phrase in the sentence has been rewritten. Occasiomproving content selection was the other motiva-
ally, this led to a situation in which a noun phrasdion for exploring rewrite. In particular, we are in-
was augmented with information that was expressdérested in the change in content selection between
later in the original sentence. The referential clarSUMg,,,,, and SUMy (the extractive version of the
ity of rewritten summaries also drops significantlysummarizer). We use SUM,, for the compari-
which is a rather disappointing result, since one aofon because it led to bigger changes in the sum-
the motivations for doing noun phrase rewrite wasnary text compared to the purely extractive version.
the desire to improve referential clarity by adding in\We used the pyramid evaluation method: four hu-
formation where such is necessary. One of the prolbaan summaries for each input were manually ana-
lems here is that it is almost impossible for humaryzed to identify sharedontent units The weight of
evaluators to ignore grammatical errors when judgeach content unit is equal to the number of model
ing referential clarity. Grammatical errors decreaseummaries that express it. The pyramid score of
the overall readability and a summary that is givean automatic summary is equal to the weight of the
a lower grammaticality score tends to also receiveontent units expressed in the summary divided by
lower referential clarity score. This fact of quality the weight of an ideally informative summary of the
perception is a real challenge for summarizeratiosame length (the content unit identification is again
systems that move towards abstraction and alter tldwne manually by an annotator).
original wording of sentences since certainly auto- Of the 50 test sets, there were 22 sets in which
matic approaches are likely to introduce ingrammathe NP-rewritten version had lower pyramid scores
icalities. than the extractive version of the summary, 23 sets
Comparing SUM g, and peer 117 We now turn  in which the rewritten summaries had better scores,
to the comparison of between SUl,, and the gen- and 5 sets in which the rewritten and extractive sum-
eration based system 117. This system is uniquearies had exactly the same scores. So we see that
among the DUC 2004 systems, and the only oni@ half of the cases the NP-rewrite actually improved
that year that experimented with generation techthe content of the summary. The summarizer version
niques for summarization. System 117 is verbthat uses NP-rewrite has overall better content selec-
driven: it analizes the input in terms of predicatetion performance than the purely extractive system.
argument triples and identifies the most importanthe original pyramid score increased from 0.4039 to
triples. These are then verbalized by a generatioh4169 for the version with rewrite. This improve-
system originally developed as a realization companent is not significant, but shows a trend in the ex-
nent in a machine translation engine. As a resulpected direction of improvement.
peer 117 possibly made even more changes to theThe lack of significance in the improvement is due
original text then the NP-rewrite system. The resultto large variation in performance: when np rewrite
of the comparison are consistent with the observavorked as expected, content selection improved.
tion that the more changes are made to the origin8ut on occasions when errors occurred, both read-
sentences, the more the readability of summaries dability and content selection were noticeably com-
creases. SUM,,, is significantly better than peer promised. Here is an example of summaries for
117 on all five readability aspects, with notable difthe same input in which the NP-rewritten version
ference in the grammaticality and referential qualityhad better content. After each summary, we list the
for which SUMgs,,.,, outperforms peer 117 by a full content units from the pyramid content analysis that
point. This indicates that NPs are a good candidatgere expressed in the summary. The weight of each

3:2 Content selection evaluation
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content unit is given in brackets before the label of (4) Prodi lost a confidence vote
the unit and content units that differ between the ex- (4) Prodi will stay as caretaker until a new gov-
tractive and rewritten version are displayed in italicernment is formed
The rewritten version conveys high weight content (4) The Refounding Party is Italy’s Communist
units that do not appear in the extractive versiorRarty
with weights 4 (maximum weight here) and 3 re- (4) The Refounding Party rejected the govern-
spectively. ment’s budget

(3) Scalfaro must decide whether to hold new

Extractive summary Italy's Communist Re- eélections

founding Party rejected Prime Minister Prodi’s pro- (3) The dispute is over the 1999 budget
posed 1999 budget. By one vote, Premier Romano (2) Prodi’s coalition was center-left coalition
Prodi’'s center-left coalition lost a confidence vote (2) The confidence vote was lost by only 1 vote
in the Chamber of Deputies Friday, and he went to (1) Prodi is the Italian Prime Minister
the presidential palace to rsign. Three days after the

collapse of Premier Romano Prodi’s center-left gov- Below is another example, showing the worse de-
ernment, Italy’s president began calling in politicakerioration of the rewritten summary compared to
leaders Monday to try to reach a consensus on a ngie extractive one, both in terms of grammatical-
government. Prodi has said he would call a Conﬁi-ty and content. Here, the problem with repetition
dence vote if he lost the Communists’ support.” during rewrite arises: the same person is mentioned
have always acted with coherence,” Prodi said bewice in the sentence and at both places the same
fore a morning meeting with President Oscar Luigioverly long description is selected during rewrie,
rendering the sentence practically unreadable.

(4) Prodi lost a confidence vote

(4) The Refounding Party is Italy's Communist Extractive summary Police said Henderson and
Party McKinney lured Shepard from the bar by saying

(4) The Refounding Party rejected the governLhey too were gay and one of their girlfriends said
ment’s budget Shepard had embarrassed one of the men by mak-
(3) The dispute is over the 1999 budget ing a pass at him. 1,000 people mourned Matthew

) N . Shepherd, the gay University of Wyoming student
(2) Prodi’s coalition was center-left coalition who was severely beaten and left to die tied to a

(2) The confidence vote was lost by only 1 vote fence. With passersby spontaneously joining the
(1) Prodi is the Italian Prime Minister protest group, two women held another sign that
(1) Prodi wants a confidence vote from Parliamentéad,” No Hate Crimes in Wyoming.” Two candle-
light vigils were held Sunday night. Russell An-
derson, 21, and Aaron McKinney, 21, were charged

NP-rewrite verson Communist Refounding, a "
with attempted murder.

fringe group of hard-line leftists who broke with the
minstream Communists after they overhauled the o ) .
party following the collapse of Communism in East- (4) The victim was a student at the University of
ern Europe rejected Prime Minister Prodi’s propose$yoming

1999 budget. By only one vote, the center-left prime (4) The victim was brutally beaten

minister of Italy, Romano Prodi, lost The vote in the (4) The victim was openly gay

lower chamber of Parliament 313 against the con- (3) The crime was widely denounced

fidence motion brought by the government to 312 (3) The nearly lifeless body was tied to a fence

in favor in Parliament Friday and was toppled from (3) The victim died

power. President Oscar Luigi Scalfaro, who asked (3) The victim was left to die

him to stay on as caretaker premier while the head (2) The men were arrested on charges of kidnap-
of state decides whether to call elections. ping and attempted first degree murder
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(2) There were candlelight vigils in support for putting pressure on system developers and prevent-
the victim ing them from fully exploring the strengths of gen-
(1) Russell Henderson and Aaron McKinney areration techniques. It seems that if researchers
the names of the people responsible for the death in the field are to explore non-extractive methods,
they would need to compare their systems sepa-
NP-rewrite version Police said Henderson andrately from extractive systems, at least in the begin-
McKinney lured the The slight, soft-spoken 21-ning exploration stages. The development of non-
year-old Shepard, a freshman at the University d¥xtractive approaches in absolutely necessary if au-
Wyoming, who became an overnight symbol of antitomatic summarization were to achieve levels of per-
gay violence after he was found dangling from théormance close to human, given the highly abstrac-
fence by a passerby from a bar by saying they todve form of summaries written by people.
were gay and one of their girlfriends said the The Results also indicate that both extractive and non-
slight, soft-spoken 21-year-old Shepard, a frestextractive systems perform rather poorly in terms of
man at the University of Wyoming, who became arthe focus and coherence of the summaries that they
overnight symbol of anti-gay violence after he wagroduce, identifying macro content planning as an
found dangling from the fence by a passerby hatinportant area for summarization.
embarrassed one of the new ads in that supposedly
hate-free crusade.
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Abstract

In this paper we propose a new approach
based on Sequence Segmentation Models
(SSM) to the extractive document summa-
rization, in which summarizing is regarded
as a segment labeling problem. Comparing
with the previous work, the difference of
our approach is that the employed features
are obtained not only from the sentence
level, but also from the segment level. In
our approach, the semi-Markov CRF model
is employed for segment labeling. The pre-
liminary experiments have shown that the
approach does outperform all other tradi-
tional supervised and unsupervised ap-
proaches to document summarization.

1 Introduction

Document summarization has been a rapidly
evolving subfield of Information Retrieval (IR)
since (Luhn, 1958). A summary can be loosely
defined as a text that is produced from one or more
texts and conveys important information of the
original text(s). Usually it is no longer than half of
the original text(s) or, significantly less (Radev et
al., 2002). Recently, many evaluation competitions
(like the Document Understanding Conference
DUC “http://duc.nist.gov”, in the style of NIST’s
TREC), provided some sets of training corpus. It is
obvious that, in the age of information explosion,
document summarization will be greatly helpful to
the internet users; besides, the techniques it uses
can also find their applications in speech tech-
niques and multimedia document retrieval, etc.

Chengging Zong
National Laboratory of Pattern Recognition,
Institute of Automation,
Chinese Academy of Sciences
Beijing, China
cqgzong@nlpr.ia.ac.cn

The approach to summarizing can be catego-
rized in many ways. Some of them are: 1) indica-
tive, informative and evaluative, according to func-
tionality; 2) single-document and multi-document,
according to the amount of input documents; 3)
generic and query-oriented, according to applica-
tions. Yet the taxonomy currently widely em-
ployed is to categorize summarization into abstrac-
tive and extractive.

According to (Radev et al., 2002), all methods
that are not explicitly extractive are categorized as
abstractive. These approaches include ontological
information, information fusion, and compression.
Abstract-based summarization never goes beyond
conceptual stage, though ever since the dawn of
summarization it has been argued as an alternative
for its extract-based counterpart. On the other hand,
extractive summarization is still attracting a lot of
researchers (Yeh et al., 2005) (Daum’e III and
Marcu, 2006) and many practical systems, say,
MEAD  “http://www.summarization.com/mead/”,
have been produced. Using supervised or unsuper-
vised machine learning algorithms to extract sen-
tences is currently the mainstream of the extractive
summarization. However, all pervious methods
focus on obtaining features from the sentence gra-
nularity.

In this paper we focus on generating summariza-
tion by using a supervised extractive approach in
which the features are obtained from a larger gra-
nularity, namely segment. The remainder of the
paper is organized as follows: Section 2 introduces
the related work concerning the extract-based
summarization. Section 3 describes our motiva-
tions. Our experiments and results are given in
Section 4, and Section 5 draws the conclusion and
mentions the future work.
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2 Related Work

Early researchers approached the summarization
problem by scoring each sentence with a combina-
tion of the features like word frequency and distri-
bution, some proper names (Luhn, 1958), sentence
positions in a paragraph (Baxendale, 1958), and
sentence similarity (Gong, 2001) etc. The results
were comparatively good. Most supervised extrac-
tive methods nowadays focus on finding powerful
machine learning algorithms that can properly
combine these features.

Bayesian classifier was first applied to summari-
zation by (Pedersen and Chen, 1995), the authors
claimed that the corpus-trained feature weights
were in agreement with (Edmundson, 1969), which
employed a subjective combination of weighted
features. Another usage of the naive Bayesian
model in summarization can be found in (Aone et
al., 1997). Bayesian model treats each sentence
individually, and misses the intrinsic connection
between the sentences. (Yeh et al., 2005) employed
genetic algorithm to calculate the belief or score of
each sentence belonging to the summary, but it
also bears this shortcoming.

To overcome this independence defect, (Conroy
and O’leary, 2001) pioneered in deeming this prob-
lem as a sequence labeling problem. The authors
used HMM, which has fewer independent assump-
tions. However, HMM can not handle the rich lin-
guistic features among the sentences either. Re-
cently, as CRF (Lafferty and McCallum, 2001) has
been proved to be successful in part-of-speech tag-
ging and other sequence labeling problems, (Shen
et al., 2007) attempted to employ this model in
document summarization. CRF can leverage all
those features despite their dependencies, and ab-
sorb other summary system’s outcome. By intro-
ducing proper features and making a comparison
with SVM, HMM, etc., (Shen et al., 2007) claimed
that CRF could achieve the best performance.

All these approaches above share the same
viewpoint that features should be obtained at sen-
tence level. Nevertheless, it can be easily seen that
the non-summary or summary sentences tend to
appear in a consecutive manner, namely, in seg-
ments. These rich features of segments can surely
not be managed by those traditional methods.

Recently, Sequence Segmentation Model (SSM)
has attracted more and more attention in some
traditional sequence learning tasks. SSM builds a

direct path to encapsulate the rich segmental
features (e.g., entity length and the similarity with
other entities, etc., in entity recognition). Semi-
CRF (Sarawagi and Cohen, 2004) is one of the
SSMs, and generally outperforms CRF.

3 Motivations

According to the analysis in Section 2, our basic
idea is clear that we regard the supervised summa-
rizing as a problem of sequence segmentation.
However, in our approach, the features are not only
obtained on the sentence level but also on the seg-
ment level.

Here a segment means one or more sentences
sharing the same label (namely, non-summary or
summary), and a text is regarded as a sequence of
segments. Semi-CRF is a qualified model to ac-
complish the task of segment labeling, besides it
shares all the virtues of CRF. Using semi-CRF, we
can easily leverage the features both in traditional
sentence level and in the segment level. Some fea-
tures, like Log Likelihood or Similarity, if obtained
from each sentence, are inclined to give unex-
pected results due to the small granularity. Fur-
thermore, semi-CRF is a generalized version of
CRF. The features designed for CRF can be used
in semi-CRF directly, and it has been proved that
semi-CRF outperforms CRF in some Natural Lan-
guage Processing (NLP) problems (Sarawagi and
Cohen, 2004).

In the subsections below, we first introduce
semi-CRF then describe the features we used in
our approach.

3.1 Semi-CRF

CRF was first introduced in (Lafferty and
McCallum, 2001). It is a conditional model P(Y|X),
and here both X and Y may have complex structure.
The most prominent merits of CRF are that it
offers relaxation of the strong independence
assumptions made in HMM or Maximum Entropy
Markov Models (MEMM) (McCallum, 2000) and
it is no victim of the label bias problem. Semi-CRF
is a generalization version of sequential CRF. It
extends CRF by allowing each state to persist for a
non-unit length of time. After this time has elapsed,
the system might transmit to a new state, which
only depends on its previous one. When the system
is in the “segment of time”, it is allowed to behave
non-Markovianly.

127



3.1.1 CRFvs. Semi-CRF

Given an  observed sentence  sequence
X=(X1,X2,-..,Xm). The corresponding output labels
are  Y=(Y1,Y2,...,ym), where y; gets its value from a
fixed set Y. For document summarization,
Y={0,1}. Here 1 for summary and 0 for non-
summary. The goal of CRF is to find a sequence of
Y, that maximize the probability:

)exp(\N -F(X,Y))

1
P(Y | X,W) = 7 X W

M - . .
Here, F(X,Y)=> " f(,X.Y) is a vertical vector of

size T. The vertical vector f=(f.%...%) means
there are T feature functions, and each of them can
be written as f(i, X,Y)ERtE (1, T),i€(1,-:-,M).
For example, in our experiment the 10" feature
function is expressed as: [if the length of current
sentence is bigger than the predefined threshold
value]&[if the current sentence is a summary].
When this feature function is acting upon the third
sentence in text 1 with label sequence 1, the fol-
lowing feature equation fj(3,text 1, la-
bel_sequence 1) means: in text 1 with la-
bel sequence 1, [if the length of the third sentence
is bigger than the predefined threshold value]&[if
the third sentence is a summary]. W is a horizontal
vector of size T that represents the weights of these
features respectively. Equation (2) gives the defini-
tion of Z(X), which is a normalization constant that
makes the probabilities of all state sequences sum
to 1.

Z(X) = SyexpW -FOXY ) (g

If we change the sequence vector X to
S=<8,,8,,...,5v=>, which means one way to split X
into N segments, we have the semi-CRF. Each
element in S is a triple: §;=<t;,u;,y;>, which de-
notes the jth segment in this way of segmentation.
In the triple, t; denotes the start point of the " seg-
ment, U; denotes its end position, and Y; is the out-
put label of the segment (recall the example at the
beginning of this subsection that there is only one
output for a segment). Under this definition, seg-
ments should have no overlapping, and satisfy the
following conditions:

i_lls,-|=|><| 5

t=Luy = X[ I<t; <u; S X Lt =u; +1 (&)

Here, |®| denotes the length ofe.

i

5n=(1,1,1) 55=(5,5,1) 55=(10,10,13 segments
s=24.0 54=(6,9,0)

Figure 1 A 10-sentences text with label sequence

labels

seniences

For example, one way to segment a text of 10 sen-
tences in Figure 1 is S$=<(1,1,1),(2,4,0),(5,5,1),
(6,9,0),(10,10,1)> . The circles in the second row
represent sentences, and actually are only some
properties of the corresponding sentences.
Consequently, the feature function f in CRF
converts to the segmental feature function
2=(01,02,...,0 7). Like f, gi(i,x,S) € £ also maps a
triple (i,X,S) to a real number. Similarly, we may

define G(X,S):zi’ilg(i,x,S). Now we give the

final equation used to estimate the probability of S.
Given a sequence X and feature weight W, we have

)exp(VV -G(X,9))

1
(S| XW) =5 5)

Here,
Z(X)= D expW -G(X,S")
S'eA
Where, A = {all - segmentations —allowed} .

(6)

3.1.2

The inference or the testing problem of semi-CRF
is to find the best S that maximizes Equation (5).
We use the following Viterbi-like algorithm to cal-
culate the optimum path.

Suppose the longest segment in corpus is K, let
Si.iy represent all possible segmentations starting
from 1 to i, and the output of the last segment is Y.
V(i,y) denotes the biggest value of P(S’|X,W). Note
that it’s also the largest value of W-G(X.S),
S’ES..y.

Compared with the traditional Viterbi algorithm
used in CRF, the inference for semi-CRF is more
time-consuming. But by studying Algorithm 1, we
can easily find out that the cost is only linear in K.

Inference
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Algorithm 1:

Stepl. Initialization:
Let V(i,y)=0,fori=0
Step2. Induction:
fori>0
V(Ia y) = n’laxy',kzl ..... K V(I - k’ yv)
+W g(y’ yva X’i -d +19i)
Step3. Termination and path readout:
bestSegment = max, V(| X |, y)

(7

3.1.3
Define the following function
Ly =2i1ogP(S, | X,,W)
= SIW-G(X,.$)~logZ(X,)) &)

In this approach, the problem of parameter estima-

Parameter Estimation

tion is to find the best weight W that maximizes L.

According to (Bishop, 2006), the Equation (8) is
convex. So it can be optimized by gradient ascent.
Various methods can be used to do this work (Pie-
tra et al. 1997). In our system, we use L-BFGS, a
quasi-Newton algorithm (Liu and Nocedal. 1989),
because it has the fast converging speed and effi-
cient memory usage. APIs we used for estimation
and inference can be found in website
“http:\\crf.sourcefourge.net”.

3.2 Features

(Shen et al. 2007) has made a thorough investiga-

tion of the performances of CRF, HMM, and SVM.

So, in order to simplify our work and make it com-
parable to the previous work, we shape our desig-
nation of features mainly under their framework.
The mid column in Table 1 lists all of the fea-
tures we used in our semi-CRF approach. For the
convenience of comparison, we also list the name
of the features used in (Shen et al. 2007) in the
right column, and name them Regular Features.
The features in bold-face in the mid column are the
corresponding features tuned to fit for the usage of
semi-CRF. We name them Extended Features.
There are some features that are not in bold-face in
the mid column. These features are the same as the
Regular Features in the right column. We also
used them in our approach. The mark star denotes

that there is no counterpart. We number these fea-
tures in the left column.

No. semi-CRF CRF
1 Ex_Position Position
2 Ex Length Length
. Log Likeli-
3 Ex_Log_Likelihood hood
Ex_Similarity_to_ Similarity to
4 Neighboring_ Neighboring
Segments Sentences
5 Ex_Segment_ %
Length
6 Thematic Thematic
7 Indicator Indicator
8 Upper Case Upper Case

Table 1. Features List

The details of the features we used in semi-
CRF are explained as follow.

Extended Features:

Ex_Position: is an extended version of the Po-
sition feature. It gives the description of the po-
sition of a segment in the current segmentation.
If the sentences in the current segment contain
the beginning sentence of a paragraph, the value
of this feature will be 1, 2 if it contains the end
of a paragraph; and 3 otherwise;

Ex_Length: the number of words in the cur-
rent segment after removing some stop-words.

Ex_Log_Likelihood: the log likelihood of the
current segment being generated by the docu-
ment. We use Equation (9) below to calculate
this feature. N(w;,s;) denotes the number of oc-
currences of the word w; in the segment s;, and
we use N(wj,D)/ZWkN(wk,D) to estimate the

probability of a word being generated by a doc-
ument.

logP(s, | D) = ij N(w;,s;)log p(w; [D)  (9)

Ex_Similarity_to_Neighboring_Segments:
we define the cosine similarity based on the
TF*IDF (Frakes &Baeza-Yates, 1992) between
a segment and its neighbors. But unlike (Shen et
al. 2007), in our work only the adjacent neighbors
of the segment in our work are considered.

EX_Segment_Length: this feature describes
the number of sentences contained in a segment.
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All these features above are actually an ex-
tended version used in the regular CRF (or in
other supervised model). It is easy to see that, if
the segment length is equal to 1, then the fea-
tures will degrade to their normal forms.

There are some features that are also used in
semi-CRF but we don’t extend them like those
features above. Because the extended version of
these features leads to no improvement of our
result. These features are:

Regular features we used:

Thematic: with removing of stop words, we
define the words with the highest frequency in
the document to be the thematic words. And this
feature gives the count of these words in each
sentence.

Indicator: indicative words such as “conclu-
sion” and “briefly speaking” are very likely to be
included in summary sentences, so we define
this feature to signal if there are such words in a
sentence.

Upper Case: some words with upper case are
of high probability to be a name, and sentences
with such words together with other words
which the author might want to emphasize are
likely to be appeared in a summary sentence. So
we use this feature to indicate whether there are
such words in a sentence.

It should be noted that theoretically the num-
ber of extended features obtained from the cor-
pus goes linearly with K in Equation (7).

4  Experiments

4.1 Corpus & Evaluation Criteria

To evaluate our approach, we applied the widely
used test corpus of (DUC2001), which is spon-
sored by ARDA and run by NIST
“http://www.nist.gov”. The basic aim of DUC
2001 is to further progress of summarization and
enable researchers to participate into large-scale
experiments. The corpus DUC2001 we used con-
tains 147 news texts, each of which has been la-
beled manually whether a sentence belongs to a
summary or not. Because in (Shen et al. 2007) all
the experiments were conducted upon DUC2001,
we may make a comparison between the sequence
labeling models and the sequence segmentation

modes we used. The only preprocessing we did is
to remove some stop words according to a stop
word list.

We use F1 score as the evaluation criteria which is
defined as:

* f ok
Flo 2*Precesion*Recall

Precesion+Recall (10)

We used 10-fold cross validation in order to reduce
the uncertainty of the model we trained. The final
F1 score reported is the average of all these 10 ex-
periments.

All those steps above are strictly identical to the
work in (Shen et al. 2007), and its result is taken as
our baseline.

4.2 Results & Analysis

As we mentioned in Sub-Section 3.2, those ex-
tended version of features only work when seg-
ment length is bigger than one. So, each of these
extended version of features or their combination
can be used together with all the other regular fea-
tures listed in the right column in Table 1. In order
to give a complete test of the capacity of all these
extended features and their combinations, we do
the experiments according to the power set of {1, 2,
3,4, 5} (the numbers are the IDs of these extended
features as listed in Table 1), that is we need to do
the test 2°-1 times with different combinations of
the extended features. The results are given in Ta-
ble 2. The rows with italic fonts (1, 3, 5, 7,9, 11,
13), in Table 2 denote the extended features used.
For example, ‘1+2’ means that the features
Ex Positon and the Ex Length are together used
with all other regular features are used.

1 2 3 4 5
F1 0.395 0.391 0.398 0.394 0.392
1+2 1+3 1+4 1+5 2+3
F1 0.395 0.396 0.396 0.395 0.382
2+4 2+5 3+4 3+5 4+5
F1 0.389 0.384 0.398 0.399 0.380
1+2+3 1+2+4 1+2+5 1+3+4 1+3+5
F1 0.398 0.397 0.393 0.403 0.402
1+4+5 | 2+3+4 | 2+3+5 | 2+4+5 | 3+4+45
Fl 0.402 0.403 0.401 0.403 0.404
1+2 1+2 1+2 1+3 2+3
+3+4 +3+5 +4+5 +4+5 +4+5
F1 0.407 0.404 0.406 0.402 0.404
All CRF
F1 0.406 0.389

Table 2. Experiment results.
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Other rows (2, 4, 6, 8, 10, 12, 14) give F1 scores
corresponding to the features used.

In Table 3 we compare our approach with some
of the most popular unsupervised methods, includ-
ing LSA (Frakes & Baeza-Yates, 1992) and HITS
(Mihalcea 2005). The experiments were conducted
by (Shen et al. 2007).

LSA HITS Seim-CRF
F1 0.324 0.368 0.407
Table 3 Comparison with unsupervised methods

From the results in Table 2 we can see that indi-
vidually applying these extended features can im-
prove the performance somewhat. The best one of
these extended features is feature 3, as listed in the
2nd row, the 5™ column. The highest improvement,
1.8%, is obtained by combining the features 1, 2, 3
and 4. Although a few of the combinations hurt the
performance, most of them are helpful. This veri-
fies our hypothesis that the extended features under
SSM have greater power than the regular features.
The results in Table 3 demonstrate that our ap-
proach significantly outperforms the traditional
unsupervised methods. 8.3% and 4.9% improve-
ments are respectively gained comparing to LSA
and HITS models

Currently, the main problem of our method is
that the searching space goes large by using the
extended features and semi-CRF, so the training
procedure is time-consuming. However, it is not so
unbearable, as it has been proved in (Sarawagi and
Cohen, 2004).

5 Conclusion and Future Work

In this paper, we exploit the capacity of semi-CRF ,
we also make a test of most of the common fea-
tures and their extended version designed for doc-
ument summarization. We have compared our ap-
proach with that of the regular CRF and some of
the traditional unsupervised methods. The com-
parison proves that, because summary sentences
and non-summary sentences are very likely to
show in a consecutive manner, it iS more nature to
obtain features from a lager granularity than sen-
tence.

In our future work, we will test this approach on
some other well known corpus, try the complex
features used in (Shen et al. 2007), and reduce the
time for training.
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Abstract

This paper presents a strategy to generate ge-
neric summary of documents using Probabilistic
Latent Semantic Indexing. Generally a docu-
ment contains several topics rather than a single
one. Summaries created by human beings tend
to cover several topics to give the readers an
overall idea about the original document. Hence
we can expect that a summary containing sen-
tences from better part of the topic spectrum
should make a better summary. PLSI has
proven to be an effective method in topic detec-
tion. In this paper we present a method for cre-
ating extractive summary of the document by
using PLSI to analyze the features of document
such as term frequency and graph structure. We
also show our results, which was evaluated us-
ing ROUGE, and compare the results with other
techniques, proposed in the past.

1 Introduction

The advent of the Internet has made a wealth of
textual data available to everyone. Finding a spe-
cific piece of information in this mass of data can
be compared with "finding a small needle in a large
heap of straw." Search engines do a remarkable job
in providing a subset of the original data set which
is generally a lot smaller than the original pile of

Masashi Shimbo
Graduate School of Information Science
Nara Institute of Science and Technology
Nara 630-0192, Japan
shimbo@is.naist.jp

Yuji Matsumoto
Graduate School of Information Science
Nara Institute of Science and Technology
Nara 630-0192, Japan
matsu@is.naist.jp

data. However the subset provided by the search
engines is still substantial in size. Users need to
manually scan through all the information con-
tained in the list of results provided by the search
engines until the desired information is found. This
makes automatic summarization the task of great
importance as the users can then just read the
summaries and obtain an overview of the document,
hence saving a lot of time during the process.

Several methods have been proposed in the field
of automatic text summarization. In general two
approaches have been taken, extract-based summa-
rization and abstract-based summarization. While
extract-based summarization focuses in finding
relevant sentences from the original document and
using the exact sentences as a summary, abstract-
based summaries may contain the words or phrases
not present in the original document (Mani, 1999).
The summarization task can also be classified as
query-oriented or generic. The query-oriented
summary presents text that contains information
relevant to the given query, and the generic sum-
marization method presents the summary that gives
overall sense of the document (Goldstein et al,
1998). In this paper, we will focus on extract-based
generic single-document summarization.

In the recent years graph based techinques have
become very popular in automatic text summariza-
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tion (Erkan and Radev, 2004), (Mihalcea, 2005).
These techniques view each sentence as a node of a
graph and the similarities between each sentences
as the links between those sentences. Generally the
links are retained only if the similarity values be-
tween the sentences exceed a pre-determined
threshold value; the links are discarded otherwise.
The sentences are then ranked using some graph
ranking algorithms such as HITS (Kleinberg, 1998)
or PageRank (Brin and Page, 1998) etc. However
the graph ranking algorithms tend to give the high-
est ranking to the sentences related to one central
topic in the document. So if a document contains
several topics, these algorithms will only choose
one central topic and rank the sentences related to
those topic higher than any other topics, ignoring
the importance of other topics present. This will
create summaries that may not cover the overall
topics of the document and hence cannot be con-
sidered generic enough. We will focus on that
problem and present a way to create better generic
summary of the document using PLSI (Hofmann
1999) which covers several topics in the document
and is closer to the summaries created by human
beings. The benchmarking done using DUC? 2002
data set showed that our technique improves over
other proposed methods in terms of ROUGE'
evaluation score.

2 Related Work

2.1 Maximal Marginal Relevance(M MR)
MMR is a summarization procedure based on vec-
tor-space model and is suited to generic summari-
zation (Goldstein et al, 1999). In MMR the sen-
tence are chosen according to the weighed combi-
nation of their general relevance in the document
and their redundancy with the sentences already
chosen. Both the relevance and redundancy are
measured using cosine similarity. Relevance is the
cosine similarity of a sentence with rest of the sen-
tence in the document whereas redundancy is
measured using cosine similarity between the sen-
tence and the sentences already chosen for the
summary.

2.2 Graph Based Summarization
The graph-based summarization procedure are be

"ROUGE:http://openrouge.com/default.aspx
% http://duc.nist.gov

coming increasingly popular in recent years. Lex
PageRank (Erkan and Radev, 2004) is one of such
methods. LexPageRank constructs a graph where
each sentence is a node and links are the similari-
ties between the sentences. Similarity is measured
using cosine similarity of the word vectors, and if
the similarity value is more than certain threshold
value the link is kept otherwise the links are re-
moved. PageRank is an algorithm which has been
successfully applied by Google search engine to
rank the search results. Similarly PageRank is ap-
plied in LexPageRank to rank the nodes (or, sen-
tences) of the resultant graph. A similar summari-
zation method has been proposed by Mihalcea
(2005).

Algorithms like HITS and PageRank calculate
the principal eigenvector (hence find the principal
community) of the matrix representing the graph.
But as illustrated in Figure 1, another eigenvector
which is slightly smaller than the principal eigen-
vector may exist. In documents, each community
represented by the eigenvectors can be considered
as a topic present in the document. As these algo-
rithms tend to ignore the influence of eigenvectors
other than largest one, the sentences related to top-
ics other than a central one can be ignored, and
creating the possibility for the inclusion of redun-
dant sentences as well. This kind of summary can-
not be considered as a generic one.

Figure 1. In algorithms like HITS and PageRank
only the principal eigenvectors are considered. In
the figure the vector EV1 is slightly larger than
vector EV2, but the score commanded by members
of EV2 communities are ignored.

As we mentioned in section 1, we take into consid-
eration the sentences from all the topics generated
by PLSI in the summary, hence getting a more ge-
neric summary.

2.3 Latent Semantic Analysis
Latent Semantic Analysis (LSA) (Deerwester et al.,
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1990) takes the high dimensional vector space rep-
resentation of the document based on term fre-
quency and projects it to lesser dimension space. It
is thought that the similarities between the docu-
ments can be more reliably estimated in the re-
duced latent space representation than original rep-
resentation. LSA has been applied in areas of text
retrieval (Deerwester et al., 1990) and automatic
text summarization (Gong and Liu, 2001). LSA is
based on Singular Value Decomposition (SVD) of
mxn term-document matrix A. Each entry in A, A,
represents the frequency of term i in document j.
Using SVD, the matrix A is decomposed into
U,S,V as,
A=USV'
U=Matrix of » left singular vectors
S=diag(s,)=Diagonal matrix of singular values
where with 6> ;. for all i.
V'=Matrix of right singular vectors. Each
row represents a topic and the values in each
row represent the score of documents,
represented by each columns, for the topic
represented by the row.
Gong and Liu (2001) have proposed a scheme for
automatic text summarization using LSA. Their
algorithm can be stated below.

a. Choose the highest ranked sentence from
k™ right singular vector in matrix V' and
use the sentence in summary.

b. If &k reaches the predefined number, termi-
nate the process; otherwise, go to step a
again.

LSA categorizes sentences on the basis of the top-
ics they belong to. Gong and Liu’s method picks
sentences from various topics hence producing the
summaries that are generic in nature.

In section 3 we explain how PLSI is more ad-
vanced form of LSA. In section 5, we compare our
summarization results with that of LSA.

3 Probabilistic Latent Semantic I ndexing

Probabilistic Latent Semantic Indexing (PLSI)
(Hofmann, 1999) is a new approach to automated
document indexing, and is based on a statistical
latent class model for factor analysis of count data.
PLSI is considered to be a probabilistic analogue of
Latent Semantic Indexing (LSI), which is a docu-
ment indexing technique based on LSA. Despite
the success of LSI, it is not devoid of deficits. The
main argument against LSI is pointed to its unsatis-
factory statistical foundations. In contrast, PLSI has

solid statistical foundations, as it is based on the
maximum likelihood principle and defines a proper
generative model of data. Hofmann (1999) has
shown that PLSI indeed performs better
than LSI in several text retrieval experiments. The
factor representation obtained in PLSI allows us to
classify sentences according to the topics they be-
long to. We will use this ability of PLSI to generate
summary of document that are more generic in na-
ture by picking sentences from different topics.

4 Summarization with PL S
4.1 The Latent Variable Model for Document
Our document model is similar to Aspect Model
(Hofmann et al, 1999, Saul and Pereira, 1997) used
by Hoffman (1999). The model attempts to associ-
ate an unobserved class variable zEZ={z,, ..., z}
(in our case the topics contained in the document),
with two sets of observables, documents (d €
D={d,,.....d,}, sentences in our case) and words (w
€ W={wjy,...,w,}) contained in documents. In terms
of generative model it can be defined as follows:

-A document d is selected with probability P(d)

-A latent class z is selected with probability
P(z|d)

-A word w is selected with probability P(w|z)
For each document-word pair (d,w), the likelihood
for each pair can be represented as

P(d,w)=P(d)P(w|d)=P(d) ) P(w|z)P(z|d).

Following the maximum likelihood principle P(d),
P(z|d), P(w|z) are determined by the maximization
of of log-likelihood function,

L= "> n(dw)logP(d,w)
d w

where n(d,w) denotes the term frequency, i.e., the
number of time w occurred in d.

4.2 Maximizing Model Likelihood

Expectation Maximization (EM) is the standard
procedure for maximizing likelihood estimation in
the presence of latent variables. EM is an iterative
procedure and each of the iteration contains two
steps. (a) An Expectation (E) step, where the poste-
rior probabilities for latent variable z are computed
and (b) Maximization (M) step, where parameters
for given posterior probabilities are computed.

The aspect model can be re-parameterized using
the Bayes’ rule as follows:
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P(dw)= Y P(z) P(d|z) P(wlz) .

Then using the re-parameterized equation the E-
step calculates the posterior for z by
P(Z | d,W) — P(z)P(d|z) P(Wz)
ZP(Z')P(dIZ')P(WIZ')

This step calculates the probability that word w
present in document d can be described by the fac-
tor corresponding to z. Subsequently, the M-step
re-evaluates the parameters using following equa-
tions.

Z n(d,w)P(zld ,w)
P(w|z)=—4 AP’
n(d ,w")P(z|d,w

=

> n(d,w)P(zld,w)

Pd|z)=-* ,
3 n(d" W) P(ld"w)
d'\w

)

2

Z n(d ,w)P(z|d,w)
P(z)="" 3)
n(d,w)

Alternating the E- and M- steps one approaches a
converging point which describes local maximum
of the log-likelihood.

We used the tempered EM (TEM) as described
by Hofmann (1999). TEM basically introduces a
control parameter B, upon which the E-step is
modified as,

P(z|d,w)=

P(2)[P(d|z2) P(wl2)]” )
> PP |2)P(wz)1

The TEM reduces to original EM if B=1.
4.3 Summarization procedure

We applied PLSI in 4 different ways during the
summarization process. We will denote each of the
4 ways as PROC1, PROC2, PROCS3, PROCA4.
Each of the four summarization procedure is dis-
cussed below.

PROC1 (Dominant topic only): PROCI1 consists of

the following steps:

a. Each document is
frequency matrix.

represented as term-

b. P(w|z), P(d|z), and P(z) (as in (1), (2), (3)) are
calculated until the convergence criteria for
EM-algorithm is met. P(d|z) represents the im-
portance of document d in given topic repre-
sented by z and P(z) represents the importance
of the topic z itself in the document d.

c. z with highest probability P(z) is picked as the
central topic of the document and then the sen-
tences with highest P(d|z) score contained in
selected topic are picked.

d. The top scoring sentences are used in the
summary.

PROC2 (Dominant topic only): PROC?2 is the graph

based method. PROC?2 is similar to PROC1 except

for the fact that instead of using term-frequency
matrix we use sentence-similarity matrix. Sen-
tence-similarity matrix A is #xn matrix where n is
the number of sentences present in the document.

Cosine similarity of each sentence present in the

document with respect to all the sentences is calcu-

lated. The cosine-similarity values calculated are
used instead of term-frequency values as in PROCI.

Each entry Ajj in matrix A is 0 if the cosine similar-

ity value between sentence i and sentence j is less

than threshold value and 1 if greater. We used 0.2

as the threshold value in our experiments after

normalizing cosine similarity value. Steps b, ¢, d

from PROCI1 are followed after the initial proce-

dure is complete.

This method is analogous to PHITS (Cohn and
Chang (2001)) method where the authors utilized
PLSI to find communities in hyperlinked environ-
ment.

PROC3 (Multiple topics): In both PROCI and

PROC2 we did not take the advantage of the fact

that PLSI divides a document into several topics.

We only used the sentences from highest ranked

topic. In PROC3 we attempt to combine the sen-

tences from different topics while forming the
summary. PROC3 can be explained in the follow-
ing steps.

a. Steps a and b from PROCI are taken as normal.

b. We mentioned that P(d|z) represents the score
of the sentence d in topic z. In this procedure
we will create new score R for each sentence
using following relation.

R=Y"P(d|z)P(z)=P(d)
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Table 1: Evaluation of summaries

The table shows the score of summaries generated using methods described in section 4.3. On the table
n means number of topics into which the document has been divided into. Control parameter B from (4)

was fixed to 0.75 in this case.

ROUGE-L
Method Used n (recall) | Rougel Rouge-2 Rouge-SU4
PROCI 2 0.499 0.557 0.242 0.272
PROC2 2 0.465 0.515 0.227 0.253
2 0.571 0.634 0.291 0.321
3 0.571 0.628 0.288 0.318
4 0.571 0.62 0.28 0.31
5 0.571 0.613 0.274 0.305
PROC3 6 0.5 0.612 0.27 0.302
2 0.473 0.508 0.225 0.25
3 0.472 0.504 0.22 0.245
4 0.472 0.5 0.219 0.244
5 0.472 0.492 0.213 0.238
PROC4 6 0.471 0.483 0.207 0.231
Compared Methods
*LexPageRank 0.522 0.577 0.265 0.291
*LSA 0.414 0.463 0.186 0.215
*HITS 0.504 0.562 0.251 0.282

This will essentially score the sentences with ge-
neric values or the sentences which have good in-
fluence ranging over several topics better.

c. We pick the sentences that score highest score

R as the summary.

PROC3 will pick sentences from several topics
resulting in better generic summary of the docu-
ment.

PROC4 (Multiple Topics): PROC4 is essentially
PROC3 except for the first few steps. PROC4 does
not use the matrix created in PROCI instead it uses
the similarity-matrix produced in PROC2. Once the
similarity matrix is created P(z) and P(d|z) are cal-
culated as in step b of PROCI. Then steps b and c
of PROC3 are taken to produce the summary of the
document.

5 Experimentsand Results
We produced summaries for all the procedures
mentioned in section 4.3. We used DUC 2002 data

set for summarization. DUC 2002 contains test data
for both multiple document and single document
summarization. It also contains summaries created
by human beings for both single document and
multiple document summarization. Our focus in
this paper is single document summarization.

After creating summaries we evaluated summa-
ries using ROUGE. ROUGE has been the standard
benchmarking technique for summarization tasks
adopted by Document Understanding Conference
(DUC). We also compared our results with other
summarization methods such as LexPageRank (Er-
kan and Radev, 2004) and Gong and Liu’s (2001)
LSA-based method. We also compared the results
with HITS based method which is similar to Lex-
PageRank but instead of PageRank, HITS is used
as ranking algorithm (Klienberg 1998).The results
are listed in Table 1.

We used five measures for evaluation, Rouge-L
Rougel, Rouge2, Rouge-SU4 and F,. These meth-
ods are standard methods used in DUC evaluation
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Figure 2: Effect of tempering factor B in the ROUGE-L score for PROC3.

tests and these schemes are known to be very effect
tive to calculate the correlation between the sum-
maries. All of the scores can be calculated using
Rouge package. Rouge is based on N-gram statis-
tics (Lin and Hovy, 2003). Rouge has been known
to highly correlate with human evaluations. Ac-
cording to (Lin and Hovy, 2003), among the meth-
ods implemented in ROUGE, ROUGE-N (N=1,2),
ROUGE-L, ROUGE-S are relatively simple and
work very well even when the length of summary
is quite short, which is mostly the case in single
document summarization. ROUGE-N, ROUGE-L
and ROUGE-S are all basically the recall scores.
As DUC keeps the length of the summaries con-
stant recall is the main evaluation criterion. F-
measure is also shown in the table as a reference
parameter, but since we kept the length of our
summaries constant, too, the ROUGE-L, ROUGE-
N and ROUGES-S scores carry the highest weight.

As seen on Table 1, the scores gained by PROCI1
and PROC2 are less than others. This is mainly
because the sentences chosen by these methods
were simply chosen from one topic. As PROC3
and PROC4 use sentences from several topics the
score of PROC3 and PROC4 were better than
PROCI1 and PROC2. For methods PROC3 and
PROC4 we took the summaries for topics 2
through 6 and found that the method performed
well when the number of topics was kept between

2 to 4. But the difference was very small, and in
general the performance was quite stable.

We also compared our results to other methods
such as LexPageRank and LSA and found that
PROC3 performed quite well when compared to
those methods. LexPageRank was marginally bet-
ter in F-measure (F;) but PROC3 got best recall
scores. PROC3 also outperformed LSA by 0.16 in
recall (ROUGE-L) scores. Comparison to HITS
also shows PROC3 more advantageous.

6 Discussion

In this paper we have argued that choosing sen-
tences from multiple topics makes a better generic
summary. It is especially true if we compare our
method to graph based ranking methods like HITS
and PageRank. Richardson and Domingos (2002)
have mentioned that both HITS and PageRank suf-
fer from the topic drift. This not only makes these
algorithms susceptible for exclusion of important
sentences outside the main topic but miss the sen-
tences from main topic as well. Cohn and Chang
(2001) also have shown similar results for HITS.
They (Cohn and Chang) have shown that the cen-
tral topic identified by HITS (principal eigenvec-
tor) may not always correspond to the most au-
thoritative topic. The main topic in fact may be
represented by smaller eigenvectors rather than the
principal one. They also show that the topic segre-
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gation in HITS is quite extreme so if we just use
principal eigenvector, first there is a chance of be-
ing drifted away from the main topic hence produc-
ing low quality summary and there is also a chance
of missing out other important topics due to the
extreme segregation of communities. In PLSI the
segregation of topics is not as extreme. If a sen-
tence is related to several topics the sentence can
attain high rank in many topics.

We can see from the scores that the performance
of graph based algorithms like LexPageRank and
HITS are not as good as our method. This can be
attributed to the fact that the graph based summar-
izers take only a central topic under consideration.
The method that proved most successful in our
summarization was the one where we extracted the
sentences that had the most influence in the docu-
ment.

We used the tempered version of EM-algorithm
(4) in our summarization task. We evaluated the
effect of tempering factor B in performance of
summarization for PROC3. We found that that the
tempering factor did not influence the results by a
big margin. We conducted our experiment using
values of B from 0.1 through 1.0 incrementing each
step by 0.1. The results are shown in Figure 2. In
the results shown in Table 1 the value for temper-
ing factor was set to 0.75.

7 Conclusion and Future Work

In this paper we presented a method for creating
generic summaries of the documents using PLSI.
PLSI allowed us classify the sentences present in
the document into several topics. Our summary
included sentences from all the topics, which made
the generation of generic summary possible. Our
experiments showed that the results we obtained in
summarization tasks were better than some other
methods we compared with. LSA can also be used
to summarize documents in similar manner by ex-
tracting sentences from several topics, but our ex-
periments showed that PLSI performs better than
LSA. In the future we plan to investigate how more
recent methods such as LDA (Blei et al) perform in
document summarization tasks. We also plan to
apply our methods to multiple document summari-
zation.
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Abstract

A pair of sentences in different newspaper
articles on an event can have one of sev-
eral relations. Of these, we have focused on
two, i.e., equivalence and transition. Equiv-
alence is the relation between two sentences
that have the same information on an event.
Transition is the relation between two sen-
tences that have the same information except
for values of numeric attributes. We pro-
pose methods of identifying these relations.
We first split a dataset consisting of pairs
of sentences into clusters according to their
similarities, and then construct a classifier
for each cluster to identify equivalence re-
lations. We also adopt a “coarse-to-fine” ap-
proach. We further propose using the identi-
fied equivalence relations to address the task
of identifying transition relations.

Introduction

{takamura,oku} @pi.titech.ac.jp

Inspired by RST, Radev (2000) proposed the
cross-document structure theory (CST) for multi-
document analysis, such as multi-document summa-
rization, and topic detection and tracking. CST takes
the structure of a set of related documents into ac-
count. Radev defined relations that hold between
sentences across the documents on an event (e.g., an
earthquake or a traffic accident).

Radev presented a taxonomy of cross-document
relations, consisting of 24 types. In Japanese, Etoh
et al. (2005) redefined 14 CST types based on
Radev’s taxonomy. For example, a pair of sentences
with an “equivalence relation” (EQ) has the same
information on an eventEQ can be considered to
correspond to the identity and equivalence relations
in Radev’s taxonomy. A sentence pair with a “tran-
sition relation” (TR) contains the same numeric at-
tributes with different values. TR roughly corre-
sponds to the follow-up and fulfilment relations in
Radev’s taxonomy. We will provide examples of
CST relations:

1. ABC telephone company announced on the 9th

A document generally consists of semantic units
called sentences and various relations hold between
them. The analysis of the structure of a document by
identifying the relations between sentences is called
discourse analysis.

The discourse structure of one document has
been the target of the traditional discourse anal-
ysis (Marcu, 2000; Marcu and Echihabi, 2002;
Yokoyama et al., 2003), based on rhetorical struc-
ture theory (RST) (Mann and Thompson, 1987).

2.

$Yasunari Miyabe currently works at Toshiba Solutions Cor
poration.
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that the number of users of its mobile-phone
service had reached one million. Users can ac-
cess the Internet, reserve train tickets, as well
as make phone calls through this service.

ABC said on the 18th that the number of
users of its mobile-phone service had reached
1,500,000. This service includes Internet ac-
cess, and enables train-ticket reservations and
telephone calls.

The pair of the first sentence in 1 and the first sen-
tence in 2 is inTR, because the number of users



haschanged from one million to 1.5 millions, while sentence pairs, most of which have no relation at all.
other things remain unchanged. The pair of the sec- o .
ond sentence in 1 and the second sentence in 23s ldentification of EQ pairs

in EQ, because these two sentences have the SaMfis section explains a method of identifyifEQ
information. . pairs. We regarded the identification of a CST re-
Identification of CST relations has attracted MOrgation as a standard binary classification task. Given
attention since the study of multi-document disy pair of sentences that are from two different but
course emerged. Identified CST types are helpfybjated documents, we determine whether the pair
in various applications such as multi-document sumyg in EQ or not. We use Support Vector Machines
marization and information extraction. For example(SVMs) (Vapnik, 1998) as a supervised classifier.
EQis useful for detecting and eliminating redundanpiease note that one instance consists of a pair of two
information in multi-document summarizatiofR  sentences. Therefore, a similarity value between two

can be used to visualize time-series trends. sentences is only given to one instance, not two.
We focus on the two relationsQ and TR in the

Japanese CST taxonomy, and present methods A Clusterwise Classification

their identification. For the identification (EQ A|th0ugh some pairs |EQ have quite h|gh similar-
pairs, we first split a dataset consisting of sentenggy values, others do not. Simultaneously using both
pairs into clusters according to their similarities, angf these two types of pairs for training will adversely
then construct a classifier for each cluster. In addhffect the accuracy of classification. Therefore’ we
tion, we adopt a coarse-to-fine approach, in which gropose splitting the dataset first according to sim-
more general (coarse) class is first identified befoligyrities of pairs, and then constructing a classifier
the target fine class (BQFor the identification oTR  for each cluster (sub-dataset). We call this method
pairs, we usevariable noun phrases (VNPs), whichc|ysterwise classification

are defined as noun phrases representing a variabley/e yse the following similarity in the cosine mea-

with a number as its value (e.g., stock prices, angre between two sentences, (ss):

population). cos(s1, 82) = u1 - uz/|us||uzl, 1)

2 Related Work whereu; anduy denote the frequency vectors of

content words (nouns, verbs, adjectives) for respec-

Hatzivassiloglou et al. (1999; 2001) proposed @ve s; ands,. The distribution of the sentence pairs

method based on supervised machine learning &zcording to the cosine measure is summarized in

identify whether two paragraphs contain similar inTable 1. From the table, we can see a large dif-

formation. However, we found it was difficult to ference in distributions dEQ and no-relation pairs.

accurately identifyfEQ pairs between two sentencesThis difference suggests that the clusterwise classi-

simply by using similarities as features. Zhang efication approach is reasonable.

al. (2003) presented a method of classifying CST We split the dataset into three clusterkigh-

relations between sentence pairs. However, thedimilarity cluster, intermediate-similarity cluster

method used the same features for every type ahd low-similarity cluster. Intuitively, we ex-

CST, resulting in low recall and precision. We thupected that a pair in the high-similarity cluster

select better features for each CST type, and for eagibuld have many common bigrams, that a pair in

cluster ofEQ. the intermediate-similarity cluster would have many
The EQidentification task is apparently related tocommon unigrams but few common bigrams, and

Textual Entailment task (Dagan et al., 2005). Entailthat a pair in the low-similarity cluster would have

ment is asymmetrical whil&Q is symmetrical, in few common unigrams or bigrams.

the sense that if a sentence entails and is entailed by o

another sentence, then this sentence pair Bgn 32 Two-Stage Identification Method

However in theEQ identification, we usually need The number of sentence pairs IBQ in the

to find EQ pairs from an extremely biased dataset oiintermediate- or low-similarity clusters is much
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Table 1: The distribution of sentence pairs according to the cosine me&#Drimdicates pairs with no
relation. The pairs with other relations are not on the table due to the space limitation)

cos (0.0,0.1] (0.1,0.2] (0.2,0.3] (0.3,0.4] (0.4,0.5] (0.5,0.6] (0.6,0.7] (0.7,0.8] (0.8,0.9] (0.9, 1.0]
EQ 12 13 21 25 37 61 73 61 69 426
summary 5 5 25 19 22 13 16 6 6 0
refinement 3 4 15 11 12 15 6 6 3 2
NO 194938 162221 68283 28152 11306 4214 1379 460 178 455
to 1.0 are discretized and representet_j by 10 binary
— Vo “"‘”“"C"W' W°“‘S-’\ features (e.g., a feature value of 0.65 is transformed
e into the vector 0000001000). Let us first explain ba-
Fa ~a sic features used in all clusters. We will then explain
other features that are specific to a cluster.
1 1
3.3.1 Basic features
“ ‘. \ . . . . . . . .
1. Cosine similarity measures: We use unigram, bi-
relation relation

EQ classifier

gram, trigrampunsetsu-churiksimilarities at all the
sentence levels, and unigram similarities at the para-
graph and the document levels. These similarities
are calculated by replacing andus in Eq. (1) with

Figurel: Method of identifyingeQ pairs the frequency vectors of each sentence level.

2. Normalized lengths of sentences: Given an in-

smaller than the total number of sentence pairs glance of sentence paif ands;, we can define fea-
shown in Table 1. These two clusters also contaify'€SnormL(s1) andnormL(sz), which represent
many pairs that belong to a “summary” and a “re_(normallzed) lengths of sentences, as:

finement” relation, which are very much akinEe). normL(s) = len(s)/EventMax(s), )

This may cause diﬁigulties in identifyingQ pairs. where len(s) is the number of characters in
We gave a ge:lerlc nam”GEN(%en?ral)'EQ,: o g, EventMazx(s) IS MaxXy cepent(s) len(s'), where
the union ofEQ, “summary”, and “refinement” re- . .., () is the set of sentences in the event that

lations. ~ For pairs in the intermediate- or 10W-;, (o) describes.doc(s) is the document contain-
similarity clusters, we propose a two-stage methoggg s

using GEN-EQon the basis of the above observa-

tions, which first identifieSEN-EQpairs between 3. Difference in publication dates: Thls'fea.ture de-
sentences, and then identifieg pairs fromGEN- pends on the interval between the publication dates

EQ pairs. of doc(s1) anddoc(sz) and is defined as:

This two-stage method can be regarded as a
coarse-to-fine approach (Vanderburg and Rosenfeld, DateDif f(s1,s2) =1 —
1977; Rosenfeld and Vanderbrug, 1977), which first
identifies a coarse class and then finds the target finehere Date(s) is the publication date of an arti-
class. We used the coarse-to-fine approach on topdé containings, and EventSpan(s1, s2) is the time
the clusterwise classification method as in Fig. 1. span of the event, i.e., the difference between the

There are by far lesBQ pairs than pairs without publication dates for the first and the last articles that
relation. This coarse-to-fine approach will reducare on the same event. For exampleddt(s;) is
this bias, sinc€&SEN-EQpairs outnumbeEQ pairs.  published on 1/15/99 andoc(s2) on 1/17/99, and

if the time span of the event ranges from 1/1/99 to

3.3 Features for identifying EQ pairs 1/21/99, then the feature value is 1-2/20 = 0.9.

lnStanceS (i.e., pairs of _Sentences) are r_epresente 8SBynsetsu-chunkare Japanese phrasal units usually con-
binary vectors. Numeric features ranging from 0.@isting of a pair of a noun phrase and a case marker.

|Date(s1) — Date(s2)|
EventSpan(si, s2)

)
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4. Positions of sentences in documents (Edmund-

son, 1969): This feature is defined as N (orosm) — 1 FraW(s1) — fraW (ss)]

Posit(s) = lenBef(s)/len(doc(s)), (4) max(frqW(s1), frqW (sz))

, (9

wherelenBef(s) is the number of characters be- where frqW(s) indicates the number of words in
fore s in the document, antkn(doc(s)) is the total s. Similarly, NumP(s1, s2) is obtained by replac-
number of characters ioc(s). ing frqW in Eq. (5) with frqP, where frqP(s)

5. Semantic similarities: This feature is measured bg;dlcates the number of phrasessin

Eq. (1) withu; andus being the frequency vectors 2. Head verb: There are three features of this kind.
of semantic classes of nouns, verbs, and adjectiveshe first indicates whether the two sentences have
We used the semantic classes in a Japanese thesaifi@ssame head verb or not. The second indicates
called ‘Goi-taikei’ (Ikehara et al., 1997). whether the two sentences have a semantically sim-

6. Conjunction (Yokoyama et al., 2003): Each of 55'>Iar head verp or not. . If the two verbs have the
ame semantic class in a thesaurus, they are re-

conjunctions corresponds to one feature. If a cort ) . _ :
arded as being semantically similar. The last in-

junction appears at the beginning of the sentencg,
the feature value is 1. otherwise O. Icates whether both sentences have a verb or not.

. The head verbs are extracted using rules proposed
7. Expressions at the end of sentences: Yokoya% Hatayama (2001).

etal. (.2003) (_:reated rules that _map sentence endmg.s Salient words: This feature indicates whether the
to their functions. Each function corresponds to a

. . salient words of the two sentences are the same or

feature. If a function appears in the sentence, the . . .
. . not. We approximate the salient word with tha-

value of the feature for the function is 1, otherwise 0. .

. . or thewa-case word that appears first.

Functions of sentence endings are past, present, as- _ _ .

sertion, existence, conjecture, interrogation, judgét: Numeric expressions a_nd units (Nanba et al.,

ment, possibility, reason, request, description, dutﬁ005): The first feature indicates whether the two

opinion, continuation, causation, hearsay, and modeentences share a numeric expression or not. The

. . ._second feature is similarly defined for numeric units.
8. Named entity: This feature represents sim-

ilarities measured through named entities in thg Experiments on identifying EQ pairs
sentences. Its value is measured by Eq. (1) o

with u; andus being the frequency vectors of theWe used the Text Summarization Challenge (TSC) 2
named entities. We used the named-entity chund 3 corpora (Okumura et al., 2003) and the Work-
ker baf. The types of named entities are ARTI-Shop onMultimodal Summarization for Trend Infor-
FACTODATEORGANIZATIONOMONEYOLO- Mation (Must) corpus (Kato et al., 2005). These two

CATIONO TIMEO PERCENTO and PERSON. corpora contained 115 sets of related news articles

9. Types of named entities with particle: This fea-(lo documents per set on average) on various events.

A document contained 9.9 sentences on average.
ture represents the occurrence of types of named en- ;
" . . toh et al. (2005) annotated these two corpora with
tities accompanied by a case marker (particle).

used 11 different case markers ST types. There were 471,586 pairs of sentences
' and 798 pairs of these hdeQ. We conducted the
3.3.2 Additional features to identify fine class ~ €xperiments with 10-fold cross-validation (i.e., ap-
. . " ._proximately 425,000 pairs on average, out of which
We will next explain additional features used in . . . .
identifying EQ pairs fromGEN-EQpairs approximately 700 pairs are BQ, are in the train-
gERP pairs. ing dataset for each fold). The average, maximum,
1. Numbers of words (morphemes) and phrasegind minimum lengths of the sentences in the whole
bers of words and bunsetsu-chunks in the two sefgcall, and F-measure as evaluation measures. We
tences. This feature is defined as: used a Japanese morphological analyzer Cha®en

2http://chasen.naist.jp/"masayu-a/p/bar/ 3http://chasen.naist.jp/hiki/Chasen/
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Table 2: Average, max, min lengths of the sentenceRble 3: Ineffective feature types for each threshold

threshold ineffective features

n the dataset 0.90 article,bunsetsu-chunk similarity, semantic similari
. p ty ty
average max min 0.89 semanticsimilarity, expression at end of sentences,
. bigram similarity, particle
# of words 33.27 458 1 088 bigram similarity
H# Of character< 111.22 1107 2 difference in publication dates, similarity between documents,
4 . expression at end of sentences, number of tokens,
0.87 bigram similarity , similarity between paragraphs,
positionsof sentences, particle
0.86 particle,similarity between documentBigram similarity

extract parts-of-speech. and a dependency analyzer
CaboChé4to extract bunsetsu-chunks.

Table 4. F-measure calculated by cross-validation
4.1 Estimation of threshold within the training data for each threshold in

We split the set of sentence pairs into clusters acintermediate-similarity cluster”

threshold | precision recall F-measure

cording to their similarities in identifyingeQ pairs 0.60 4971 1495  22.99
H H H H 0.59 52.92 15.05 23.44

as explained. We used 10-fold cross validation again oo er
within the training data(i.e., the approximately 057 5281 1693 2564
. o . 0.56 49.15 14.45 22.34

425,000 pairs above are split into a temporary train- 055 5151 1484 2304
i i 0.54 51.89 15.21 23.52
ing dataset and a temporary test dataset 10 times) to s oo

estimate the threshold to split the set, to select the
best feature set, and to determine the degree of the
polyn_omial kernel function and thg yalu_e for soft-  Ag an example, we show the table of obtained
margin paramete’ in SVMs. No training instances jneffective feature types for one fold of cross-
are used in the estimation of these parameters.  \gjidation (Table 3). The threshold was set to 0.90

4.1.1 Threshold between high- and in this fold.
intermediate-similarity clusters 4.1.2 Threshold between intermediate- and
We will first explain how to estimate the threshold low-similarity clusters

between high- and intermediate-similarity clusters. \yie will next explain how to estimate the threshold
We expected that a pair in high-similarity clustetyetween intermediate- and low-similarity clusters.
would have many common bigrams, and that & pair There are numerous no-relation pairs in low-
in intermediate-similarity cluster would have Manysimilarity pairs. We expected that this imbalance
common unigrams but few common bigrams. Weyoyld adversely affect classification. We therefore
therefore assumed that bigram similarity would bgjmply attemted to exclude low-similarity pairs. We
ineffective in intermediate-similarity cluster. decreased the threshold by 0.01 from the threshold
We determined the threshold in the following waypetween high- and intermediate-similarity clusters.
for each fold of cross-validation. We decreased th@\je chose a value that yielded the best average F-
threshold by 0.01 from 1.0. We carried out 10-folqneasure calculated by the cross-validation within
cross-validation within the training data, excludingne training data. The average value of the thresh-

one of the 14 features (6 cosine similarities and othjjg was 0.57. Table 4 is an example of thresholds
basic features) for each value of the threshold. ¥nq F-measures for one fold.

the exclusion of a feature type deteriorates both av-
erage precision and recall obtained by the crosg-2 Results of identifyingEQ pairs
validation within the training data, we calliiieffec-
tlvg. Wg set thg thre_sh(_)ld to _the minimum value _fOBIe 5. We tested the following models:
which bigram similarity is not ineffective. We obtain - . .

... Bow-cos This s the simplest baseline we used. We represented
a threshold value for each fold of cross-validation,

Sentences with bag-of-words model. Instances with the cosine
The average value of threshold was 0.87. o "
similarity in Eqg. (1) larger than a threshold were classified as

“http://chasen.naist.jp/ taku/sotwe/cabocha/ EQ. The threshold that yielded the best F-measure in the test

The results ofEQ identification are shown in Ta-
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Table 5: Results of identifyin§Q pairs Table 7: Results with additional features

[ precision | recall | F-measure Resultsfor “high-§imilarity cluster”
Bow-cos [ 8729 | 5735| 69.22 _ precision | recall | F-measure

basicfeatures Clusteanse_ 94.23 96.83 95.51
Clusterwise 51,98 5540 5688 Non-clusterwise 95.70 96.76 96.23
Non-Clusterwise| 8610 | 59.49 | 7036 Clusterc2f 9423 | 96.83] 9551

ClusterC2E 94.96 62.27 75.02 Resultgor “intermediate-similarity cluster”
with additional features CIustenNisg 39.77 22.93 29.09
Clusterwise 5003 5974 5563 Non-clusterwise 55.61 26.81 36.18
Non-Clusterwise| 86.11 | 60.16 | 70.84 Clusterc2F 100.00 | 38.06 ] 5513

ClusterC2F 94.99 62.65 75.50

5 Identification of TR pairs
Table 6: Results with basic features

RESU'tstf;':Lgc';;isg:”afrigcg'lfste;’_measure We regarded the identification of the relations be-

Clusterwise | 9423 | 96.83 | 9551 tween sentences as binary classification, whether a
Non-clusterwise 95.51 96.29 95.90 H R e H

e e B B e pair of sentences is classified intdR or not. We

Resultsfor “intermediate-similarity cluster” used SVMs (Vapnlk, 1998)

Clusterwise 42.77 23.03 29.94 . .
Nom-clusierwise 5346 T 25313235 T_he sente_)nce. pairs ifiR have the same numeric

ClusterC2F | 100.00 | 36.29 | 53.25 attributes with different values, as mentioned in In-

troduction. Therefore, VNPs will be good clues for
the identification.

datawas chosen.

Non-Clusterwise: This is a supervised method without the5-l Extraction of VNPs

clusterwise approach. One classifier was constructed regangfe extract VNPSs in the following way.

less of the similarity of the instance. We used the second degrge  Search for noun phrases that have numeric ex-
polynomial kernel. Soft margin paramet€rwas setto 0.01.  pressions (we call themumeric phrases).

Clusterwise: This is a clusterwise method without the coarse2,  Search for the phrases that the numeric phrases
to-fine approach. The second degree polynomial kernel wagepend on (we call theredicate phrasés

used. Soft margin paramet€rwas set to 0.1 for high-similarity 3, Search for the noun phrases that depend on the
cluster and 0.01 for the other clusters. predicate phrases.

ClusterC2F: This is our model, which integrates clusterwise4, Extract the noun phrases that depend on the
classification with the coarse-to-fine approach (Figure 1). noun phrases found in step 3, except for date expres-

Table 5 shows that ClusterC2F yielded the be§tions. Both the extracted noun phrases and the noun
F-measure regardless of presence of additional feBrases found in step 3 were regarded as VNPs.

tures. The difference between ClusterC2F and the |n the example in Introduction, “one million” and

others was statistically significant in the Wilcoxon*1,500,000” are numeric phrases, and “had reached”

signed rank sum test with 5% significance level. s a predicate phrase. Then, “the number of users of
its mobile-phone service” is a VNP.

4.3 Results for each cluster

) 5.2 Features for identifying TR pairs
We examined the results for each cluster. The re-

sults with basic features are summarized in Table §/¢ used some features usedER identification:

and those with basic features plus additional fess€nténce-level uni-, bi-, tirgrams, and bunsetsu-
tures are in Table 7. The tables show that thergunk unigrams, normalized lengths of sentences,
are no significant differences among the modedifference in publication dates, position of sentences
for high-similarity cluster. However, there are sig-i” documents, semantic similarities, conjunctions,
nificant differences for intermediate-similarity clus-€XPressions at the end of sentences, and named enti-
ter. We thus concluded that the proposed moddes. In addition, we use the following features.
(ClusterC2F) works especially well in intermediate-1. Similarities through VNPs: The cosine similarity
similarity cluster. of the frequency vectors of nouns in the VNPsin
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andss is used. If there are more than one VNP, the Table 8: Results of identifyingR pairs

largest cosine similarity is chosen. Sreciion | Tecall | T-measire
Bow-cos 27.44 41.26 32.96
2. Similarities through bigrams and trigrams in N/;NBA 1985 | 4596 | 27.73
. .. WithoutE 42.41 47.06 44.61
VNPs: These features are defined similarly to the WiREq 4513|4551 4567
previous feature, but each VNP is represented by the WithEqActual |  43.06 | 4855 | 45.64

frequency vector of word bi- and trigrams.

3. Similarities of noun phrases in nominative cases Experiments on identifying TR pairs

Instances iR often have similar subjects. A noun _ _ _
phrase containing ga-,wa-, or mo-case is regarded Most experimental settings are the same as in the ex-

as the subject phrase of a sentence. The similarity Rfiments oEQidentification. Sentence pairs with-

calculated by Eq. (1) with the frequency vectors ofUt NUMeric expressions were excluded in advance
nouns in the phrase. and 55,547 pairs were left. This exclusion process

does not degrade recall at all, becal$epairs by
4. Changes in value of numeric attributes: This feadefinitioncontain numberic expressions.
ture is 1 if the values of the numeric phrases in the \We used precision, recall and F-measure for eval-
two sentences are different, otherwise 0. uation. We employed 10-fold cross validation.

5. Presence of numerical units: If a numerical unig_l Results of identifying TR pairs

is present in both sentences, the value of the featu_llf_% its of th _ ived |
is 1. otherwise 0. e results of the experiments are summarized in

Table 8. We compared four following models with
6. Expressions that mean changes in value: Imurs. A linear kernel was used in SVMs and soft
stances inMfR often contain those expressions, suclnargin parametef' was set to 1.0 for all models:
as ‘reduce’ and ‘increase’ (Nanba et al., 2005). Wgow-cos (baseline) We calculated thesimilarity through
have three features for each of these expressionsns If the similarity was larger than a threshold and the two
The first feature is 1 if both sentences have the eX%entences had the same expressions meaning changes in value
pression, otherwise 0. The second is %jithas the and had different values, then this pair was classifiebRasThe
expression, otherwise 0. The third is Isif has the  threshold was set to 0.7, which yielded the best F-measure in the
expression, otherwise 0. test data.

7. Predicates: We define one feature for a predicalJéANBA (Nanba et al., 2005): If the unigram cosine similarity

The value of this feature is 1 if the predicate appealtgetween the tW;) s(,jentences.was Iarge_r tha:l a thres.holdI and 't1he
in the two sentences, otherwise 0. two sentences had expressions meaning changes in value, then

this pair was classified &R. The value of the threshold was set
8. Reporter: This feature represents who is reporfs 0.42, which yielded the best F-measure in the test data.
ing the incident. This feature is represented by th@ithEq (Our method): This model uses the identifieBQ
cosine similarity between the frequency vectors ofairs.
nouns in phrases respectively expressing reporterswithoutEq: This model uses no information d&Q.
51 andsz. The subjects of verbs such as ‘report’ angvithEgActual : This model uses the actuiQ pairs given by
‘announce’ are regarded as phrases of the reportepracle.

The results in Table 8 show that bow-cos is better

5.3 Use ofEQ than NANBA in F-measure. This result suggests that

focusing on VNPs is more effective than a simple
A pair of sentences iR often has a high degree bag-of-words approach.
of similarity. Such pairs are likely to be confused WithEq and WithEgActual were better than With-
with pairs InEQ. We used the identifiddQ pairs for outEqg. This suggests that we successfully excluded
the identification ofTR in order to circumvent this EQ pairs, which areTR look-alikes. WithEq and
confusion. Pairs classified &Q with our method WithEgActual yielded almost the same F-measure.
were excluded from candidates fOR. This means that oUEQ identifier was good enough
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Abstract

We describe clustering experiments for
cross-document coreference for the first
Web People Search Evaluation. In our ex-
periments we apply agglomerative cluster-
ing to group together documents potentially
referring to the same individual. The algo-
rithm is informed by the results of two dif-
ferent summarization strategies and an off-
the-shelf named entity recognition compo-
nent. We present different configurations of
the system and show the potential of the ap-
plied techniques. We also present an analy-
sis of the impact that semantic information
and text summarization have in the cluster-
ing process.

Introduction

but also in natural language processing applications
such as multidocument summarization, question an-
swering, and information extraction. Here, we con-
centrate on the Web People Search Task (Artiles et
al., 2007) as defined in the SemEval 2007 Work-
shop: a search engine user types in a person name as
a query. Instead of ranking web pages, an ideal sys-
tem should organise search results in as many clus-
ters as there are different people sharing the same
name in the documents returned by the search en-
gine. The input is, therefore, the results given by
a web search engine using a person name as query.
The output is a number of sets, each containing doc-
uments referring to the same individual. The task is
related to the coreference resolution problem disre-
garding however the linking of mentions of the tar-
get entity inside each single document.

Similarly to (Bagga and Baldwin, 1998; Phan et

Finding information about people on huge text colal., 2006), we have addressed the task as a document
lections or on-line repositories on the Web is a comelustering problem. We have implemented our own
mon activity. In ad-hoc Internet retrieval, a requestlustering algorithms but rely on available extraction
for documents/pages referring to a person name mayd summarization technology to produce document
return thousand of pages which although containingpresentations used as input for the clustering pro-
the name, do not refer to the same individual. Crosgedure. We will shown that our techniques produce
document coreference is the task of deciding if twmot only very good results but are also very compet-
entity mentions in two sources refer to the same inditive when compared with SemEval 2007 systems.
vidual. Because person names are highly ambiguoWge will also show that carefully selection of docu-
(i.e., names are shared by many individuals), decignent representation is of paramount importance to
ing if two documents returned by a search enginachieve good performance. Our system has a sim-
such as Google or Yahoo! refer to the same individiar level of performance as the best system in the
ual is a difficult problem.
Automatic techniques for solving this problem arepaper extends our previous work on this task (Sag-
required not only for better access to informatiorgion, 2007).

recent SemEval 2007 evaluation framework. This
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2 Evaluation Framework that purity is a kind of precision metric which re-

. r rtition which has | noise. Inver -
The SemEval evaluation has prepared two sets g¥a (.js apa titio ch has [ess noise erse pu
rity is a kind of recall metric.ao was set to 0.5 in

data to investigate the cross-document coreferengne SemEval 2007 evaluation. Two simple baseline

problem: one for development and one for tesnngs'ystems were defined in order to measure if the tech-

The data consists of around 100 Web files per per- - .
. iques used by participants were able to improve
son name, which have been frozen and so, can be : . .
. o over them. The all-in-one baseline produces one sin-
used as an static corpus. Each file in the corpus

|? !
. ) . S e cluster — all documents belonging to that cluster.
associated with an integer number which indicat ging

. . . he one-in-one baseline producesluster with one
the rank at which the particular page was retrleveg. .
. " . ifferent document in each cluster.
by the search engine. In addition to the files them-

selves, the following information was available: the Agal tive Clustering Al ith
page title, the url, and the snippet. In addition to thg’ ggiomerative Lustering Algorithm

data itself, human assessments are provided whig) stering is an important technique used in areas
are used for evaluating the output of the automatig, ., a5 information retrieval, text mining, and data
systems. The assessment for each person name.jsing (Cutting et al., 1992). Clustering algorithms
a file which contains a number of sets where eackypine data points into groups such that: (i) data
set is assumed to contain all (and only those) paggRints in the same group are similar to each other;
that refe_r to one individual. The devel_opment dataigng (ii) data points in one group are “different” from
a selection Qf 'person names from different SOUrC&fata points in a different group or cluster. In infor-
such as participants of the European Conference liion retrieval it is assumed that documents that
Digital Libraries (ECDL) 2006 and the on-line en-5cq gimilar to each other are likely to be relevant
cyclopeedia Wikipedia. _ for the same query, and therefore having the doc-
The test data to be used by the systems consistgfl,ant collection organised in clusters can provide
of 30 person names from different sources: () 14n5roved document access (van Rijshergen, 1979).
names were selected from Wikipedia; (ii) 10 namepisarent clustering techniques exist (Willett, 1988)
were selected from participants in the ACL 2006¢ simplest one being the one-pass clustering al-
conference; and finally, (iii) 10 further names Weregorithm (Rasmussen and Willett, 1987). We have
selected from the US Census. One hundred dofs,,jemented an agglomerative clustering algorithm
uments were retrieved using the person name as,gich s relatively simple, has reasonable complex-
query using the search engine Yahoo!. ity, and gave us rather good results. Our algorithm
Metrics used to measure the performance ocﬁ)erates in an exclusive way, meaning that a doc-
automatic systems against the human output We[fnant pelongs to one and only one cluster — while

borrowed from the clustering literature (Hotho etys js our working hypothesis, it might not be valid
al., 2003) and they are defined as follows: in some cases.

The input to the algorithm is a set of document

Precision(A, § = AN B representations implemented as vectors of terms and
4] weights. Initially, there are as many clusters as

input documents; as the algorithm proceeds clus-
ters are merged until a certain termination condi-
tion is reached. The algorithm computes the similar-

Purity(C, L) = E @maijrecision(C;, Lj)
n
i=1

InversePurity(C, L) = Z |Li] max;Precision(L, C;) ity between vector representations in order to decide
- whether or not to merge two clusters.
F-Score,(C, L) = The similarity metric we use is the cosine of the
Purity(C, L)  InversePurity(C, L) angle between two vectors. This metric gives value
aPurity(C, L) + (1 — a)InversePurity(C, L) one for identical vectors and zero for vectors which

where(C' is the set of clusters to be evaluated andre orthogonal (non related). Various options have
L is the set of clusters produced by the human. Noteeen implemented in order to measure how close
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two clusters are, but for the experiments reportedustering. Although the SemEval corpus contains
herewe have used the following approach: the siminformation other than the retrieved pages them-
ilarity between two clusters (sifg) is equivalent to selves, we have made no attempt to analyse or use
the “document” similarity (simy) between the two contextual information given with the input docu-
more similar documents in the two clusters — this isnent.

known as single linkage in the clustering literature; Two tools are used: the GATE system (Cunning-

the following formula is used: ham et al., 2002) and a summarization toolkit (Sag-
gion, 2002; Saggion and Gaizauskas, 2004) which
sime (C1,C2) = is compatible with GATE. The input for analysis is
MaXy, cc, :d; e 0, SIMp(di,d;) a set of documents and a person name (first name

and last name). The documents are analysed by the
default GATE ANNIE system which creates differ-
ent types of named entity annotations. No adap-
tation of the system was carried out because we
) S Wiy * Wiy wanted to verify how far we could go using available
cosine(d, dz) = S i) S (w0 a)? tools. Summarization technology was used from
" B single document summarization modules from our

WhereC, are clustersg; are document represen-
tations (e.g., vectors), and sjns the cosine metric
given by the following formula:

whgrew,}d is the weight of termi in document] summarization toolkit.
andn is the numbers of terms.

T The core of the toolkit is a set of summariza-
If this similarity is greater than a threshold — ex-. . :
tapn modules which compute numeric features for

perimentally obtained — the two clusters are merge ach sentence in the input document, the value of

together. At each iteration the most similar pair o L . .
. T he feature indicates how relevant the information
clusters is merged. If this similarity is less than a .
) . . In the sentence is for the feature. The computed
certain threshold the algorithm stops. Merging two

. . . values, which are normalised yielding numbers in
clusters consist of a simple stepsat union, so there ; . . .
the interval [0..1] — are combined in a linear for-

is no re-computation involved — such as computin ) o
P P %ula to obtain a score for each sentence which is

a cluster centroid. . .
) . used as the basis for sentence selection. Sentences
We estimated the threshold for the clustering al- .
) ) ) are ranked based on their score and top ranked sen-
gorithm using the ECDL subset of the training dat

fences selected to produce an extract. Many fea-

provided by SemEval. We applied the clustering alt'ures implemented in this tool have been suggested

gorithm where the threshold was set to zero. For . .
L . n past research as valuable for the task of identify-
each document set, purity, inverse purity, and

. . ing sentences for creating summaries. In this work,
score were computed at each iteration of the algo- . . .
. i L summaries are created following two different ap-
rithm, recording the similarity value of each newly .

o s|?roaches as described below.
created cluster. The similarity values for the be

clustering results (best F-score) were recorded, andThe textand linguistic brocessors use(_j N OUr'sys-
the maximum and minimum values discarded. ThiEM are: document tokenisation to identify different

rest of the values were averaged to obtain an es inds of words; sentence splitting to segment the text

mate of the optimal threshold. The thresholds use'HtO units used by the summariser; parts-of-speech

for the experiments reported here are as foIIowé‘f"gg"ng used for named entity recognition; named

0.10 for word vectors and 0.12 for named entity vecSNtity recognition using a gazetteer lookup module

tors (see Section 5 for vector representations). and regular €Xpressions grammars, and named ent|_ty
coreference module using a rule-based orthographic

4 Natural Language Processing name matcher to identify name mentions considered
Technology equivalent (e.g., “John Smith” and “Mr. Smith”).

Named entities of typderson,Organization, Ad-

We rely on available extraction and summarizatiopyress pate, andLocation are considered relevant
technology in order to linguistically process the doc-

uments for creating document representations for *http:/gate.ac.uk

151



Patterns

target (is| was|...) (a] an| the) dp
target, (who| whose] ...)

target, (al the| one...) dp

target, dp

target’s

target and others

document terms and stored in a special named en-
tity called Mentionas an annotation. The perfor-
mance of the named entity recogniser on Web data
(business news from the Web) is around 0.90 F-score
(Maynard et al., 2003).

Coreference chains are created and analysed and
if they contain an entity matching the target person'Jable 1: Set of patterns for identifying profile infor-
surname, all elements of the chain are marked asnaation.
feature of the annotation.

Dickson’sinvention, the Kinetoscope, was simpl
a strip of several images was passed in front oflan
illuminated lens and behind a spinning wheel.

®

We have tested two summarization conditions in
this work: In one set of experiments a sentence be-
longs to a summary if it contains a mention which
is coreferent with the target entity. In a second set
of experiments a sentence belongs to a summary if
it contains a “biographical pattern”. We rely on a
number of patterns that have been proposed in the
past to identifydescriptive phrasei text collec-

tions (Joho and Sanderson, 2000). The patterns use% . i
%a le 2: Descriptive phrases in test documents for

James Hamilton, 1st earl of Arran

James Davidson, MD,Sports Medicine Orthoper
dic Surgeon, Phoenix Arizona

As adjutant generalDavidson was chiefof the
State Police, gv which he organized quickly.

in the experiments described here are shown in T
ble 1. In the patternglpis adescriptive phras¢hat

in (Joho and Sanderson, 2000) is taken as a noun

phrase. These patterns are likely to capture info#.1 Frequency Information

mation which is relevant to create person profiles, §§gjng Janguage resources creation modules from the

used in DUC 2004 and in TREC QA — to answely, marization tool, two frequency tables are cre-
definitional questions.

ated for each document set (or person) on-the-fly: (i)
These patterns are implemented as regular expreg inverted document frequency table ¥aords(no

sions using the JAPE language (Cunningham et ahormalisation is applied); and (ii) an inverted fre-

2002). Our implementation of the patterns make usguency table foMentions(the full entity string is

of coreference information so th@rgetisanyname used, no normalisation is applied).

in text which is coreferent with sought person. In or-  Statistics (term frequencies (tf(Term)) and in-

der to implement thelp element in the patterns we verted document frequencies (idf(Term))) are com-

use the information provided by a noun phrase chumputed over tokens ardentionsusing tools from the

ker. The following is one of the JAPE rules for iden-summarization toolkit (see examples in Table 3).

tifying key phrases as implemented in our system:

ifferent target names.

word frequencies | Mention frequencies

of (92) Jerry Hobbs (80)
({Targketpers.on} o Hobbs (92) Hobbs (56)
({ Token.string == "is" } | Jerry (90) Krystal Tobias (38)
{Token.string == "was" }) to (89) Texas (37)
{NounChunk}):annotate --> :annotate.KeyPhrase = {} in (87) Jerry (36)

and (86) Laura Hobbs (35)

where TargetPersonis the sought entity, and th98§385) 2”909“(;162'1(34)

NounChunkis a noun chunk. The rule states that a(85) (31)

when the pattern is found, lkeyPhraseshould be Table 3: Examples of top frequent terms (words and
namedentities) and their frequencies in the Jerry

created.

Some examples of these patterns in text are showtobbs set.

in Table 4. A profile-based summarization system

which uses these patterns to create person profiles isUsing these tables vector representations are cre-
ated for each document (same as in (Bagga and

reported in (Saggion and Gaizauskas, 2005).
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Baldwin, 1998)). We use the following formula to While the full document condition favours “inverse

computeerm weight (N is the number of documentspurity”, summary condition favours “purity”. As

in the input set): one may expect, the use of descriptive phrases to
create summaries has the effect of increasing purity
to one extreme, these expressions are far too restric-

idf(Term) tive to capture all necessary information for disam-

biguation.

weight(Term)= tf(Term) * loga(

Thesevectors are also stored in the GATE doc
uments. Two types of representations were con-

X ) ) Configuration | Purity | Inv.Purity | F-Score
sidered for these experiments: (i) full document or [FD+w 0.68 0.85 0.74
summary (terms in the summary are considered for | FD+M 0.62 0.85 0.68

S i’ PS+W 0.84 0.70 0.74

vectqr creation); and (ii) words are used as terms or PSTM 065 075 064
Mentionsare used as terms. DP+W 0.90 0.62 0.71
DP+M 0.97 0.53 0.66

5 Cross-document Coreference Systems
Table 4: Results for different clustering configura-

In this section we present results of six different contions. These results are those obtained on the whole
figurations of the clustering algorithm. The config-set of 30 person names.

urations are composed of two parts one which indi-

cates where the terms are extracted from and the sec-

ond part ih_dicates whattype of terms were used. Thg  gemantic-based Experiments

text conditions are as followszull Document(FD)

condition means that the whole document was usétthile these results are rather encouraging, they
for extracting terms for vector creatioRerson Sum- were not optimal. In particular, we were surprised
mary(PS) means that sentences containing the targéit semantic information performed worst than a
person name were used to extract terms for vectsimple word-based approach. We decided to inves-
creation; Descriptive Phras¢DP) means that sen- tigate whether some types of semantic information
tences containing a descriptive patterns were usednught be more helpful than others in the cluster-
extract terms for vector creation. The term condiing process. We therefore created one vector for
tions are:Words(W) words were used as terms andeach type of information: Organization, Person,
Mentions(M) named entities were used as termslocation, Date, Addressin each document and re-
Local inverted term frequencies were used to weigtilustered all test data using one type at a time, with-

the terms. out modifying any of the system parameters (e.g.,
without re-training). The results were very encour-
6 SemEval 2007 Web People Search aging.
Results
7.1 Results

The best system in SemEval 2007 obtained an F-

score of 0.78, the average F-score of all 16 part@esults of semantic-ba;ed clustering per informa-
ipant systems is 0.60. Baselim@e-in-onehas an tion type are presented in Tables 5 and 6. Each row

F-score of 0.61 and baselia#-in-onean F-score of

0.40. Results for our system configurations are préSemantic Type | Purity | Inv.Purity | F-Score +-
sented in Table 4. Our best configuration (FD+W| gfga“'za“on 8-2(1’ 8-;3 8-;2 +8-ég
. . . erson . . . +0.
obtains an F-score of 0.74 (or a fourth position in thexggress 085 064 069 T +001
SemkEval ranking). All our configurations obtained pate 0.58 0.85 0.67| -0.01
F-scores greater than the average of 0.60 of all parLocation 0.55 0.85 0.64 | -0.04

ticipant systems. They also perform better than th‘?able 5: Results for full document condition and

two baselines. different semantic information types. Improvements
Our optimal configurations (FD+W and PS+W) '
over FD+M are reported.

both perform similarly with respect to F-score.
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Semantic Type | Purity | Inv.Purity | F-Score +/- Configuration | Set Purity | l.Purity | F-Score
Person 0.85 0.64 0.70 | +0.06 FD+Address ACL 0.86 0.48 0.57
Organization 0.97 0.57 0.69 | +0.05 FD+Address | USC. 0.81 0.71 0.75
Date 0.87 0.60 0.68 | +0.04 FD+Address | Wikip. 0.78 0.70 0.73
Location 0.82 0.63 0.67 | +0.03 PS+Address ACL 0.96 0.38 0.50
Address 0.93 0.54 0.65 | +0.01 PS+Address | USC. 0.94 0.61 0.72
PS+Address | Wikip. 0.88 0.62 0.71

Table 6: Results for summary condition and differ- EB+Bate GELC 8-22 8-23 8-22

P H L +Date . . . .

entsemantic information types. Improvements ove FD+Daie Wikip. D.ES 0.85 068
PS+M are reported. PS+Date ACL 0.88 0.49 0.59
PS+Date USC. 0.88 0.64 0.72

PS+Date Wikip. 0.84 0.67 0.72

. . . FD+Location ACL 0.63 0.78 0.65
in the tf_;lbles reports results for clustering using one FD+Location 1 US C. 052 0.56 064
type of information alone. Table 5 reports results folrFp+Location | Wikip. 0.49 0.91 0.62
semantic information with full text condition and it | PS+Location | ACL 0.87 0.47 0.54
; : ; PS+Location | USC. 0.85 0.66 0.73

+
is therefore compared to our configuration FD+M PS+Location | Wikip. 5 oo 5

which also uses full text condition together with se-
mantic information. The last column in the tableTable 7: Results for clustering configurations per
shows improvements over that configuration. Usingersontype set (ACL, US Census, and Wikipedia)
Organizationtype of information in full text condi- - Part .

tion, not only outperforms the previous system by

ten points, also exceeds by a fraction of a point theConfiguration | Set Purity | I.Purity | F-Score
best system in SemEval 2007 (one point if we cont FD+Org. ACL 0.92 0.57 0.69
: ot FD+Org. USC. 0.87 0.78 0.82
sider macro av_eraged F-score). Statlstlc_al tes_ts_ t-FD+Org_ Wikip. .88 0.79 0.83
test) show that improvement over FD+M is statisti{ps+org. ACL 098 0.42 054
cally significant. Other semantic types of informa-| PS+Org. USC. 0.95 0.63 0.74
tion also have improved performance, not all of them_PS+Org. Wikip. | 0.96 065| 0.77
. . FD+Person ACL 0.82 0.66 0.72

however. Locationand Date in the full documents |Ep+person T UsSC. 0.81 0.74 0.76
are probably too ambiguous to help disambiguating FD+Person Wikip. 0.77 0.75 0.75
L. . PS+Person US C. 0.85| 0.6721 0.73

Table 6 reports results for semantic information-ps person [ Wikip. | 0.82 070 073

with summary text condition (only personal sum-
maries were tried, experiments using descriptivéable 8. Results for clustering configurations per
phrases are underway) and it is therefore compar@grsontype set (ACL, US Census, and Wikipedia)
to our configuration PS+M which also uses sum= PartIl.
mary condition together with semantic information.
The last column in the table shows improvements
over that configuration. Here all semantic types oflocument condition(FD), summary condition (PS),
information taken individually outperform a systemword-based representation (W), mention representa-
which uses the combination of all types. This idion (M) —i.e. all types of named entities, and five
probably because all types of information in a perdifferent mention types: Person, Location, Organi-
sonal summary are somehow related to the targé@tion, Date, and Address.
person. While the Organization type of entity worked bet-
ter overall, it is not optimal across different cat-
egories of people. Note for example that very
Following (Popescu and Magnini, 2007), we presergood results are obtained for the Wikipedia and US
purity, inverse purity, and F-score results for allCensus sets, but rather poor results for the ACL
our configurations per category (ACL, US Censusset, where a technique which relies on using full
Wikipedia) in the test set. documents and words for document representations
In Tables 7, 8, and 9, results are reported for fulvorks better. These results show that more work is

7.2 Results per Person Set
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Configuration | Set | Purity | I.Purity | F-Score | vyarowsky in their use of a kind of biographical in-
FD+W ACL 0.73 0.84 0.77 ¢ . b Th hine |
FDFW UsSC 054 0oL 067 _ormatlop abouta person. They use a machine learn-
FD+W Wikip. 0.57 0.91 0.68 ing algorithm to classify sentences according to par-
FD+M ACL 0.73 0.76 0.70 | ticular information types in order to automatically
FD+M US C. 0.68 0.82 0.71 construct a person profile. Instead of comparin
FD+M Wikip. | 0.60 086 068 _ -ap profiie. mparing
PS+W ACL 0.84 0.59 0.65 biographical information in the person profile alto-
PS+W UsC. 0.80 0.74 0.75 gether as in (Mann and Yarowsky, 2003), they com-
igml XV(':kL'p' 8;2 8'2% 8'23 pare each type of information independently of each
PS+M USC. 0.71 0.74 0.69 other, combining them only to make the final deci-
PS+M Wikip. 0.58 0.83 0.66 sion.

Table 9: Results for clustering configurations perS Flna;]lly, tthe bgit Sede\,\//IaI t_2002708/;/eb P;:(;pler:]
persontype set (ACL, US Census, and Wikipedia) earch system (Chen and Martin, ) used tech-

nigues similar to ours: named entity recognition us-
- Part 111 . ) o
ing off-the-shelf systems. However in addition to
semantic information and full document condition

needed before reaching any conclusions on the bdBgy also explore the use of contextual information
document representation for our algorithm in thiguch as the url where the document comes from.

task. They show that this information is of little help. Our
improved system obtained a slightly higher macro-
8 Related Work averaged f-score over their system.

The problem of cross-document coreference has Conclusions and Future Work
been studied for a number of years now. Bagga
and Baldwin (Bagga and Baldwin, 1998) used th&\/e have presented experiments on cross-document
vector space model together with summarizationoreference of person names in the context of the
techniques to tackle the cross-document coreferenfiest SemEval 2007 Web People Search task. We
problem. Their approach uses vector representhave designed and implemented a solution which
tions following a bag-of-words approach. Terms foluses an in-house clustering algorithm and available
vector representation are obtained from sentencestraction and summarization techniques to produce
where the target person appears. They have not prepresentations needed by the clustering algorithm.
sented an analysis of the impact of full documeniVe have presented different approaches and com-
versus summary condition and their clustering alggared them with SemEval evaluation’s results. We
rithm is rather under-specified. Here we have prehave also shown that one system which uses one
sented a clearer picture of the influence of summargpecific type of semantic information achieves state-
vs full document condition in the clustering processof-the-art performance. However, more work is
Mann and Yarowsky (Mann and Yarowsky, 2003needed, in order to understand variation in perfor-
used semantic information extracted from documance from one data set to another.
ments referring to the target person in an hierarchical Many avenues of improvement are expected.
agglomerative clustering algorithm. Semantic inforWhere extraction technology is concerned, we have
mation here refers to factual information about a petssed an off-the-shelf system which is probably not
son such as the date of birth, professional career tite most appropriate for the type of data we are deal-
education. Information is extracted using patterning with, and so adaptation is needed here. With re-
some of them manually developed and others irspect to the clustering algorithm we plan to carry out
duced from examples. We differ from this approactiurther experiments to test the effect of different sim-
in that our semantic information is more general andlarity metrics, different merging criteria including
is not particularly related - although it might be - tocreation of cluster centroids, and cluster distances;
the target person. with respect to the summarization techniques we in-
Phan el al. (Phan et al., 2006) follow Mann andend to investigate how the extraction of sentences
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Abstract

We describe a graph-based approach to Sce-
nario Template Creation, which is the task
of creating a representation of multiple re-
lated events, such as reports of different hur-
ricane incidents. We argue that context is
valuable to identify important, semantically
similar text spans from which template slots
could be generalized. To leverage context,
we represent the input as a set of graphs
where predicate-argument tuples are ver-
tices and their contextual relations are edges.
A context-sensitive clustering framework is
then applied to obtain meaningful tuple clus-
ters by examining their intrinsic and extrin-
sic similarities. The clustering framework
uses Expectation Maximization to guide the
clustering process. Experiments show that:
1) our approach generates high quality clus-
ters, and 2) information extracted from the
clusters is adequate to build high coverage
templates.

1 Introduction

Scenario template creation (STC) is the problem of
generating a common semantic representation from
a set of input articles. For example, given multiple
newswire articles on different hurricane incidents,
an STC algorithm creates a template that may in-
clude slots for the storm’s name, current location, di-
rection of travel and magnitude. Slots in such a sce-
nario template are often to be filled by salient entities
in the scenario instance (e.g., “Hurricane Charley”

or “the coast area”) but some can also be filled by
prominent clauses, verbs or adjectives that describe
these salient entities. Here, we use the term salient
aspect (SA) to refer to any of such slot fillers that
people would regard as important to describe a par-
ticular scenario. Figure 1 shows such a manually-
built scenario template in which details about im-
portant actions, actors, time and locations are coded
as slots.

STC is an important task that has tangible bene-
fits for many downstream applications. In the Mes-
sage Understanding Conference (MUC), manually-
generated STs were provided to guide Information
Extraction (IE). An ST can also be viewed as reg-
ularizing a set of similar articles as a set of at-
tribute/value tuples, enabling multi-document sum-
marization from filled templates.

Despite these benefits, STC has not received
much attention by the community. We believe this
is because it is considered a difficult task that re-
quires deep NL understanding of the source articles.
A problem in applications requiring semantic simi-
larity is that the same word in different contexts may
have different senses and play different roles. Con-
versely, different words in similar contexts may play
similar roles. This problem makes approaches that
rely on word similarity alone inadequate.

We propose a new approach to STC that incor-
porates the use of contextual information to address
this challenge. Unlike previous approaches that con-
centrate on the intrinsic similarity of candidate slot
fillers, our approach explicitly models contextual ev-
idence. And unlike approaches to word sense disam-
biguation (WSD) and other semantic analyses that
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use neighboring or syntactically related words as
contextual evidence, we define contexts by semantic
relatedness which extends beyond sentence bound-
aries. Figure 2 illustrates a case in point with two
excerpts from severe storm reports. Here, although
the intrinsic similarity of the main verbs “hit” and
“land” is low, their contextual similarity is high as
both are followed by clauses sharing similar subjects
(hurricanes) and the same verbs. Our approach en-
codes such contextual information as graphs, map-
ping the STC problem into a general graph overlay
problem that is solvable by a variant of Expectation
Maximization (EM).

Our work also contributes resources for STC re-
search. Until now, few scenario templates have been
publicly available (as part of MUC), rendering any
potential evaluation of automated STC statistically
insignificant. As part of our study, we have com-
piled a set of input articles with annotations that we
are making available to the research community.

Scenario Template: Storm

Storm Name | Charley
Storm Action | landed
Location | Florida’s Gulf coast
Time | Friday at 1950GMT
Speed | 145 mph
Victim Category 1 | 13 people
Action | died
Victim Category 2 | over one million
Action | affected

Figure 1: An example scenario template (filled).

2 Related Work

A natural way to automate the process of STC is to
cluster similar text spans in the input article set. SAs
then emerge through clustering; if a cluster of text
spans is large enough, the aspects contained in it will
be considered as SAs. Subsequently, these SAs will
be generalized into one or more slots in the template,
depending on the definition of the text span. As-
suming scenarios are mainly defined by actions, the
focus should be on finding appropriate clusters for
text spans each of which represents an action. Most
of the related work (although they may not directly
address STC) shares this assumption and performs

Charley landed further south on Florida’s
Gulf coasy/than predicted, ... The hurricane

. has weakened and is moving over South
Carolpa.

At fast 21 othefs are missing a er the storm
hit on Wednesday.
weakened by the time i
capital, Tokyo, where it left little damage be-
fore moving out to sea.

Figure 2: Contextual evidence of similarity. Curved
lines indicate similar contexts, providing evidence
that “land” and “hit” from two articles are semanti-
cally similar.

action clustering accordingly. While the target ap-
plication varies, most systems that need to group text
spans by similarity measures are verb-centric.

In addition to the verb, many systems expand
their representation by including named entity tags
(Collier, 1998; Yangarber et al., 2000; Sudo et al.,
2003; Filatova et al., 2006), as well as restrict-
ing matches (using constraints on subtrees (Sudo et
al., 2003; Filatova et al., 2006), predicate argument
structures (Collier, 1998; Riloff and Schmelzen-
bach, 1998; Yangarber et al., 2000; Harabagiu and
Maiorano, 2002) or semantic roles).

Given these representations, systems then cluster
similar text spans. To our knowledge, all current
systems use a binary notion of similarity, in which
pairs of spans are either similar or not. How they de-
termine similarity is tightly coupled with their text
span representation. One criterion used is pattern
overlap: for example, (Collier, 1998; Harabagiu and
Lacatusu, 2005) judge text spans to be similar if they
have similar verbs and share the same verb argu-
ments. Working with tree structures, Sudo et al. and
Filatova et al. instead require shared subtrees.

Calculating text span similarity ultimately boils
down to calculating word phrase similarity. Ap-
proaches such as Yangarber’s or Riloff and
Schmelzenbach’s do not employ a thesaurus and
thus are easier to implement, but can suffer from
over- or under-generalization. In certain cases, ei-
ther the same actor is involved in different actions or
different verbs realize the same action. Other sys-
tems (Collier, 1998; Sudo et al., 2003) do employ
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lexical similarity but threshold it to obtain binary
judgments. Systems then rank clusters by cluster
size and correlation with the relevant article set and
equate top clusters as output scenario slots.

3 Context-Sensitive Clustering (CSC)

Automating STC requires handling a larger degree
of variations than most previous work we have sur-
veyed. Note that the actors involved in actions in a
scenario generally differ from event to event, which
makes most related work on text span similarity cal-
culation unsuitable. Also, action participants are not
limited to named entities, so our approach needs to
process all NPs. As both actions and actors may be
realized using different words, a similarity thesaurus
is necessary. Our approach to STC uses a thesaurus
based on corpus statistics (Lin, 1998) for real-valued
similarity calculation. In contrast to previous ap-
proaches, we do not threshold word similarity re-
sults; we retain their fractional values and incorpo-
rate these values holistically. Finally, as the same
action can be realized in different constructions, the
semantic (not just syntactic) roles of verb arguments
must be considered, lest agent and patient roles be
confused. For these reasons, we use a semantic role
labeler (Pradhan et al., 2004) to provide and delimit
the text spans that contain the semantic arguments
of a predicate. We term the obtained text spans as
predicate argument tuples (tuples) throughout the
paper. The semantic role labeler reportedly achieves
an F'; measure equal to 68.7% on identification-
classification of predicates and core arguments on a
newswire text corpus (LDC, 2002). Within the con-
fines of our study, we find it is able to capture most
of the tuples of interest.

Our approach explicitly captures contextual ev-
idence. We define a tuple’s contexts as other tu-
ples in the same article segment where no topic shift
occurs. This definition refines the n-surrounding
word constraint commonly used in spelling correc-
tion (for example, (Hirst and Budanitsky, 2005)),
Word Sense Disambiguation ((Preiss, 2001), (Lee
and Ng, 2002), for instance), etc. while still en-
sures the relatedness between a tuple and its con-
texts. Specifically, a tuple is contextually related to
other tuples by two quantifiable contextual relations:
argument-similarity and position-similarity. For our

experiments, we use the leads of newswire articles
as they normally summarize the news. We also as-
sume a lead qualifies as a single article segment, thus
making all of its tuples as potential contexts to each
other.

U2
1
from A landed(hurricane)
v
weakened(hurricane) [
from A2
vi
weakened(storm) =

€31
Figure 3: Being similar contexts, “weakened” and
“moving” provide contextual evidence that “land”
and “hit” are similar.

First, we split the input article leads into sentences
and perform semantic role labeling immediately af-
terwards. Our system could potentially benefit from
additional pre-processing such as co-reference reso-
lution. Currently these pre-processing steps have not
been properly integrated with the rest of the system,
and thus we have not yet measured their impact.

We then transform each lead A’ into a graph G* =
{V* E'}. As shown in Figure 3, vertices V' =
{v;}( j = 1,...,N) are the N predicate argument
tuples extracted from the th article, and directed
edges E' = {el,,, = (v}, v},)} reflect contextual
relations between tuple v? and v’ . Edges only con-
nect tuples from the same article, i.e., within each
graph G*. We differentiate between two types of
edges. One is argument-similarity, where the two
tuples have semantically similar arguments. This
models tuple cohesiveness, where the edge weight is
determined by the similarity score of the most sim-
ilar inter-tuple argument pair. The other is position-
similarity, represented as the offset of the ending tu-
ple with respect to the other, measured in sentences.
This edge type is directional to account for simple
causality.

Given this set of graphs, the clustering task is to
find an optimal alignment of all graphs (i.e., super-
imposing the set of article graphs to maximize vertex
overlap, constrained by the edges). We adapt Expec-
tation Maximization (Dempster et al., 1977) to find
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an optimal clustering. This process assigns tuples to
suitable clusters where they are semantically similar
and share similar contexts with other tuples. Algo-
rithm 1 outlines this alignment process.

Algorithm 1 Graph Alignment(G)

/*G is a set of graph {G"}*/
T « all tuples in G
C' < highly cohesive tuples clusters
other « remaining tuples semantically connected with C
C|C.length] « other
repeat
/*E step*/
for each i such that i < C.length do
for each j such that j < C.length do
if : == j then
continue;
re-estimate parameters[C|i], C[j]] /*distribution
parameters of edges between two clusters*/
tuple Reassigned = false /[*reset*/
/*M step*/
for each 7 such that ¢ < T.length do
aBestLikelihood = T'i].likelihood; /*likelihood of
being in its current cluster*/
for each tuple tcontz: that contextually related with
Ti] do
for each cluster c.qnd, any candidate cluster that
contextually related with ¢tcontzt.cluster do
P(T[i] € ccana) = comb(Ps, P.)
likelihood = log(P(T[i] € ccand))
if likelihood > aBestLikelihood then
aBestLikelihood = likelihood
T[i].cluster = ccand
tuple Reassigned = true
until tuple Reassigned == false /*alignment stable*/
return

During initialization, tuples whose pairwise simi-
larity higher than a threshold 7 are merged to form
highly cohesive seed clusters. To compute a con-
tinuous similarity Sim(t,,t,) of tuples t, and ¢,
we use the similarity measure described in (Qiu et
al., 2006), which linearly combines similarities be-
tween the semantic roles shared by the two tuples.
Some other tuples are related to these seed clus-
ters by argument-similarity. These related tuples are
temporarily put into a special “other” cluster. The
cluster membership of these related tuples, together
with those currently in the seed clusters, are to be
further adjusted. The “other” cluster is so called be-
cause a tuple will end up being assigned to it if it
is not found to be similar to any other tuple. Tuples
that are neither similar to nor contextually related by
argument-similarity to another tuple are termed sin-
gletons and excluded from being clustered.

We then iteratively (re-)estimate clusters of tuples

across the set of article graphs G. In the E-step of the
EM algorithm, all contextual relations between each
pair of clusters are collected as two set of edges.
Here we assume argument-similarity and position-
similarity are independent and thus we differenti-
ate them in the computation. Accordingly, there
are two sets: edges,s and edges,,. For simplicity,
we assume independent normal distributions for the
strength of each set (inter-tuple argument similarity
for edges,s and sentence distance for edges,s). The
edge strength distribution parameters for both sets
between each pair of clusters are re-estimated based
on current edges in edges,s and edgess.

In the M-step, we examine each tuple’s fitness for
belonging to its cluster and relocate some tuples to
new clusters to maximize the likelihood given the
latest estimated edge strength distributions. In the
following equations, we denote the proposition that
predicate argument tuple t, belongs to cluster c,, as
t. €cm; a typical tuple (the centroid) of the cluster
cm as t.,,; and the cluster of ¢, as c;,. The objective
function to maximize is:

Obj(G) = Y log(P(taccs,)), 6))

ta€G

2P, (ta€cm) Polta€enm)
where P(t.€cm) = Prltaton) = Poltacon) 2)

Equation 2 takes the harmonic mean of two factors:
a contextual factor P. and and a semantic factor Pk:

P.(ta€cm) = maz{P(edges(ta,ts)| edges(cm,ct,))}, ()

ty:edges(tq,ty)#null

Cm = Cother;
otherwise.

Pi(to€cm) = { SiMde fault, “

Sim(ta, te,, ),
Here the contextual factor P, models how likely
t, belongs to ¢,, according to the contextual infor-
mation, i.e., the conditional probability of the con-
textual relations between c,,, and c;, given the con-
textual relations between ¢, and one particular con-
text t;, which maximizes this probability. Accord-
ing to Bayes’ theorem, it is computed as shown in
Equation 3. In practice, we multiply two conditional
probabilities:  P(edgeqs(tq,ty)|edgesqs(cm,ct,))
and P(edgeps(ta,ty)|edgesps(cm,ct,)), assuming
independence between edgesqs and edgesps.
We assume there are still singleton tuples that are
not semantically similar to another tuple and should
belong to the special “other” cluster. Given that they
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are dissimilar to each other, we set simgefquir 10
a small nonzero value in Equation 4 to prevent the
“other” cluster from expelling them based on their
low semantic similarity. Tuples’ cluster member-
ships are recalculated, and the parameters describ-
ing the contextual relations between clusters are re-
estimated. New EM iterations are performed as long
as one or more tuple relocations occur. Once the
EM halts, clusters of equivalent tuples are formed.
Among these clusters, some correspond to salient
actions that, together with their actors, are all SAs
to be generalized into template slots. Cluster size
is a good indicator of salience, and each large clus-
ter (excluding the “other” cluster) can be viewed as
containing instances of a salient action.

Formulating the clustering process as a variant of
iterative EM is well-motivated as we consider the
similarity scores as noisy and having missing obser-
vations. Calculating semantic similarity is at best
inaccurate. Thus it is difficult to cluster tuples cor-
rectly based only on their semantic similarity. Also
to check whether a tuple shares contexts with a clus-
ter of tuples, the cluster has to be relatively clean.
An iterative EM as we have proposed naturally im-
prove the cleanness of these tuple clusters gradually
as new similarity information comes to light.

4 Evaluation

For STC, we argue that it is crucial to cluster tuples
with high recall so that an SA’s various surface
forms can be captured and the size of clusters can
serve as a salience indicator. Meanwhile, precision
should not be sacrificed, as more noise will hamper
the downstream generalization process which
outputs template slots. We conduct experiments
designed to answer two relevant research questions:
1) Cluster Quality: Whether using contexts (in
CSC) produces better clustering results than ignor-
ing it (in the K-means baseline); and

2) Template Coverage: Whether slots generalized
from CSC clusters cover human-defined templates.

4.1 Data Set and Baseline

A straightforward evaluation of a STC system would
compare its output against manually-prepared gold
standard templates, such as those found in MUC.

Unfortunately, such scenario templates are severely
limited and do not provide enough instances for a
proper evaluation. To overcome this problem, we
have prepared a balanced news corpus, where we
have manually selected articles covering 15 scenar-
ios. Each scenario is represented by a total of 45 to
50 articles which describe 10 different events.

Our baseline is a standard K-means clusterer. Its
input is identical to that of CSC — the tuples ex-
tracted from relevant news articles and are not ex-
cluded from being clustered by CSC in the initial-
ization stage (refer to Section 3) — and employs the
same tuple similarity measure (Qiu et al., 2006). The
differentiating factor between CSC and K-means is
the use of contextual evidence. A standard K-means
clusterer requires a k to be specified. For each sce-
nario, we set its k£ as the number of clusters gener-
ated by CSC for direct comparison.

We fix the test set for each scenario as ten ran-
domly selected news articles, each reporting a dif-
ferent instance of the scenario; the development set
(which also serves as the training set for determin-
ing the EM initialization threshold 7 and sim e fauit
in Equation 4) is a set of ten articles from the “Air-
linerCrash” scenario, which are excluded from the
test set. Both systems analyze the first 15 sentences
of each article, and sentences generate 2 to 3 predi-
cate argument tuples on average, resulting in a total
of 10 x 15 x (2 to 3) = 300 to 450 tuples for each
scenario.

4.2 Cluster Quality

This experiment compares the clustering results of
CSC and K-means. We use the standard cluster-
ing metrics of purity and inverse purity (Hotho et
al., 2003). The first author manually constructed the
gold standard clusters for each scenario using a GUI
before conducting any experiments. A special clus-
ter, corresponding to the “other” cluster in the CSC
clusters, was created to hold the singleton tuples for
each scenario. Table 1 shows this under the column
“#Gold Standard Clusters”.

Using the manual clusters as the gold standard, we
obtain the purity (P) and inverse purity (IP) scores
of CSC and K-means on each scenario. In Table 1,
we see that CSC outperforms K-means on 10 of 15
scenarios for both P and IP. For the remaining 5 sce-
narios, where CSC and K-means have comparable
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P scores, the IP scores of CSC are all significantly
higher than that of K-means. This suggests clus-
ters tend to be split apart more in K-means than in
CSC when they have similar purity. One thing worth
mentioning here is that the “other” cluster normally
is relatively large for each scenario, and thus may
skew the results. To remove this effect, we excluded
tuples belonging to the CSC “other” cluster from the
K-means input, generating one fewer cluster. Run-
ning the evaluation again, the resulting P-IP scores
again show that CSC outperforms the baseline K-
means. We only report the results for all tuples in
our paper for simplicity.

#Gold Std. CSC K-means
Scenario Clusters P [ TP P [ TP
AirlinerCrash 23 61 | 42 | 52 | 28
Earthquake 18 .60 | 44 | 53 | .30
Election 10 g7 1 49 | 75 | .21
Fire 14 65 | 44 | 64 | 26
LaunchEvent 12 g7 | 37 | 73] .22
Layoff 10 J1 (.28 | 70 | .19
LegalCase 8 75 | 37 |75 | 18
Nobel 6 7 | 28 | 77 | .19
Obituary 7 85 | 46 | .81 | .28
RoadAccident 20 61 | 49 | 56 | 40
SoccerFinal 5 .88 1.39 | .88 | .15
Storm 14 61 | 31 ] 61| .22
Tennis 6 87 1.9 | .87 | .12
TerroristAttack 14 .64 | 48 | 62 | 25
Volcano 16 .68 | 38 | .66 | .17
Average 12.2 72139 | .69 | .23

Table 1: CSC outperforms K-means with respect to
the purity (P) and inverse purity (IP) scores.

A close inspection of the results reveals some
problematic cases. One issue worth mentioning is
that for certain actions both CSC and K-means pro-
duce split clusters. In the CSC case, we traced this
problem back to the thesaurus, where predicates for
one action seem to belong to two or more totally dis-
similar semantic categories. The corresponding tu-
ples are thus assigned to different clusters as their
low semantic similarity forces the tuples to remain
separate, despite the shared contexts trying to join
them. One example is “blast (off)” and “lift (off)” in
the “Launch Event” scenario. The thesaurus shows
the two verbs are dissimilar and the corresponding
tuples end up being in two split clusters. This can
not be solved easily without an improved thesaurus.
We are considering adding a prior to model the op-

timal size for clusters, which may help to compact
such cases.

4.3 Template Coverage

We also assess how well the resulting, CSC-
generated tuple clusters serve in creating good sce-
nario template slots. We start from the top largest
clusters from each scenario, and decompose each
of them into six sets: the predicates, agents, pa-
tients, predicate modifiers, agent modifiers and pa-
tient modifiers. For each of the first three sets for
each cluster, we create a generalized term to repre-
sent it using an extended version of a generaliza-
tion algorithm (Tseng et al., 2006). These terms
are deemed output slots, and are put into the tem-
plate with their agent-predicate-patient relations pre-
served. The size of the template may increase when
more clusters are generalized, as new slots may re-
sult.

We manually compare the slots that are output
from the system with those defined in existing sce-
nario templates in MUC. The results here are only
indicative and not conclusive, as there are only two
MUCT templates available for comparison: Aviation
Disaster and Launch Event.

Template | semantic role | general term
action crash

cluster 1 | agent aircraft
patient —
action kill

cluster 2 | agent heavier-than-

air-craft

patient people

Figure 4: Automated scenario template of “Avia-
tionDisaster”.

Figure 4 shows an excerpt of the automatically
generated template “AviationDisaster” (“Airliner-
Crash” in our corpus) where the semantic roles in
the top two biggest clusters have been generalized.
Their modifiers are quite semantically diverse, as
shown in Table 2. Thus, generalization (probably
after a categorization operation) remains as a chal-
lenging problem.

Nonetheless, the information contained in these
semantic roles and their modifiers covers human-
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semantic role || modifier head samples

A, U.N., The, Swiss, Canadian-
built, AN, China, CRJ-200, mil-
itary, Iranian, Air, refueling, US,

agent:aircraft

Siberia, mountain, rain, Tues-
day, flight, Sharjah, flames, Sun-
day, board, Saturday, 225, Rock-
away, approach, United, moun-
tain, hillside

action:crash

all, 255, 71

patient:people

Table 2: Sample automatically detected modifier
heads of different semantic roles.

AviationDisaster LaunchEvent

*  AIRCRAFT *  VEHICLE

*  AIRLINE *  VEHICLE_TYPE
DEPARTURE_POINT *  VEHICLE_OWNER
DEPARTURE_DATE *  PAYLOAD

*  AIRCRAFT_TYPE PAYLOAD_TYPE

* CRASH_DATE PAYLOAD_FUNC

*  CRASH_SITE *  PAYLOAD_OWNER

CAUSE_INFO PAYLOAD_ORIGIN

*  VICTIMS_NUM LAUNCH_DATE

LAUNCH_SITE

MISSION_TYPE
MISSION_FUNCTION
MISSION_STATUS

Figure 5: MUC-7 template coverage: asterisks
marking all the slots that could be automatically
generated.

defined scenario templates quite well. The two
MUCT7 templates are shown as a list of slots in Fig-
ure 5, where horizontal lines delimit slots about dif-
ferent semantic roles, and asterisks mark all the slots
that could be automatically generated by our system
once it has an improved generalizer. We can see
substantial amount of overlap, indicating that a STC
system powered by CSC is able to capture scenarios’
important facts.

5 Conclusion

We have introduced a new context-sensitive ap-
proach to the scenario template creation (STC) prob-
lem. Our method leverages deep NL processing, us-
ing semantic role labeler’s structured semantic tu-
ples as input. Despite the use of deeper semantics,
we believe that intrinsic semantic similarity by itself

is not sufficient for clustering. We have shown this
through examples and argue that an approach that
considers contextual similarity is necessary. A key
aspect of our work is the incorporation of such con-
textual information. Our approach uses a notion of
context that combines two aspects: positional simi-
larity (when two tuples are adjacent in the text), and
argument similarity (when they have similar argu-
ments). The set of relevant articles are represented
as graphs where contextual evidence is encoded.

By mapping our problem into a graphical formal-
ism, we cast the STC clustering problem as one of
multiple graph alignment. Such a graph alignment is
solved by an adaptation of EM, which handles con-
texts and real-valued similarity by treating both as
noisy and potentially unreliable observations.

While scenario template creation (STC) is a dif-
ficult problem, its evaluation is arguably more dif-
ficult due to the dearth of suitable resources. We
have compiled and released a corpus of over 700
newswire articles that describe different instances of
15 scenarios, as a suitable input dataset for further
STC research. Using this dataset, we have evaluated
and analyzed our context-sensitive approach. While
our results are indicative, they show that considering
contextual evidence improves performance.
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Abstract

With the popularity of the Internet at a phe-
nomenal rate, an ever-increasing number of
documents in languages other than English
are available in the Internet. Cross lan-
guage text categorization has attracted more
and more attention for the organization of
these heterogeneous document collections.
In this paper, we focus on how to con-
duct effective cross language text catego-
rization. To this end, we propose a cross
language naive Bayes algorithm. The pre-
liminary experiments on collected document
collections show the effectiveness of the pro-
posed method and verify the feasibility of
achieving performance close to monolingual
text categorization, using a bilingual lexicon
alone. Also, our algorithm is more efficient
than our baselines.

1 Introduction

Due to the popularity of the Internet, an ever-
increasing number of documents in languages other
than English are available in the Internet. The or-
ganization of these heterogeneous document collec-
tions increases cost of human labor significantly. On
the one hand, experts who know different languages
are required to organize these collections. On the
other hand, maybe there exist a large amount of la-
belled documents in a language (e.g. English) which
are in the same class structure as the unlabelled doc-
uments in another language. As a result, how to ex-

*Corresponding author.
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ploit the existing labelled documents in some lan-
guage (e.g. English) to classify the unlabelled doc-
uments other than the language in multilingual sce-
nario has attracted more and more attention (Bel et
al., 2003; Rigutini et al., 2005; Olsson et al., 2005;
Fortuna and Shawe-Taylor, 2005; Li and Shawe-
Taylor, 2006; Gliozzo and Strapparava, 2006). We
refer to this task as cross language text categoriza-
tion. It aims to extend the existing automated text
categorization system from one language to other
languages without additional intervention of human
experts. Formally, given two document collections
{D¢, Dy} from two different languages e and f re-
spectively, we use the labelled document collection
D. in the language e to deduce the labels of the doc-
ument collection Dy in the language f via an algo-
rithm A and some external bilingual resources.

Typically, some external bilingual lexical re-
sources, such as machine translation system (MT),
large-scale parallel corpora and multilingual ontol-
ogy etc., are used to alleviate cross language text
categorization. However, it is hard to obtain them
for many language pairs. In this paper, we focus on
using a cheap bilingual resource, e.g. bilingual lexi-
con without any translation information, to conduct
cross language text categorization. To my knowl-
edge, there is little research on using a bilingual lex-
icon alone for cross language text categorization.

In this paper, we propose a novel approach for
cross language text categorization via a bilingual
lexicon alone. We call this approach as Cross Lan-
guage Naive Bayes Classifier (CLNBC). The pro-
posed approach consists of two main stages. The
first stage is to acquire a probabilistic bilingual lex-



icon. The second stage is to employ naive Bayes
method combined with Expectation Maximization
(EM) (Dempster et al., 1977) to conduct cross lan-
guage text categorization via the probabilistic bilin-
gual lexicon. For the first step, we propose two dif-
ferent methods. One is a naive and direct method,
that is, we convert a bilingual lexicon into a proba-
bilistic lexicon by simply assigning equal translation
probabilities to all translations of a word. Accord-
ingly, the approach in this case is named as CLNBC-
D. The other method is to employ an EM algorithm
to deduce the probabilistic lexicon. In this case, the
approach is called as CLNBC-EM. Our preliminary
experiments on our collected data have shown that
the proposed approach (CLNBC) significantly out-
performs the baselines in cross language case and is
close to the performance of monolingual text cate-
gorization.

The remainder of this paper is organized as fol-
lows. In Section 2, we introduce the naive Bayes
classifier briefly. In Section 3, we present our cross
language naive Bayes algorithm. In Section 4, eval-
uation over our proposed algorithm is performed.
Section 5 is conclusions and future work.

2 The Naive Bayes Classifier

The naive Bayes classifier is an effective known al-
gorithm for text categorization (Domingos and Paz-
zani, 1997). When it is used for text categorization
task, each document d € D corresponds to an exam-
ple. The naive Bayes classifier estimates the prob-
ability of assigning a class ¢ € C to a document d
based on the following Bayes’ theorem.

P(c|d) x P(d|c)P(c) (1)

Then the naive Bayes classifier makes two as-
sumptions for text categorization. Firstly, each word
in a document occurs independently. Secondly, there
is no linear ordering of the word occurrences.

Therefore, the naive Bayes classifier can be fur-
ther formalized as follows:

P(c|d) o« P(c) ] P(w|c)
wed

2

The estimates of P(c) and P(w|c) can be referred
to (McCallum and Nigam, 1998)
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Some extensions to the naive Bayes classifier with
EM algorithm have been proposed for various text
categorization tasks. The naive Bayes classifier was
combined with EM algorithm to learn the class label
of the unlabelled documents by maximizing the like-
lihood of both labelled and unlabelled documents
(Nigam et al., 2000). In addition, the similar way
was adopted to handle the problem with the positive
samples alone (Liu et al., 2002). Recently, transfer
learning problem was tackled by applying EM algo-
rithm along with the naive Bayes classifier (Dai et
al., 2007). However, they all are monolingual text
categorization tasks. In this paper, we apply a simi-
lar method to cope with cross language text catego-
rization using bilingual lexicon alone.

3 Cross Language Naive Bayes Classifier
Algorithm

In this section, a novel cross language naive Bayes
classifier algorithm is presented. The algorithm con-
tains two main steps below. First, generate a prob-
abilistic bilingual lexicon; second, apply an EM-
based naive Bayes learning algorithm to deduce the
labels of documents in another language via the
probabilistic lexicon.

Table 1: Notations and explanations.

Notations Explanations

e Language of training set

f Language of test set

d Document

D, Document collection in language e
Dy Document collection in language f
Ve Vocabulary of language e

Vi Vocabulary of language f

L Bilingual lexicon

T C V. x Vy Setof links in £

Ay Set of words whose translation is vy in £
ECYV, Set of words of language e in £

we € B Word in E

FCVy Set of words of language f in £
wy € F Word in F

|E| Number of distinct words in set E
|F| Number of distinct words in set F’
N(we) Word frequency in D,

N(wy,d) Word frequency in d in language f
De Data distribution in language e




For ease of description, we first define some nota-
tions in Table 1. In the next two sections, we detail
the mentioned-above two steps separately.

3.1 Generation of a probabilistic bilingual
lexicon

To fill the gap between different languages, there are
two different ways. One is to construct the multi-
lingual semantic space, and the other is to transform
documents in one language into ones in another lan-
guage. Since we concentrate on use of a bilingual
lexicon, we adopt the latter method. In this paper,
we focus on the probabilistic model instead of se-
lecting the best translation. That is, we need to cal-
culate the probability of the occurrence of word w,
in language e given a document d in language f, i.e.
P(we|d). The estimation can be calculated as fol-
lows:

P(weld) = Y P(we|wy,d)P(wy|d)
wy€d

3)

Ignoring the context information in a document
d, the above probability can be approximately esti-
mated as follows:

P(weld) = Y P(welwy)P(wsld) ()
wad

where P(wy|d) denotes the probability of occur-
rence of wy in d, which can be estimated by relative
frequency of wy in d.

In order to induce P(w.|d), we have to know the
estimation of P(we|wy). Typically, we can obtain a
probabilistic lexicon from a parallel corpus. In this
paper, we concentrate on using a bilingual lexicon
alone as our external bilingual resource. Therefore,
we propose two different methods for cross language
text categorization.

First, a naive and direct method is that we assume
a uniform distribution on a word’s distribution. For-
mally, P(we|wy) = ﬁf, where (we,wy) € 7; oth-

erwise P(we|wy) = 0.

Second, we can apply EM algorithm to deduce
the probabilistic bilingual lexicon via the bilingual
lexicon £ and the training document collection at
hand. This idea is motivated by the work (Li and Li,
2002).
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We can assume that each word w,. in language e
is independently generated by a finite mixture model
as follows:

P(we) = Z P(ws)P(we|wy)
wg er

Therefore we can use EM algorithm to estimate
the parameters of the model. Specifically speaking,
we can iterate the following two step for the purpose

above.

&)

e E-step
_ P(wy)P(we|wy)
POt = 5y PPy ©
o M-step
wolwe) = (N(we) + 1)P(wf|we)
Pluees) = 5 (N Gw) + 1) Pluyl)
@)
Plwy) = A Z P(we) P(wg|we)
weEFR
+ (1=))-P(wy) ®)

where 0 < \ < 1, and

/ >dep; N(wy,d) +1

P =
) = S S uen, Ny d) + |F]
&)

The detailed algorithm can be referred to Algorithm
1. Furthermore, the probability that each word in
language e occurs in a document d in language f,
P(w,|d), can be calculated according to Equation

.

3.2 EM-based Naive Bayes Algorithm for
Labelling Documents

In this sub-section, we present an EM-based semi-
supervised learning method for labelling documents
in different language from the language of train-
ing document collection. Its basic model is naive
Bayes model. This idea is motivated by the transfer
learning work (Dai et al., 2007). For simplicity of
description, we first formalize the problem. Given
the labelled document set D, in the source language
and the unlabelled document set D, the objective is
to find the maximum a posteriori hypothesis h ;4 p



Algorithm 1 EM-based Word Translation Probabil-
ity Algorithm

Input: Training document collection Dgl) , bilingual

lexicon £ and maximum times of iterations 7'
Output: Probabilistic bilingual lexicon P(we|wy)

1: Initialize PO (w|wf) = s Where
wy
(we, wy) € T; otherwise PO (we|wy) =
2: Initialize PO (w;) = ﬁ
3: fort=1to 7T do
4 Calculate  P®(wf|lw,)  based on

POV (wewg) and P Y(w;) accord-
ing to Equation (6)

5: Calculate P (we|wy) and P®(wy) based
on P®(wy|we) according to Equation (7)
and Equation (8)

6: end for

7: return P (we|wy)

from the hypothesis space H under the data distri-
bution of the language e, ©., according to the fol-
lowing formula.

arg max Py, (h|De, Dy)
heH

hyvap = (10)

Instead of trying to maximize Pgp_(h|De, Dy) in
Equation (10), we can work with ¢(h|D.,Dy), that
is, log (Po, (h)P(De, Dy|h)) . Then, using Equa-
tion (10), we can deduce the following equation.

{(h|D.,Dy) o log Py, (h)
+ 3 1og 3 Po, (dlc) Po, (clh)

deD. ceC
+ ) " log Y Po,(d|c)Po, (c|h)
dGDf ceC

an

EM algorithm is applied to find a local maximum
of £(h|De, Dy) by iterating the following two steps:

e E-step:
Py, (c|d) o Pp,(c)Po.(d|c)  (12)
o M-step:

Pp,(c)= Y Po,(Dy)Po,(c|Dy) (13)
ke{e,f}
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Po,(welc) = Y Po,(Dy)Po, (we|c, Dy)

ke{e.f} (14

Algorithm 2 Cross Language Naive Bayes Algo-
rithm
Input: Labelled document collection D., unla-
belled document collection Dy, a bilingual lexi-
con L from language e to language f and maxi-
mum times of iterations 7.
Output: the class label of each document in D
1: Generate a probabilistic bilingual lexicon;
2: Calculate P(we|d) according to Equation (4).

3: Initialize Pg)e)(c]d) via the traditional naive
Bayes model trained from the labelled collec-
tion Dél).

4: for t=1to 7 do

5: forall ceCdo
6: Calculate sz (c) based on Pg;l) (c|d) ac-

cording to Equation (13)
7. end for
for all w, € E do
Calculate sz (we|c) based on Pg;l) (c|d)
and P(w.|d) according to Equation (14)

10:  end for
11:  foralld € Dy do
12: Calculate sz(c|d) based on Pge) (c) and

ng (we|c) according to Equation (12)
13:  end for
: end for
15: for alld € D do

16: ¢ = arg max Pg) (c|d)
ceC ©

17: end for

For the ease of understanding, we directly put the
details of the algorithm in cross-language text cate-
gorization algorithmin which we ignore the detail of
the generation algorithm of a probabilistic lexicon.

In Equation (12), Po_(d|c) can be calculated by

[I

{we|wee)\wf ANwyed}

P, (dlc) = P, (1fe) e (o)

(15)
where N, (we, d) = |d| Po, (t.ld).



In Equation (13), Pgp_(c|Dy) can be estimated as
follows:

Po,(c|Dx) = Y Po,(c|d)Po, (d|Dx)
deDy,
In Equation (14), similar to section 2, we can es-
timate Pp_(we|c, D) through Laplacian smoothing
as follows:

(16)

1+ No, (we, ¢, Dy,)

17
Vil + No@Dy) 7

P@g(we‘c7 Dk) =
where

No, (we,e,Dy) = Y |d|Pp, (weld) Py, (c|d)
deDy

No,(¢,Dy) = Y |d|Po,(cld)

In addition, in Equation (13) and (14), Po,(Dy)
can be actually viewed as the trade-off parame-
ter modulating the degree to which EM algorithm
weights the unlabelled documents translated from
the language f to the language e via a bilingual lex-
icon. In our experiments, we assume that the con-
straints are satisfied, i.e. Py (D.) + Pp. (Df) =1

and P@e(d"Dk) = |le|

(18)
19)

4 Experiments

4.1 Data Preparation

We chose English and Chinese as our experimen-
tal languages, since we can easily setup our exper-
iments and they are rather different languages so
that we can easily extend our algorithm to other
language pairs. In addition, to evaluate the per-
formance of our algorithm, experiments were per-
formed over the collected data set. Standard evalu-
ation benchmark is not available and thus we devel-
oped a test data from the Internet, containing Chi-
nese Web pages and English Web pages. Specifi-
cally, we applied RSS reader! to acquire the links
to the needed content and then downloaded the Web
pages. Although category information of the con-
tent can be obtained by RSS reader, we still used
three Chinese-English bilingual speakers to organize
these Web pages into the predefined categories. As
a result, the test data containing Chinese Web pages

'http://www.rssreader.com/
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and English Web pages from various Web sites are
created. The data consists of news during Decem-
ber 2005. Also, 5462 English Web pages are from
18 different news Web sites and 6011 Chinese Web
pages are from 8 different news Web sites. Data dis-
tribution over categories is shown in Table 2. They
fall into five categories: Business, Education, Enter-
tainment, Science and Sports.

Some preprocessing steps are applied to Web
pages. First we extract the pure texts of all Web
pages, excluding anchor texts which introduce much
noise. Then for Chinese corpus, all Chinese charac-
ters with BIGS encoding first were converted into
ones with GB2312 encoding, applied a Chinese seg-
menter tool> by Zhibiao Wu from LDC to our Chi-
nese corpus and removed stop words and words
with one character and less than 4 occurrences; for
English corpus, we used the stop words list from
SMART system (Buckley, 1985) to eliminate com-
mon words. Finally, We randomly split both the En-
glish and Chinese document collection into 75% for
training and 25% for testing.

we compiled a large general-purpose English-
Chinese lexicon, which contains 276,889 translation
pairs, including 53,111 English entries and 38,517
Chinese entries. Actually we used a subset of the
lexicon including 20,754 English entries and 13,471
Chinese entries , which occur in our corpus.

Table 2: Distribution of documents over categories

Categories English Chinese
Sports 1797 2375
Business 951 1212
Science 843 1157
Education 546 692
Entertainment 1325 575
Total 5462 6011

4.2 Baseline Algorithms

To investigate the effectiveness of our algorithms
on cross-language text categorization, three baseline
methods are used for comparison. They are denoted
by ML, MT and LSI respectively.

ML (Monolingual). We conducted text catego-
rization by training and testing the text categoriza-

Zhttp://projects.ldc.upenn.edu/Chinese/LDC _ch.htm
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Figure 1: Comparison of the best performance of
different methods with various sizes of training set
and the entire test set. Training is conducted over
Chinese corpus and testing is conducted over En-
glish corpus in the cross language case, while both
training and testing are performed over English cor-
pus in the monolingual case.

tion system on document collection in the same lan-
guage.

MT (Machine Translation). We used Systran
premium 5.0 to translate training data into the lan-
guage of test data, since the machine translation sys-
tem is one of the best machine translation systems.
Then use the translated data to learn a model for
classifying the test data.

LSI (Latent Semantic Indexing). We can use
the LSI or SVD technique to deduce language-
independent representations through a bilingual par-
allel corpus. In this paper, we use SVDS command
in MATLAB to acquire the eigenvectors with the
first K largest eigenvalues. We take K as 400 in our
experiments, where best performance is achieved.

In this paper, we use SVMs as the classifier of our
baselines, since SVMs has a solid theoretic founda-
tion based on structure risk minimization and thus
high generalization ability. The commonly used
one-vs-all framework is used for the multi-class
case. SVMs uses the SV MU Mt software pack-
age(Joachims, 1998). In all experiments, the trade-
off parameter C is set to 1.

4.3 Results

In the experiments, all results are averaged on 5 runs.
Results are measured by accuracy, which is defined
as the ratio of the number of labelled correctly docu-
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Figure 2: Comparison of the best performance of
different methods with various sizes of training set
and the entire test set. Training is conducted over
English corpus and testing is conducted over Chi-
nese corpus in the cross language case, while both
training and testing are performed over Chinese cor-
pus in the monolingual case.

ments to the number of all documents. When inves-
tigating how different training data have effect on
performance, we randomly select the corresponding
number of training samples from the training set 5
times. The results are shown in Figure 1 and Fig-
ure 2. From the two figures, we can draw the fol-
lowing conclusions. First, CLNBC-EM has a stable
and good performance in almost all cases. Also, it
can achieve the best performance among cross lan-
guage methods. In addition, we notice that CLNBC-
D works surprisingly better than CLNBC-EM, when
there are enough test data and few training data. This
may be because the quality of the probabilistic bilin-
gual lexicon derived from CLNBC-EM method is
poor, since this bilingual lexicon is trained from in-
sufficient training data and thus may provide biased
translation probabilities.

To further investigate the effect of varying the
amount of test data, we randomly select the cor-
responding number of test samples from test set 5
times. The results are shown in Figure 3 and Fig-
ure 4, we can draw the following conclusions . First,
with the increasing test data, performance of our two
approaches is improved. Second, CLNBC-EM sta-
tistically significantly outperforms CLNBC-D.

From figures 1 through 4, we also notice that MT
and LSI always achieve some poor results. For MT,
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Figure 3: Comparison of the best performance of
different methods with the entire training set and
various sizes of test set. Training is conducted over
Chinese corpus and testing is conducted over En-
glish corpus in the cross language case, while both
training and testing are performed over English cor-
pus in the monolingual case.

maybe it is due to the large difference of word usage
between original documents and the translated ones.
For example, Zr4 (Qi Shi) has two common trans-
lations, which are cavalier and knight. In sports do-
main, it often means a basketball team of National
Basketball Association (NBA) in U.S. and should
be translated into cavalier. However, the transla-
tion knight is provided by Systran translation system
we use in the experiment. In term of LSI method,
one possible reason is that the parallel corpus is too
limited. Another possible reason is that it is out-of-
domain compared with the domain of the used doc-
ument collections.

From Table 3, we can observe that our algorithm
is more efficient than three baselines. The spent time
are calculated on the machine, which has a 2.80GHz
Dual Pentium CPU.

5 Conclusions and Future Work

In this paper, we addressed the issue of how to con-
duct cross language text categorization using a bilin-
gual lexicon. To this end, we have developed a cross
language naive Bayes classifier, which contains two
main steps. In the first step, we deduce a proba-
bilistic bilingual lexicon. In the second step, we
adopt naive Bayes method combined with EM to
conduct cross language text categorization. We have
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Figure 4: Comparison of the best performance of
different methods with the entire training set and
various sizes of test set. Training is conducted over
English corpus and testing is conducted over Chi-
nese corpus in the cross language case, while both
training and testing are performed over Chinese cor-
pus in the monolingual case.

proposed two different methods, namely CLNBC-D
and CLNBC-EM, for cross language text categoriza-
tion. The preliminary experiments on collected data
collections show the effectiveness of the proposed
two methods and verify the feasibility of achieving
performance near to monolingual text categorization
using a bilingual lexicon alone.

As further work, we will collect larger compara-
ble corpora to verify our algorithm. In addition, we
will investigate whether the algorithm can be scaled
to more fine-grained categories. Furthermore, we
will investigate how the coverage of bilingual lex-
icon have effect on performance of our algorithm.

Table 3: Comparison of average spent time by dif-
ferent methods, which are used to conduct cross-
language text categorization from English to Chi-
nese.

Methods Preparation Computation
CLNBC-D - ~1 Min
CLNBC-EM - ~2 Min
ML - ~10 Min
MT ~48 Hr* ~14 Min
LSI ~90 Min® ~15 Min

“Machine Translation Cost
»SVD Decomposition Cost
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Abstract

The web is growing at a rapid speed and it is
almost impossible for a web crawler to
download all new pages. Pages reporting
breaking news should be stored into search
engine index as soon as they are published,
while others whose content is not
time-related can be left for later crawls. We
collected and analyzed into users’ page-view
data of 75,112,357 pages for 60 days. Using
this data, we found that a large proportion of
temporal pages are published by a small
number of web sites providing news services,
which should be crawled repeatedly with
small intervals. Such temporal web sites of
high freshness requirements can be
identified by our algorithm based on user
behavior analysis in page view data. 51.6%
of all temporal pages can be picked up with
a small overhead of untemporal pages. With
this method, web crawlers can focus on
these web sites and download pages from
them with high priority.

Introduction

from search engines. They type a few key wor

Liyun Ru

Sohu Inc. R&D center
Beijing, 100084, China

ruli yun@ohu-rd. com

needs, many search engines, including Google and
Yahoo!, provide special channels for news retrieval
and their web crawlers have to download newly
appeared pages as soon as possible. However, the
web is growing exponentially. The amount of new
pages emerging every week is 8% of the whole
web[Ntoulas et al., 2004]. It is almost impossible
to download all novel pages in time.
Only a small proportion of novel pages are
temporal. They report recent events and should be
downloaded immediately, others which are
untemporal can be downloaded later when it is
convenient. So many search engines have different
types of web crawlers to download the web with
different policies. A common crawler checks
updates of existing pages and crawls untemporal
novel pages of all kinds of web sites with a
relatively low frequency, usually once a month.
Common crawlers are widely adopted by most
search engines, but they are not suitable for news
web sites which produce a great amount of pages
every day. To news pages, there will be a large gap
between their publication time and downloading
time. Users can not get access to news pages in
time. Thus another kind of crawler called instant
crawler is developed. This crawler only focuses on
temporal novel pages and checks updates of news
eb sites with much smaller intervals. Most
%wly—arrived content which is of high news value
n be discovered by the instant crawler. Task

about a recent event and navigate to detail

reports about this event from the result list. Users
will be frustrated if a search engine fails to perform
such service and turn to other search engines to get
access to news reports. In order to satisfy the users’

stribution is shown in Figure 1.
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administrators. Additionally, there are web sites
associated with special events, such as Olympic
Games. These web sites are temporal only when
Olympic Games are being held. User behavior data
can reflect the appearance and disappearance of
temporal web sites.

An outline for the rest of the paper is as follows:
Section 2 introduces earlier research in the
evolution and discoverability of the web; Section 3
presents the user interest modal to describe web
instant crawler common crawler page lifetime from web users’ perspective, then
gives the definition of temporal web pages based
on this model; Section 4 provides a method to
generate a seed list for instant crawlers, and its
A relatively small set of web sites which provideresult is also evaluated in the section; Section 5
news reporting services collectively generate margiscusses some alternatives in the experiment
temporal web pages. These sites are valuable #ection 6 is the conclusion of this paper and
instant crawlers and can be identified with welsuggests some possible directions in our future
pages they previously generated. If a larg@ork.

proportion of web pages in a site are temporal, it is

probable that pages published later from this th® Related Work

site will be temporal. Instant crawlers can focus on

a list of such web sites. Earlier researchers performed intensive study on
Currently, the list of web sites for instant crawlergroperties of images of the web graph[Barabasi
is usually generated manually, which is inevitablynd Albert, 1999; Broder et al., 2000; Kumar et al.,
subjective and easily influenced by crawled999; Mitzenmacher, 2004]. Recently, researchers
administrators’ preference. It includes many weburned their attention to how the web evolves,
sites which are actually untemporal. Also there aigcluding the rates of updates of existing
many mixed web sites which have both types dgiages[Brewington and Cybenko, 2000; Cho and
web pages. It is difficult for administrators to makésarcia-Molina, 2000; Fetterly et al., 2004; Pitkow
accurate judgments about whether such sité&d Pirolli, 1997] and the rates of new page
should be included in the seed list. So instagtmergence [Brewington and Cybenko, 2000]. They
crawlers have to spend precious and limitegent out a crawler to download web pages
bandwidth to download untemporal pages whil@eriodically, compared local images of the web
miss many temporal ones. What is more, thignd found characteristics of web page lifetime.
manually generated list is not sensitive to emergingome researchers studied the frequency of web
and disappearing news sites. page update, predicted the lifetime of web pages
In this paper, we propose a method to separaagd recrawl the already downloaded pages when
temporal pages from untemporal ones based ocessary to keep the local repository fresh so that
user behavior analysis in page-view data. Temporasers are less bothered by stale information. They
web page identification is the prerequisite foassumed that pages are modified or deleted
temporal web site identification. A web site israndomly and independently with a fixed rate over
temporal if most pages it publishes are temporéime, so lifetimes of web pages are independent
and most of its page-views are received frorand identically distributed and a sequence of
temporal pages. Then all web sites are rankedodifications and deletions can be modeled by a
according to how temporal they are. Web siteBoisson process. Other researchers focused on the
ranked at a high position are included in the sedtiscoverability of new pages[Dasgupta et al.,
list for instant crawlers. Instant crawlers can focug007]. They tried to discover as many new pages
on web sites in the list and only download page&s possible at the cost of only recrawling a few
from these web sites. Such a list covers a larg@own pages.

proportion of temporal pages with only a smalBut the web is growing explosively. It is
overhead of untemporal pages. The result is mind@possible to download all the new pages. A
from web user behavior log, which reflects usersrawler faces a frontier of the web, which is
preference and avoids subjectivity of crawleconsisted of a set of discovered but not

novel pages existing pages

temporal untemporal

Figure 1. Job assigned to different crawlers
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downloaded URLs (see Figure 2). The crawler hdist user visits it. The page begins to be dormant
to make a decision about which URLs should ben its “dormancy day” when users no longer visit it
downloaded first, which URLs should beany more. After that, whether it is stored on the
downloaded later and which URLs are not worthgerver does not make many differences. So the
downloading at all. Thus there is some work iwvalid lifetime of a web page is the period between
ordering the frontier for a crawl according to théts activation day and its dormancy day, a
predicted quality of the unknown pages[Chosubinterval of the period when it is accessible.
Garcia-Molina and Page, 1998; Eiron et al., 2004Users’ access is the only indication that the page is
They predicted quality of pages which have nadlive.

been downloaded yet based on the link structure ©he state of a web page could be recorded with
the web. two values: alive and dead[Dhyani, 2002; Fetterly
This job is similar with ours. We also make aret al.,, 2003; Cho and Garcia-molina, 2003]. Its
order of the frontier, in the perspective of freshnestate during its valid lifetime is more complex and
requirements, not in the perspective of page qualittg liveness could be described with a continuous
Freshness requirements differ from pages to pageslue: user interest. The number of page views it
Temporal web pages whose freshness requiremeateives differs every day. It is more active when it
timescale is minute, hour or day are assigned to tieaccessed by many users and it is not so active
instant crawler with high priority. Other pages ofwhen it is accessed by fewer users. The amount of
lower freshness requirements can be crawled latepage views it receives reflects how many users are
This study is conducted with user behavior dataterested in it.

instead of link structure. The link structure of théJser interest in a web page is an amount indicating
web is controlled by web site administrators. Ito what extent web users as a whole are interested
reflects the preference of web site administratoréy the page. A user visits a web page because
not that of the web users. Although in many caselg/she is interested in its content. The amount of
the two kinds of preference are alike, they are ngiage views a page receives is determined by how
identical. User behavior data reveals the real needsich user interest it can attracts. User interest in a
of web users. What is more, link structure can bgage is a continuous variable evolving over time.
easily misled by spammers. But spammers can diser interest increases if more and more users get
little to influence user behavior data contributed byo know the page, and it decreases if the content is
mass web users. no longer fresh to users and the page becomes
obsolete. User interest in a page whose content is
not time related typically does not fluctuate greatly
over time.

Web page lifetime could be described with user
interest model, and then temporal web pages can
. o be separated from untemporal ones according to
the *frontier different characteristics of their lifetime.

unknown space

downloaded pages

discovered but not downloaded pages

3.2 Definition of temporal web pages

Figure 2. Web from a crawler’s perspective There are two types of new pages: temporal pages
o and untemporal ones. Temporal pages are those
3 Definition of Temporal Web Page reporting recent events. Users are interested in a

Based on Web Page Lifetime Model temporal page and visit it only during a few hours
or a few days after it is published. For example, a
3.1 Web page lifetime model page reporting the president election result is

_ o _ temporal. Untemporal pages are the pages whose
A page is born when it is published on a servegontent is not related with recent events. There are
and it dies when it is deleted. But from users’ VIeV\Q_|WayS users Visiting such pages. For examp|e, a
its lifetime should not be defined by_whether it age introducing Swimming skills is untemporaL
stored on a server but by whether it is accessed Pjte two kinds of new pages should be treated with
users, because a web page is useful only whenditferent policies. The instant crawler has to
can provide information for users. To web users, ii§ownload temporal pages as soon as they are
life really starts at the “activation day” when thediscovered because users are interested in them
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only in a short time span after they are borm3) f(x) >0 inits field of definition
Temporal pages are about new events and canddt it has only one maximum
be replaced by earlier pages. If the instant crawld@he probability density function (PDF) of
fails to download temporal pages in time, seardogarithmic normal distribution is one of the
engine users cannot get the latest informatidinnctions that satisfy the conditions, so a modified
because there are no earlier pages reporting tedition of it, which will be addressed later, is used
event which has just happened. One week after tte describe the evolution of user interest during
event, even if temporal pages are downloaded, theshole web page lifetime.
are no longer attractive to users, just like a piece #lhonymous user access log for consecutive 60
old newspaper. In contrast, untemporal pages adays is collected by a proxy server. Multiple
not of exigencies. There is no need to downloagquests to a single page in one day are merged as
them immediately after they are published. Even @ine request to avoid automatically generated large
they are not downloaded in time, users can still bmumbers of requests by spammers. Daily page
satisfied by other existing pages with similaview data of 75,112,357 pages from November
content, since untemporal pages concern with3th 2006 to January 11th, 2007 is recorded. Pages
problems which have already existed for a longthose total page views during the 60 days are less
time and have been discussed in many pages.than 60 (one page view each day on average) are
does not make many differences to download thefittered out because of lack of reliability, leaving
early or a month later. So untemporal pages can B&5,151 reliable ones. In order to retrieve user
left to common crawlers to be downloaded later. interest curves, we build a coordinate first, where
the x-axis denotes time and y-axis denotes the
4 Temporal Web Sites Identification number of page views. Given the daily page view
Algorithm data of a page, there are a sequence of discrete dots
in the coordination (xy), i = 1, 2, ..., 60, where
A seed list for an instant crawler contains temporai=i is theith day, y is the number of page views
web sites. There are three steps to generate @ietheith day. After that, the dots can be fitted with
seed list: search user’s interest curves to descritiee formula
web page lifetime; identify temporal web pages L _(nx-b)-?
based on user interest curves; identify temporaf(x) = A X, (x) = AX - xe 27
g:ge:'%ﬁseggﬁgﬁ?éng to the proportion of tempor"’\‘/l/here A, b,u, o are parameters angh(x) is the
' probability density function of logarithmic normal
4.1 Search Users Interest Curves distribution. Given a page p and its page view
. history (%, y) (i=1, 2, ..., 60), the four parameters
Generally speaking, few users know a newly borgan pe determined and the user interest curve can
web page and pay attention to it. Later, more angk defined ag = f(x). One of the retrieved user
more users get to know it, become interested inifterest curves is shown in Figure 3.
and visit it. As time goes by, some pages become
outdated and attract less user attention, while oth L6l
pages never suffer from obsolescence. User
interest in them is relatively constant. So the N
typical trend of user interest evolution is toF!2, [ \
increase at first then decrease in the shape of> |
rainbow, or to keep static. It is true that use s |\
interest in some pages experiences multi-climaxe8 = . | %
But it is very unlikely that those climaxes appear ir N
our observing window of two months. Since we f

are studying short term web page lifetime, we di =~ 7/ N .

not consider user interest with multi-climaxes. The =, S 10 ‘ 60
curve y = f(x) that is used to describe the evolutiol day

of user interest should satisfy 4 conditions Figure 3. A User Interest Curve

below(assuming the page is activated at time 0):
1) its field of definition is [0, %0)
2) f(0)=0
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4.2 ldentifying Temporal Web Pages Given aI sEecific X, _theblarge;b(x)_ is, the moreI
on(X) is the probability density function of atempora the page Is, because it can accumulate

random variable. The integral of,(x) in its field more user interest during the time span.

e ) . news.sohu.com is a major portal web site
of definition is 1. The total user interest in a Welbroviding news services. Most of its pages are
page accumulated during its whole lifetime is )

A " news reportings, which are temporal. There are
f fx)dx = A x f Ppx)dx=A
b b

6,464 web pages from news.sohu.com and their

user interest curves are retrieved. Figure 5 shows
The parameter A of a popular web page is |arg(§iﬁ€ distribution ofd(1) of these pages. As is shown
than that of an unpopular one. In order to avoith Figure 5, on the first day of their birth, most
discriminating popular pages and unpopular onepages have accumulated more than 80% of its total
parameter A for all pages is set to 1, so the areadger interest of their whole lifetime. So the
the region enclosed by user interest curve arfoportion of user interest accumulated during the
x-axis is 1. After this normalization, each pagdeginning period of web page lifetime is a useful
receives one unit user interest during their wholt@ature to identify temporal web pages.
lifetime.
Parameter b indicates the birth time of a page. V¢
do not care about the absolute birth time of a paco 800
so parameter b for all pages are set to 0, whica 600

1000

means all pages are activated at time 0. S 400
The other two parametessandp do not change, g 200
so the shape of user interest curves is reserved. ‘¢ Il
After the parameter adjusting, the user intere:2 U
curve is redefined as 0 20 40 60 80 100

) N _(lnzx_-zlt)z percentage of accumulated user interest

= X) = e [ . . . .
Y=o \2mox Figure 5. Distribution of accumulated user

This simpler definition of user interest curve is interest on the first day of birth
used in the rest of this paper. In order to discern temporal pages from
Let untemporal ones, two parameters should be

D(x) = fxw(t) gt determined: n and g. n is the integrating range, q is

0 the integral quantity and is also the grey area in

be the cumulative density function of logarithmid-igure 4. Given a web page p, it is temporal if the
normal distribution. Given the user interest curv@roportion of user interest accumulated during the
of page p,®(x) is the amount of user interestfirst n days of its lifetime is more than g (denoted

accumulated x days after its birth (see the grey arhthe inequalityd(n) > g), vice versa. focus.cn is a
in Figure 4). web site about real estate. It publishes both

temporal pages (such as those reporting price
fluctuation information) and untemporal ones
(such as those providing house decoration
suggestions). We annotate 3,040 web pages in the
web site of focus.cn manually, of which 2,337 are
labeled temporal, 703 are labeled untemporal.
After parameter adjusting, n is set to 3 and g is set
to 0.7 in order to achieve the best performance that
\ the maximized hit(the number of correct
‘1\ . . classification) is 2,829, miss(the number of
i L. ... 7| temporal pages which are classified as untemporal)
10 ‘ 60 Iis 141, false alarm(the number of untemporal
day pages which are classified as temporal) is 70. It

Figure 4. Accumulated user interest means that a web page will be classified as

. temporal if in the first three days after its birth, it
Atemporal \.Neb page accumulates most of its USELN accumulate more than 70% of the total user
interest during the first few days after its birth

interest it attracts during its whole lifetime.
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After the classification, 135,939 web pages are Score(s) = a X Score; (s) + B X Score,(s)
labeled temporal and the other 839,212 pages aiMeb sites are ranked according to the final score in

labeled untemporal. descending order. Search engines can pick the web
o _ sites ranked at high positions in the list as seeds for
4.3 Identifying Temporal Web Sites instant crawlers. They can pick as many seeds as

A web site has many pages. There are hardly aﬂgﬁir i_nstant crawler is Capable to monitO.r. |n_0ur

web sites that publish temporal pages ofXxperiment, we choose the top 100_Web sites in the
untemporal pages exclusively. Instead, an actugdnked list as temporal sites. Since there are
web site usually contains both temporal pages add5,939 temporal pages and 839,212 untemporal
untemporal ones. For example, a web site abo@fes in the data set, precision is defined as the
automobiles publishes temporal pages reportirfgjoportion of temporal pages of the top 100 web

that a new style of cars appears on the market, apiées in all pages of those sites, and recall is
it also publishes untemporal pages about how fi¢fined as the proportion of temporal pages of the

take good care of cars. In order to classify welPP 100 web sites in all temporal ones in the data
sites with mixed types of pages, we preserﬂet. The ranked list is evaluated with the traditional

definitions of temporal web sites. IR evaluation criterion: F-Measure [Baeza-Yates

From web sites administrators’ view, a web site i8nd Ribeiro-Neto, 1999], which is calculated as
temporal if most of its pages are temporal. So if the 2Precision X Recall
proportion of temporal pages of a web site in all its F—Measure = ol

pages is large enough, the web site will bg,ameterq and p are adjusted to improve
classified as temporal. According to this definition:_\1aasure. When the ratio ofandp is 3:2, the

the type of a web site can be controlled by ity,yimized F-Measure is achieved at 0.615, where
administrator. If he/she wants to make the web SitRare are 70110 temporal pages and 21,886

temporal, he/she can publish more temporal pagg iemporal ones in the top 100 web sites in the
But how are these pages received by web usersg 4 jist.

Even most pages in a web site are temporal, i

users pay little attention to them and are attractefls Evaluation of the Temporal Web Site List
mainly by untemporal ones, this web site cannot
classified as temporal. So a temporal web si
should also be defined from web users’ view.
From web users’ view, a web site is temporal
most of its page views are received from temporé‘i
pages. Given a web site which contains bot
temporal pages and untemporal ones, if users
more interested in its temporal pages, the site
more likely to be classified as temporal.

uman annotated results are always considered
optimal in general experiment result evaluation in
i'\cnformation retrieval. However, in our task, human
nnotator cannot make a perfect seed list for
stant crawlers, because it is very difficult to
cide whether a web site containing appropriate
amount of temporal pages and untemporal ones. In
contrast, the method we propose make decision

Both of the two definitions above make sense. Sol¥pt only by the proportion of temporal pages in a

web site has two scores about how temporal it & e,_bu(tj %ISO tc)ly ho;/\r/] well eacth I;'nd of pages terl]re
based on the two definitions. The two scores af§C€'VEC based on the amount of page views they
calculated in the following formulas get. So the seed list generated from user behavior

) data can outperform that generated by humans.
the number of temporal pages in s

Score, (s) = : Sohu Inc. has a manually generated list containing
the number of total pages in s 100 seed web sites for its instant crawler. This list
Score,(s) is evaluated with the method above. The 100 web

_ Zipcempora agesins the number o page views oftp - 055, (1% 15 SO DS BMERE RN o
ZLpepages in s the number of page views of p automatic generated seed list for instant crawlers
wheres is a web site. Scorés the proportion of using our method is compared with that of
temporal web pages in all pages from the web sitganually generated list as the base line. The result
Scorg is the proportion of page views receiveds shown in Table 1.
from temporal web pages in all page views to theompared with the base line, the top 100 web sites
site. Then the two scores are combined withh our seed list contain 18.6% more temporal pages
different weights into the final score for the welthan those in the manually generated list. The total
site. burden of the instant crawler is also reduced by
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15.0% since it downloads 16,241 less pages. through users rapidly. These kinds of news become

Base linc | Our metho obsolescent to users quickly, usually only a few

Temporal Page | 59,11 70,11( minutes or hours after they are published. So web

Total Page 10,237 | 91,99¢ pages reporting such news are ephemeral and they
Precisiol 54.6% 76.2% can draw users’ attention only in a short period
Recal 43.5% 51.6% after their birth. In contrast, it takes much more
F-Measur: 0.48¢ 0.61¢ time for users to know other kinds of news. For
Table 1. Evaluation of the two seed list for example, a web page reporting a volcano eruption
instant crawlers far away from users may not be so attractive and

has to spend much more time to accumulate the
specific proportion of user interest. So maybe it is
necessary to give different thresholds for different
5.1 Advantages of using user interest curves 'I[)rﬁpgjroefxr;)ee\?/ii'qent we choose values of n and p in
There are three advantages of using user interegtler to get the maximized hit (see Section 5).
curves instead of raw page-view data. First, theome web crawlers may have abundant network
number of page views is determined by the amoupandwidth and want lower miss. Other crawlers
of user interest a page receives, but they do nghose network bandwidth is very limited are
strictly equal. Page view data is affected by manyntolerant with false alarm. So the result of

random factors, such as whether it is weekday @mporal page classification can be evaluated by
weekend. These random factors are called “noisghear combination with different weights

in general. Such noise can influence the number pgrformance = A hit - BX miss - CX false
page views, but it is not the determinant factor. Thglarm
number of page views is centered on the amount ghjues of A, B and C can be determined according
user interest and fluctuate around it, because pag@fthe capacity of s crawlers.
view data is a combination of user interest and th&hether a web site is temporal is determined by
noise. User interest curves are less bothered e proportion of its temporal pages and the
such noise since the noise is effectively eliminategroportion of its page views received from
after data fitting. Second, although the observingemporal pages. The two proportions are combined
window is two months wide, which is wide enoughyith different weightsa and p in order to get
to cover lifetime of most temporal web pagesmaximized F-Measure (see Section 6). However,
there are still many temporal ones whose lifetimgy some extent, the measure of page-view
is across the observi_ng window boundarigs. S.U('ﬂ}oportion is misleading, because a hot event
fragmented page view records will bring inwhich receives a great deal of user attention is
mistakes in identifying temporal web pages. But ifisually reported by several news agencies. It is of
most part of the lifetime of a web page lies in th@ttle value to download redundant reports from
obser_vlng window, the data fitting process is ablgifferent web sites although they get many page
to estimate the absent page-view data and make yWpws. Page-view data discriminates against pages
the missing part of user interest curve of its wholgeporting events which receive little attention.
lifetime. So the effects brought by_ cross-boqndarmost of these pages cannot be replaced by others
web pages can be reduced. Third, user interggécause they are usually the only page reporting
curve is continuous and can be integrated to shaich events. Whether these pages can be correctly
the accumulated user interest to the page inratrieved influence user experience greatly. Users
period of time. often judge a search engine by whether the pages
i ) receiving low attention can be recalled. So the
5.2 Effects of using different parameter values temporal page proportion should be assigned with
In our experiment, we used a single threshold additional weight to avoid such bias.
and g (see Section 5) and a page is classified as a
temporal one if the user interest it accumulate8 Conclusion and Future Work
during n days after its birth is greater than q. But ) ] ] o )
web users receive different types of news athe web is growing rapidly. It is impossible to
different speed. We notice that financialdownload all new pages. Web crawlers have to

entertainment, political and military news getdnake a decision about which pages should be
downloaded with high priority. Previous

5 Discussion
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researchers made decisions according to pabevanshu Dhyani, Wee Keong NG, and Sourav S.
quality and suggested downloading pages of high Bhowmick. 2002. A Survey of Web Metrics. ACM
quality first. They ignored the fact that temporal Computing Surveys, Volume 34, Issue 4, Pages 469
pages should be downloaded first. Otherwise, they — 503.

will become outdated soon. It is better to downloadames Pitkow and Peter Pirolli. 199ife, Death, and
these temporal pages immediately in the Lawfulness on the Electronic FrontieProceedings
perspective of freshness requirement. of the SIGCHI conference on Human factors in
Only a few web sites collectively publish a large computing systems, Pages 383—-390, 1997.
proportion of temporal pages. In this paper, afunghoo Cho , Hector Garcia-Molina and Lawrence
algorithm is introduced to score each web site Page. 1998.Efficient Crawling Through URL
about how temporal it is based on page-view data Ordering Computer Networks, Volume 30, Number
which records user behavior. Web sites scored high 1, Pages 161-172(12).

are judged as temporal. An instant crawler cafunghoo Cho and Hector Garcia-Molina. 200the
focus on temporal sites only. It can download more evolution of the web and implications for an
temporal pages and less untemporal ones in orderincremental crawler In Proc. 26th VLDB, Pages
to improve its efficiency. 200-209.

Temporal web site identification can be done idunghoo Cho and Hector Garcia-Molina. 20B8ective
finer granularity. There are several possible Page Refresh Policies for Web CrawleraCM
directions. Firstly, many web site administrators Transactions on Database Systems, Volume 28 ,
prefer distributing temporal web pages and Issue 4, Pages 390 — 426.

untemporal ones in different folder. For exampleMichael Mitzenmacher. 2004A Brief History of
pages stored under “/news/” are more likely to be Lognormal and Power Law Distributions
temporal. Secondly, dynamic URLs (URLs that Proceedings of the 39th Annual Allerton Conference
contain the character “?” and pairs of parameter on Communication, Control, and Computing.

and value) generated from the same web page