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Abstract

In this work, we introduce a Deep Learning
architecture for pharmaceutical and chemical
Named Entity Recognition in Spanish clini-
cal cases texts. We propose a hybrid model
approach based on two Bidirectional Long
Short-Term Memory (Bi-LSTM) network and
Conditional Random Field (CRF) network us-
ing character, word, concept and sense em-
beddings to deal with the extraction of se-
mantic, syntactic and morphological features.
The approach was evaluated on the Pharma-
CoNER Corpus obtaining an F-measure of
85.24% for subtask 1 and 49.36% for sub-
task2. These results prove that deep learning
methods with specific domain embedding rep-
resentations can outperform the state-of-the-
art approaches.

1 Introduction

Currently, the number of biomedical literature is
growing at an exponential rate. Therefore, the ef-
ficient access to information on biological, chemi-
cal, and biomedical data described in scientific ar-
ticles, patents, or e-health reports is a growing in-
terest in biomedical research, industrial medicine
manufacturing, and so forth. In this context, im-
proved access to chemical and drug name men-
tions in biomedical texts is a crucial step down-
stream tasks such as drug and protein interac-
tions, chemical compounds, adverse drug reac-
tions, among others.

Named Entity Recognition (NER) is one of the
fundamental tasks of biomedical text mining, in-
tending to automatically extract and identify men-
tions of entities of interest in running text, typi-
cally through their mention offsets or by classify-
ing individual tokens whether they belong to entity
mentions or not. There are different approaches
to address the NER task. Dictionary-based meth-
ods, which are limited by the size of the dictio-

nary, spelling errors, the use of synonyms, and the
constant growth of vocabulary. Rule-based meth-
ods and Machine Learning methods usually re-
quire both syntactic and semantic features as well
as specific language and domain features. One of
the most effective methods is Conditional Random
Fields (CRF) (Lafferty et al., 2001) since CRF is
one of the most reliable sequence labeling meth-
ods. Recently, deep learning-based methods have
also demonstrated state-of-the-art performance for
English (Hemati and Mehler, 2019; Pérez-Pérez
et al., 2017; Suárez-Paniagua et al., 2019) texts
by automatically learning relevant patterns from
corpora, which allows language and domain inde-
pendence. However, until now, to the best of our
knowledge, there is only one work that addresses
the generation of Spanish biomedical word em-
beddings (Armengol-Estapé Jordi, 2019; Soares
et al., 2019).

In this paper, we propose a hybrid model com-
bining two Bi-LSTM layers with a CRF layer.
To do this, we adapt the NeuroNER model pro-
posed in (Dernoncourt et al., 2017) for track 1
(NER offset and entity classification) of the Phar-
maCoNER task (Gonzalez-Agirre et al., 2019).
Specifically, we have extended NeuroNER by
adding context information, Part-of-Speech (PoS)
tags, and information about overlapping or nested
entities. Moreover, in this work, we use exist-
ing pre-trained as well as our trained word em-
bedding models: i) a word2vec/FastText Span-
ish Billion Word Embeddings models (Cardellino,
2016), which were trained on the 2014 dump of
Wikipedia ii) our medical word embeddings for
Spanish trained using the FastText model and iii)
a sense-disambiguation embedding model (Trask
et al., 2015). For track 2 (concept indexing) based
on the output of the previous step, we use full-
text search and fuzzy matching on the SNOMED-
CT Spanish Edition dictionary to obtain the corre-
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sponding index.
Experiment results on PharmarCoNER tasks

showed that our features representation improved
each of separate representations, implying that
LSTM-based compositions play different roles
in capturing token-level features for NER tasks,
thus making improvements in their combination.
Moreover, the use of specific domain word vec-
tor representations (word embeddings) outperform
general domain word vector and concept vector
representations (concept embeddings).

2 Materials and Methods

In this section, we first describe the corpora, the
training procedure and the word, concept, and
sense embedding models used in our study. Then,
we describe our system architecture for offset and
entity classification.

2.1 Corpora

The corpus was gathered from Spanish biomed-
ical texts from different multilingual biomedical
sources:

1. The Spanish Bibliographical In-
dex in Health Sciences (IBECS -
http://ibecs.isciii.es) cor-
pus that collects scientific journals covering
multiple fields in health sciences,

2. Scientific Electronic Library Online (Sci-
ELO - https://scielo.org/es/) cor-
pus gathers electronic publications of com-
plete full-text articles from scientific journals
of Latin America, South Africa, and Spain,

3. MedlineNLM corpus obtained from the
PubMed free search engine (https://
www.ncbi.nlm.nih.gov/pubmed/),

4. The MedlinePlus corpus (an online infor-
mation service provided by the U.S. Na-
tional Library of Medicine - https://
medlineplus.gov/), consists of Health
topics, Drugs and supplements, Medical En-
cyclopedia and Laboratory test information,
and

5. The UFAL corpus (https://ufal.mff.
cuni.cz/ufal_medical_corpus) is
a collection of parallel corpora of medical
and general domain texts.

Source corpus details are described in Table 1.
All the corpora are in XML (Dublin core for-

mat) and TXT format files. XML files were pro-
cessed for extract only raw text from specific XML
tags such as ”title” and ”description” from Spanish
labels, based on the Dublin Core format as shown
in Figure 1. TXT files were not processed. Raw
texts from all files were compiled in a single TXT
file. Texts were processed, setting all to lower,
removing punctuations, trailing spaces and stop
words and used as input to generate our word em-
beddings. Sentences pre-processing (split and tok-
enized) were made using Spacy 1, an open-source
python library for advanced multi-language natu-
ral language processing.

2.2 Transfer Learning

Transfer learning aims to perform a task on a
dataset using knowledge learned from a pre-
vious dataset (Giorgi and Bader, 2018). As
shown in many works, such as speech recogni-
tion (Wang and Zheng, 2015), sentence classifica-
tion (Mou et al., 2016) and Named Entity Recog-
nition (Giorgi and Bader, 2018), transfer learn-
ing improves generalization of the model, reduces
training times on the target dataset, and reduces
the amount of labeled data needed to obtain high
performance. In this work we used an existing
generic word embedding (Word2Vec embedding
trained on Spanish Wikipedia), a trained medical
embedding model, and a medical/generic sense-
disambiguation embedding.

Word embedding is an approach to represent
words as vectors of real numbers. Word embed-
ding models have gained much popularity among
the NLP community because they are able to cap-
ture syntactic and semantic information among
words. In this work, we used the Spanish Bil-
lion Words Corpora (SBWC) (Cardellino, 2016)
(W2V-SBWC), which is a pre-trained model of
word embeddings trained on different general do-
main text corpora written in Spanish (such Ancora
Corpus (Martı́ et al., 2007) and Wikipedia) using
the word2vec (Mikolov et al., 2013) implementa-
tion. The FastText-SBWC pre-trained word em-
beddings model was trained on the SBWC using
the FastText implementation.

Furthermore, we used the sense2vec (Trask
et al., 2015) model, which provides multiple dense
vector representations for each word based on the

1https://spacy.io/

http://ibecs.isciii.es
https://scielo.org/es/
https://www.ncbi.nlm.nih.gov/pubmed/
https://www.ncbi.nlm.nih.gov/pubmed/
https://medlineplus.gov/
https://medlineplus.gov/
https://ufal.mff.cuni.cz/ufal_medical_corpus
https://ufal.mff.cuni.cz/ufal_medical_corpus
https://spacy.io/
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Collection\Corpus IBECS SciELO MedlineNLM MedlinePlus UFAL
Documents 168,198 161,710 330,928 1,063 265,410
Words 23,648,768 26,169,655 4,710,191 217,515 41,604,517
Unique Words 184,936 159,997 20,942 5,099 198,424

Table 1: Biomedical Spanish corpus details.

Figure 1: Dublin core format for biomedical corpus.

sense of the word. This model is able to analyze
the context of a word based on the lexical and
grammatical properties of words and then assigns
its more adequate vector. We used the Reddit Vec-
tor, a pre-trained model of sense-disambiguation
representation vectors presented by (Trask et al.,
2015). This model was trained on a collection
of general domain comments published on Reddit
(corresponding to the year 2015) written in Span-
ish and English.

2.3 Medical word and concept embeddings

We used the FastText (Bojanowski et al., 2016)
implementation to train our word embeddings us-
ing the Spanish Biomedical Corpora (SBC) de-
scribed in section 2.1 (FastText-SBC). Moreover,
we trained a concept embedding model replac-
ing biomedical concepts in the SBC with their
unique SNOMED-CT Spanish Edition identifier
(SNOMED-SBC). We used the PyMedTermino li-
brary (Lamy et al., 2015) for concept indexing. A
full-text search with the Levenshtein distance al-
gorithm (Miller et al., 2009) was applied in a first
instance for concept indexing and fuzzy search
with threshold using FuzzyDict implementation
(Hemati and Mehler, 2019) as a second approach
for concepts not found by partial matching. The
FastText model uses a combination of various sub-
components to produce high-quality embeddings.
It uses a standard CBOW or skip-gram models,
with position-dependent weighting, phrase repre-
sentations, and sub-word information in a com-
bined manner. The training parameters for each
model are shown in Table 2. Our pre-trained mod-

els can be found in Github 2 with the corpora
sources, text preprocessing, and training informa-
tion.

2.4 System Description
Our approach is based on a deep learning network
with a preprocess step, learning transfer, two re-
current neural network layers and the last layer for
CRF (see Figure 2) as proposed in (Dernoncourt
et al., 2017). The input for the first Bi-LSTM layer
are character embeddings. In the second layer, we
concatenate character embeddings from the first
layer with word, concept, and sense-disambiguate
embeddings for the second Bi-LSTM layer. Fi-
nally, the last CRF layer obtains the most suitable
labels for each token using a tag encoding format.
For more details about NeuroNER, please refer to
(Dernoncourt et al., 2017).

Our contribution consists of extending the Neu-
roNER system with additional features. In partic-
ular, Sense embeddigs ( obtained using POS tags),
concept embeddings (obtained using semantic fea-
tures) and the extended BMEWO-V encoding for-
mat has been added to the network and were as a
pre-preprocessing a step.

POS tags are concatenated to token in order
to create dense vector representations containing
word/POS information (sense embeddings) and
include this in the token embedding layer of the
network. Furthermore, concept features are dense
vector representations generated replacing con-
cepts with their unique SNOMED concept identi-

2https://github.com/rmriveraz/
PharmaCoNER

https://github.com/rmriveraz/PharmaCoNER
https://github.com/rmriveraz/PharmaCoNER
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Parameter\Model FastText-SBC SNOMED-
SBC

Number of negatives sampled 20 20
Sampling threshold 6e-5 6e-5
Minimum number of word occurrences 10 10
Minimum length of character n-gram 3 3
Maximum length of character n-gram 6 6
Size of word vectors 300 300
Epochs 10 10
Processor 4 Intel Xeon

2.00 Ghz, 8
Cores, 16 Logi-
cal Processors

4 Intel Xeon
2.00 Ghz, 8
Cores, 16 Logi-
cal Processors

RAM 32 Gb 32 Gb
Corpus Size 1Gb 1Gb
Training Time 4 hours 8 hours

Table 2: Training parameters for embeddings models built in this work.

Figure 2: The architecture of the hybrid Bi-LSTM CRF model for drug and chemical compounds identifications.
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fiers (concept embeddings) and include this in the
token embedding layer of the network.

The BMEWO-V encoding format distinguishes
the B tag for entity start, the M tag for entity con-
tinuity, the E tag for entity end, the W tag for a
single entity, and the O tag for other tokens that do
not belong to any entity. The V tag allows us to
represent nested entities. BMEWO-V is similar
to other previous encoding formarts (Borthwick
et al., 1998); however, it allows the representation
of nested and discontinuous entities. As a result,
we obtain our sentences annotated in the CoNLL-
2003 format (Tjong Kim Sang and De Meulder,
2003). An example of the BMEWO-V encoding
format applied to the sentence ”calcio iónico cor-
regido 1,16 mmol/l y magnesio 1,9 mg/dl.” (”ionic
calcium corrected 1.16 mmol / l and magnesium
1.9 mg / dl.”) can be seen in Figure 3 and Table 3.

2.4.1 First Bi-LSTM layer using character
embeddings

Word embedding models are able to capture syn-
tactic and semantic information. However, other
linguistic information such as morphological in-
formation, orthographic transcription, or part-of-
speech (POS) tags are not exploited. According
to (Ling et al., 2015), the use of character embed-
dings improves learning for specific domains and
is useful for morphologically rich languages. For
this reason, we decided to include the character-
level representations to obtain morphological and
orthographic information from words. Each word
is decomposed into its character n-grams and ini-
tialized with a random dense vector which is then
learned. We used a 25- feature vector to represent
each character. In this way, tokens in sentences are
represented by their corresponding character em-
beddings, which are the input for our Bi-LSTM
network.

2.4.2 Second Bi-LSTM layer using word and
Sense embeddings

The input for the second Bi-LSTM layer is the
concatenation of character embeddings from the
first layer with the pre-trained word or concept em-
beddings and sense-disambiguation embeddings
(described in sections 2.2 and 2.3) of the tokens
in a given input sentence. The second layer goal is
to obtain a sequence of probabilities for each tag
in the BMEWO-V encoding format. In this way,
for each input token, this layer returns six proba-
bilities (one for each tag in BMEWO-V). The final

tag should be with the highest probability for each
token.

2.5 Last layer based on Conditional Random
Fields (CRF)

To improve the accuracy of predictions, a Condi-
tional Random Field (CRF) (Lafferty et al., 2001)
model is trained, which takes as input the label
probability for each independent token from the
previous layer and obtains the most probable se-
quence of predicted labels based on the corre-
lations between labels and their context. Han-
dling independent labels for each word shows
sequence limitations. For example, consider-
ing the drug sequence labeling problem an ”I-
NORMALIZABLES” tag cannot be found before
a ”B- NORMALIZABLES” tag or a ”B- NOR-
MALIZABLES” tag cannot be found after an ”I-
NORMALIZABLES” tag. Finally, once tokens
have been annotated with their corresponding la-
bels in the BMEWO-V encoding format, the entity
mentions must be transformed into the BRAT for-
mat. V tags, which identify nested or overlapping
entities, are generated as new annotations within
the scope of other mentions.

3 Evaluation

As it was described above, our system is based
on a deep network with two Bi-LSTM layers and
the last layer for CRF. We evaluate our NER sys-
tem using the train, validation, and test datasets
(SPACCC) provided by the PharmaCoNER task
organizers (Gonzalez-Agirre et al., 2019). De-
tailed information for each datasets can be seen
in Table 4. The PharmacoNER dataset is a manu-
ally annotated corpus of 1,000 clinical cases writ-
ten in Spanish and annotated with mentions of
chemical compounds, drugs, genes, and proteins.
The dataset consists of Normalizables (4,398), No
Normalizables (50), Proteins (3,009), and Unclear
(167) labels. Further details can be found in
(Gonzalez-Agirre et al., 2019).

The PharmaCoNER task considers two sub-
tasks. Track 1 consider offset recognition and en-
tity classification of pharmacological substances,
compounds, and proteins. Track 2 considers con-
cept indexing where for each entity, the list of
unique SNOMED concept identifiers must be gen-
erated. Scope level F-measure is used as the
main metric where true positives are entities which
match with the gold standard clue words and scope
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Figure 3: BRAT annotation example from PharmaCoNER corpus sentence.

token
start
offset

end
offset tag tag

calcio 0 6 V-NORMALIZABLES W-NORMALIZABLES
iónico 8 14 V-NORMALIZABLES O
corregido 16 25 V-NORMALIZABLES O
1,16 27 31 O O
mmol/l 33 39 O O
y 41 42 O O
magnesio 43 51 V-NORMALIZABLES O
1,9 52 55 O O
mg/dl 57 62 O O
. 63 64 O O

Table 3: Tokens annotated with BMEWO-V encoding in the ConLL-2003 format.

Dataset Subset Documents Sentences Entities

PharmaCoNER
Train 500 8036 3822
Valid 250 3759 1926
Test 3751 62000

Table 4: PharmaCoNER subsets details.

boundaries assigned to the clue word. A detailed
description of evaluation can be found in the Phar-
maCoNER web 3.

3.1 Track 1 - Offset detection and Entity
Classification

The NER task is addressed as a sequence labeling
task. For track 1 we tested different configurations
with various pre-trained embeddings models. The
embedding models and their parameters are sum-
marized in Table 5. Table 6 describes our different
experiments configurations.

In Table 8, we compare the different pre-trained
models in Spanish on the validation dataset. As
shown in Table 8 specific domain word embed-
dings outperform general domain models by al-
most 5 points. For the test dataset, we applied our
best system configuration FastText-SBC + Reddit
(see Table 8) obtaining an f-score of 85.24% for
offset detection and entity classification. Further-
more, Table 7 shows the classification results ob-

3http://temu.bsc.es/pharmaconer/index.
php/evaluations

tained by our best system configuration for track 1
with a micro average of 88.10% for valid dataset.

Moreover, we compared our best system config-
uration (FastText-SBC + Reddit) with the baseline
system (NeuroNER without POS and BMEWO-V
format encoding) using the same pre-trained mod-
els and configuration. Table 9 shows that our ex-
tended system outperforms the baseline system,
which has proven that POS and BMEWO-V for-
mat to be an additional source of information that
can be leveraged by neural networks and keep our
model domain agnostic. Furthermore, the use of
specific domain word embeddings highly improve
performance as shown in Table 8.

3.2 Track 2 - Concept Indexing

For track 2, we applied the same approach de-
scribed for SNOMED-SBC model training in sec-
tion 2.3 for entities obtained in the previous task.
We used the PyMedTermino library employing a
two-stage search using full-text search and fuzzy
search for concepts not found by partial matching.
Table 10 shows our result for valid and test dataset

http://temu.bsc.es/pharmaconer/index.php/evaluations
http://temu.bsc.es/pharmaconer/index.php/evaluations
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Detail W2V-
SBWC

FastText-
SBWC

FastText-
SBC

SNOMED-
SBC

Reddit

Type Word Word Word Concept Sense
Corpus size 1.5 billion 1.5 billion 6 trillion 6 trillion 2 billion
Vocab size 1 million 1 million 2 million 2 million 1 million
Array size 300 300 300 300 128
Algorithm Word2Vec

Skip-gram
BOW

FastText
Skip-gram
BOW

FastText
Skip-gram
BOW

FastText
Skip-gram
BOW

Sense2Vec

Table 5: Embedding models details.

Parameter Run 1 Run 2 Run 3 Run 4
Sense-disambiguation
embedding dimension

128 128 128 128

Pre-trained word embed-
dings

FastText-
SBC +
Reddit

W2V-
SBWC +
Reddit

FastText-
SBWC +
Reddit

SNOMED-
SBC +
Reddit

Word embeddings dimen-
sion

300 300 300 300

Character embedding di-
mension

50 50 50 50

Hidden layers dimension
(for each LSTM)

100 100 100 100

Learning method SGD SGD SGD SGD
Dropout rate 0.5 0.5 0.5 0.5
Learning rate 0.005 0.005 0.005 0.005
Epochs 100 100 100 100

Table 6: System hyperparameters for each run.

Entity Precision (%) Recall (%) F-score (%)
Normalizables 92.38 86.41 89.29
No Normalizables 0.00 0.00 0.00
Proteins 93.29 85.35 89.14
Unclear 87.80 70.59 78.26
Micro-average 91.75 84.74 88.10

Table 7: Results for valid dataset entities.

Experiment Embedding Model Precision (%) Recall (%) F-score (%)
Run 4 SNOMED-SBC + Reddit 83.52 74.97 79.02
Run 2 W2V-SBWC + Reddit 83.85 75.75 79.60
Run 3 FastText-SBWC + Reddit 84.70 77.31 80.84
Run 1 FastText-SBC + Reddit 89.13 82.61 85.75

Table 8: Embeddings model results for track 1 on valid dataset.

for track 2.

Our results for track 2 are low due to a large
number of misspellings that exceed the similarity
threshold such as ”diacepam” (”diazepam”), drug

names where the identifier corresponds to the ac-
tive substance as ”durogesic” (”Duragesic”) active
ingredient ”fentanyl” (”fentanyl”), identifiers not
existing in SNOMED CT, such as CHEBI:135810
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System Precision (%) Recall (%) F-score (%)
NeuroNER 86.38 82.07 84.16
Extended NeuroNER 89.13 82.61 85.75

Table 9: Baseline comparison for track 1 on valid dataset.

and 373757009 and false positives, such as dis-
eases identified as NORMALIZABLE entities and
PROTEIN tokens not annotated in the corpus.

4 Conclusions

In this work, we propose a system for the detec-
tion of chemical compounds, drugs, genes, and
proteins in clinical narrative written in Spanish.
We address the named entity recognition task as a
sequence labeling task. Our hybrid model based
on machine and deep learning approaches only
use dense vector representations features instead
of hand-crafted word-based features. We proved
that as in other tasks such as NER, the use of dense
representation of words such as word-level em-
beddings, character-level embeddings, and sense
embeddings are helpful for named entity recogni-
tion. The hybrid system achieves satisfactory per-
formance with F-score over 85%. The extension
of NeuroNER network is domain-independent and
could be used in other fields, although generic
prebuilt word embeddings are used, new medical
Spanish word and concept embeddings have been
generated for this work.

As future work, we plan to enhance the
SNOMED-CT concept embeddings and analyze
why its performance is lower than the medi-
cal word embeddings. We plan to test whether
other supervised classifiers such as Markov Ran-
dom Fields, Optimum-Path-Forest, or CRF as
RNN would obtain more benefit from dense vec-
tor representation. That is to say, we would
use the same continuous representations with the
after-mentioned classifiers. Apart from that, we
could train word embeddings obtained from mul-
tiple multilingual biomedical corpus to obtain
multilingual word representations and test other
word representation algorithms such as concept
embeddings using UMLS or other biomedical
unique concept identifier dictionary. The mo-
tivation would be to see whether word embed-
dings generated with multilingual biomedical do-
main texts can help to improve the results and pro-
vide a deep learning model language and domain-
independent.
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