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Abstract

This paper presents the winning solution of the
Fragment Level Classification (FLC) task in
the Fine Grained Propaganda Detection com-
petition at the NLP4IF’19 workshop. The goal
of the FLC task is to detect and classify tex-
tual segments that correspond to one of the 18
given propaganda techniques in a news arti-
cles dataset. The main idea of our solution is
to perform word-level classification using fine-
tuned BERT, a popular pre-trained language
model. Besides presenting the model and its
evaluation results, we also investigate the at-
tention heads in the model, which provide in-
sights into what the model learns, as well as
aspects for potential improvements.1

1 Introduction

Propaganda is a type of informative communica-
tion with the goal of serving the interest of the
information giver (i.e., the propagandist), and not
necessarily the recipient (Jowett and O’donnell,
2018). Recently, Da San Martino et al. compiled a
new dataset for training machine learning models,
containing labeled instances of several common
types of propaganda techniques. Through such
fine-grained labels, the authors aim to alleviate the
issue of noise arising from classifying at a coarse
level, e.g., the whole article, as attempted in previ-
ous works on propaganda classification (Barrón-
Cedeño et al., 2019; Rashkin et al., 2017). Us-
ing this dataset, the Fragment Level Classifica-
tion (FLC) task of the Fine-Grained Propaganda
Detection Challenge in NLP4IF’19 requires de-
tecting and classifying textual fragments that cor-
respond to at least one of the 18 given propa-
ganda techniques (Da San Martino et al., 2019a).
For instance, given the sentence “Manchin says

1Code for reproducing the results can be found
at https://github.com/shehel/BERT_
propaganda_detection

Democrats acted like babies ...”, the ground truth
of FLC includes the detected propaganda tech-
nique for the fragment “babies”, i.e., name-calling
and labeling, as well as the start and end positions
in the given text, i.e., from the 34th to the 39th
characters in the sentence.

This paper describes the solution by the team
“newspeak”, which achieved the highest evalu-
ation scores on both the development and test
datasets of the FLC task. Our solution uti-
lizes BERT (Devlin et al., 2018), a Transformer
(Vaswani et al., 2017) based language model rely-
ing on multiheaded attention, and fine-tunes it for
the purpose of the FLC task. One benefit of us-
ing the transformer architecture is that it leads to
a more explainable model, especially with the fine
grained information available through the dataset.
We take a step in this direction by exploring the
internals of the fine-tuned BERT model. To do
so, we adapt the methods used in (Clark et al.,
2019) and (Michel et al., 2019). In particular,
we explore the average attention head distribu-
tion entropy, head importance, impact of mask-
ing out layers, and study the attention maps. The
results reveal that the attention heads capture in-
terpretable patterns, similar to ones observed in
(Clark et al., 2019).

The rest of the paper is organized as follows.
Section 2 presents our solution and elaborates on
the architecture, training considerations and im-
plementation details. Section 3 provides the re-
sults and analysis. Section 4 concludes with future
directions.

2 Method

2.1 Solution Overview

We approach the problem by classifying each to-
ken in the input article into 20 token types, i.e.,
one for each of the 18 propaganda techniques,

https://github.com/shehel/BERT_propaganda_detection
https://github.com/shehel/BERT_propaganda_detection
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a “background” token type that signifies that the
corresponding token is not part of a propaganda
technique, and another “auxiliary” type to han-
dle WordPiece tokenization (Devlin et al., 2018).
For example, the word “Federalist” is converted to
“Federal” and “ist” tokens after tokenization, and
the latter would be assigned the auxiliary token
type. Since the labels provided in the dataset are
at character level, before training our classifier, we
first perform a pre-processing step that converts
these character level labels to token level, which
is later reversed during post-processing to obtain
the outputs at the character level. This is done by
keeping track of character indices of every word in
the sentence.

The token classifier is obtained by fine-tuning
a pre-trained BERT model with the input dataset
and the token-level labels from the pre-processing
step. Specifically, we add a linear classification
head to the last layer of BERT for token classifi-
cation. To limit training costs, we split articles by
sentence and process each sentence independently
in the subsequent token classifier. The classifica-
tion results are combined in the post-processing
step to obtain the final predictions, as mentioned
earlier.

Figure 1: Architecture of our solution

2.2 Modeling
During the competition, we mainly explored three
model architectures. The first is a simple scheme
of fine-tuning a pre-trained BERT language model
with a linear multilabel classification layer, as
shown in Figure 1. The second performs unsu-
pervised fine-tuning of the language model on the
1M news dataset (Corney et al., 2016) before su-
pervised training on the competition dataset. This
is motivated by the consideration of accounting for
domain shift factors, since the BERT base model

used in our solution was pretrained on BookCor-
pus and Wikipedia datasets (Devlin et al., 2018),
whereas the dataset in this competition are news
articles (Rietzler et al., 2019; Peters et al., 2019).
Finally, the third model uses a single language
model with 18 linear binary classification layers,
one for each class. This is mainly to overcome the
issue of overlapping labels, which is ignored in the
former two model designs. Our final submission
is based on the first architecture. Additionally, a
fine-tuned BERT model with default parameters,
i.e., the same setup described in the implementa-
tion section except for the learning rate schedule
and sampling strategy, is used as a baseline for
comparison in our experiments.

Preprocessing. Our solution performs token-
level classification, while the data labels are at the
character level. In our experiments, we observe
that the conversion from character-level to token-
level labels (for model fitting), as well as the re-
verse process (for prediction) incur a small perfor-
mance penalty due to information lost in the con-
version processes. Our final model in this compe-
tition does not consider overlapping labels, which
occurs when one token belongs to multiple pro-
paganda techniques simultaneously. Through ex-
periments, we found that due to the above issues,
the ground truth labels in the training data lead to
an imperfect F1 score of 0.89 on the same dataset.
This suggests that there is still much space for fur-
ther improvement.

Dealing with Class Imbalance. The dataset
provided in this competition is unbalanced with
respect to propaganda classes. Some classes, such
as “Strawmen”, only have a few tens of training
samples. To alleviate this problem, our solution
employs two oversampling strategies: (i) weight-
ing rarer classes with higher probability and (ii)
sample propaganda sentences with a higher proba-
bility (say, 50% higher) than non-propaganda sen-
tences. Such oversampling, however, also have
adverse effects such as loss of precision and over-
fitting. Hence, the sampling method in our final
submission strikes a balance through curriculum
learning (Bengio et al., 2009), whereby an over-
sampling strategy is used in the first half of the
training and sequential sampling is used in the sec-
ond half.

Implementation. We trained all models on
a machine with 4 Nvidia RTX 2080 Ti graphic
cards. Our implementation is based on the Py-
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Torch framework, using the pytorch-transformers
package.2 To accelerate training, all models were
trained in mixed precision.

Our best models are based on the uncased base
model of BERT which was found to work bet-
ter than cased model, containing 12 transformer
layers and 110 million parameters trained using
the following hyper-parameters: batch size 64, se-
quence length 210, weight decay 0.01, and early
stopping on F1 score on the validation set with pa-
tience value 7. Each model, including the final
submission, was trained for 20 epochs. We used
the Adam optimizer with a learning rate of 3e-5
and cosine annealing cycles with hard restarts and
warmup of 10% of the total steps.

During the event, participants had only access to
the training set labels which was split into a train-
ing set and a validation set with 30% of the articles
chosen randomly. Models for submitting to the de-
velopment set was chosen based on validation F1
scores, which in turn, informed the submissions
for the test set.

2.3 Attention Analysis

We first measure the general change in behavior of
the attention heads after finetuning on the dataset.
We do this by visualizing the average entropy of
each head’s attention distribution before and af-
ter finetuning on the dataset. Intuitively, this mea-
sures how focused the attention weights of each of
the heads are.

Next, we calculate head importance using

Ih = Ex∼X

∣∣∣∣∂L(x)∂ξh

∣∣∣∣ , (1)

where ξh is a binary mask applied to the multihead
attention function to nullify it. X is the data distri-
bution and L(x) is the loss on sample x. If Ih has
a large value, it can be interpreted as an important
head since changing it could also have a greater
impact on the performance of the model. We use
these scores to determine heads to visualize.

3 Results

The model that performed the best empirically was
the BERT language model with a simple classi-
fier, with parameter tuning, masked logits, cycli-
cal learning rates and a sampling strategy. Ta-
ble 1 shows the scores on the development set of

2https://github.com/huggingface/
pytorch-transformers

Model F1 Precision Recall
BERT-baseline 0.2214 0.252 0.1972

BERT-18 Binary 0.2273 0.2603 0.2017
BERT-1M News 0.2078 0.2671 0.17

BERT-submission 0.242 0.289 0.208

Table 1: Evaluation results on official development set

Technique Dev F1 Test F1
Appeal-Authority 0 0

Appeal-Fear 0.3268 0.209
Bandwagon 0 0

Black-White-Fallacy 0 0.09
Casual-Oversimplification 0.05 0

Doubt 0.125 0.169
Exaggeration-Minimisation 0.276 0.159

Flag-Waving 0.409 0.438
Loaded-Language 0.4078 0.331

Namecalling-Labeling 0.2605 0.394
Obfuscation-Confusion 0 0

Red-Herring 0 0
Reductio-Hitlerum 0.206 0

Repetition 0.014 0.011
Slogans 0.153 0.1305

Strawmen 0 0
Thought-Cliches 0 0
Whataboutism 0.16 0

Table 2: Classwise F1 scores for final submission

the models we tried including the baseline BERT
model. Retraining language model on 1M News
dataset failed to match the performance of the
original model. The model design with multiple
binary classification linear layers (which is capa-
ble of predicting multiple labels for a token) ob-
tained better results on some rarer classes; how-
ever, its performance on more common classes is
lower, leading to a lower overall F1 score. How-
ever, we cannot draw conclusions on these ap-
proaches as we hypothesize that this could be im-
proved by using a more optimal learning approach.

The model with the highest score based on
BERT with a single multilabel token classifica-
tion head was chosen as our submission to eval-
uate on the test set which yielded a test F1 score
of 0.2488, 0.286 precision and 0.22 recall (see ta-
ble 2 for class wise scores). This model won the
competition.

We improved on the strong performance of
baseline BERT model by firstly using an oversam-
pling strategy where sentences with propaganda
are weighted more, which in our final submission
was 50%. Such an approach works because the
number of sentences with no propaganda is much
higher than that of ones with propaganda. At-
tempts at fixing the imbalance among propaganda
techniques was found to be detrimental for the
purpose of this competition, because the evalua-
tion metric does not take into account this imbal-
ance. Although oversampling helped the model

https://github.com/huggingface/pytorch-transformers
https://github.com/huggingface/pytorch-transformers
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Layer 9 Head 8 Layer 11 Head 4 Layer 11 Head 4

Figure 2: Attention maps labeled by their layer and head number respectively. Green highlights propaganda
fragment and red highlights the behaviour. The darkness of the line corresponds to the strength of the weight.

learn, we found that this led to overfitting and the
model losing precision. Ablation studies showed
that following oversampling with sequential sam-
pling did indeed help improve the precision of the
system. Second, we used an appropriate cyclic
learning rate scheme to avoid poor local minima
(Smith, 2017) as explained in previous section.

Figure 3: Average entropy of the attention weights of
every attention head across layers

We examined attention heads from different
layers based on their importance score. Exclud-
ing the linguistic patterns reported in (Clark et al.,
2019), additional task specific patterns were ob-
served indicating the model’s ability to represent
complex relationships (See Fig 2). For example,
a number of heads appear to attend to adjectives
and adverbs that could be useful for several pro-
paganda techniques. Similarly, some heads pick
out certain “loaded” words which all words in the
sentence strongly attend to. However, it should be
noted that the roles of attention heads are not clear
cut, and further experimentation is required to fur-
ther study this issue.

Next, we calculated the average entropy of the
attention distribution of heads before and after
fine-tuning. Fig 3 shows the entropy after the 8th
layer increasing after fine-tuning while the earlier
layers remain almost unchanged. It also happens
that most of the high importance ranked heads are

clustered between layers 5 and 8. We tried mask-
ing out the last 4 layers and fine-tuning the model
giving an F1 score of 0.2 on the development set.
This leads us to believe that BERT is still under-
trained after fine-tuning as explored in (Liu et al.,
2019) and requires better training strategies and
hyperparameter selection schemes to fully utilize
it.

4 Conclusion and Future Work

This paper describe our winning solution in the
Fragment Level Classification (FLC) task of the
Fine-Grained Propaganda Detection Challenge in
NLP4IF’19. Our approach is based on the BERT
language model, which exhibits strong perfor-
mance out of the box. We explored several tech-
niques and architectures to improve on the base-
line, and performed attention analysis methods
to explore the model. Our work highlights the
difficulty of applying overparameterized models
which can easily lead to sub-optimal utilization as
shown in our analysis. The results confirm that
language models are clearly a step forward for
NLP in terms of linguistic modeling evident from
its strong performance in detecting complex pro-
paganda techniques.

Regarding future work, we plan to explore
further methods for parameter efficient modeling
which we hypothesize as being key for capturing
interpretable linguistic patterns and consequently
better representations. One related direction of re-
search is spanBERT (Joshi et al., 2019), which in-
cludes a pretraining phase consisting of predict-
ing spans instead of tokens which is inherently
more suited for the propaganda dataset. Further,
we plan to investigate methods and models that
are capable of capturing features across multiple
sentences, which are important for detecting some
propaganda classes such as repetition. Finally, we
also plan to look into visualizing and identifying
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additional patterns from the attention heads.
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