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Preface

This volume contains papers from the system demonstration session of the 27th International Conference
on Computational Linguistics (COLING 2018) held in Santa Fe, New Mexico, USA. The conference will
be held at the Santa Fe Community Convention Center from August 20th through 26th 2018, under the
auspices of the International Committee on Computational Linguistics (ICCL).

The demonstration session complements the conference’s presentation and poster sessions and is focused
on working software systems that are the tangible outcomes of research on computational linguistics.

As a result of a rigorous review process, we accepted 35 papers out of 53 submissions. The program
committee consisted of 36 members and one chair from both academia and industry. Each member
evaluated 3-5 papers, which amounted to at least two reviews per paper. The acceptance criteria
we followed during the selection process included the quality of work as well as the utility and
demonstrability potential of the presented systems. Consequently, most of the accepted systems are
user-interactive and feature rich graphical user interfaces.

First and foremost we would like to thank the program committee for their hard work and dedication
to help make this event a success. Our special thanks also go to the people who made COLING
2018 and this volume possible. We thank General Chair, Dr. Pierre Isabelle (Principal Scientist of
NCR), Program Chairs, Prof. Emily M. Bender (University of Washington) and Prof. Leon Derczynski
(University of Sheffield), Local Arrangements Chair, Prof. Sergei Nirenburg (Rensselaer Polytechnic
Institute), Proceedings Chairs, Prof. Xiaodan Zhu (Queen’s University) and Prof. Zhiyuan Liu (Tsinghua
University), and Webmaster Dr. Qian Chen (University of Science and Technology of China) and
Christine Tang, for their tireless work.

Dongyan ZHAO

COLING 2018 Demonstration Program Chair

10 July 2018
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Abstract

Abbreviations and acronyms are a part of textual communication in most domains. However,
abbreviations are not necessarily defined in documents that employ them. Understanding all
abbreviations used in a given document often requires extensive knowledge of the target domain
and the ability to disambiguate based on context. This creates considerable entry barriers to
newcomers and difficulties in automated document processing. Existing abbreviation expansion
systems or tools require substantial technical knowledge for set up or make strong assumptions
which limit their use in practice. Here, we present Abbreviation Expander, a system that builds
on state of the art methods for identification of abbreviations, acronyms and their definitions and
a novel disambiguator for abbreviation expansion in an easily accessible web-based solution.

1 Introduction

Abbreviations and acronyms are often used in text documents and denote typically long, often domain-
specific, concepts that authors need to refer to multiple times. However, the use of abbreviations and
acronyms can make reading and understanding difficult for people new to a specific field, can lead to
confusion, and make automated text processing challenging, for example, in indexing text documents.
Unfortunately, expanding abbreviations is a complex task. The meaning of some abbreviations and
acronyms (e.g. DNA meaning deoxyribonucleic acid in biology-related domains) is often considered
well-known, and is rarely defined in documents using them. Other abbreviations and acronyms can de-
note multiple concepts, depending on their context (e.g. PCB can refer to a number of distinct concepts1).

Available abbreviation expansion systems are limited in their usefulness either due to requiring tech-
nical knowledge on the user side or by relying on simple, dictionary-based methods which cannot be
applied to ambiguous abbreviations that have more than one meaning. We present a system that auto-
matically expands abbreviations and acronyms in a user provided document. Our system is a web-based
application that does not require that users have experience setting up pipelines for Natural Language
Processing. We build on state-of-the-art Natural Language Processing techniques and a novel disam-
biguation method based on unsupervised learning.

2 System Architecture

By building a web application, we aim to make users oblivious to the technical complexities of processing
natural language. From a user’s point of view, they upload a text file to the system and immediately see
the file’s content with all abbreviations and acronyms expanded.

Figure 1 shows the architecture of Abbreviation Expander’s back-end. Text is first tokenized and
split into sentences, after which a number of abbreviation expanders are used. Finally, their results are
combined. The biggest part of our system is composed of the processing pipeline. We use the UIMA2

framework as the basis for our system because it provides mature support for construction of processing
1https://en.wikipedia.org/wiki/PCB

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

2https://uima.apache.org
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Figure 1: System architecture: input text is split and tokenized, defined abbreviations are extracted and
expanded (Pattern Annotator), a dictionary resolves unambiguous cases (Dictionary Annotator), ambigu-
ous cases are expanded using context (Vector Space Disambiguator); possible conflicts are resolved in
the Expansion Combiner.

pipelines and benefits from a wide-array of external NLP libraries. The wide support for libraries allows
us to employ established tools for pre-processing steps such as tokenization and sentence splitting for
which we use the Stanford Core NLP library (Manning et al., 2014). We separate the abbreviation and
acronym expansion into four different components: three components that perform expansion and one
that combines their outputs in order to achieve consistency.

Before we describe the various components in detail, we establish some definitions. An unambiguous
abbreviation or acronym is one that never expands into more than a single long-form. This corresponds
to a one-to-one mapping. For example, in all of English Wikipedia we could only find one meaning
for the acronym SSRMS, meaning Space Station Remote Manipulator System, popularly referred to as
Canadarm2. An ambiguous abbreviation or acronym is one that can expand to multiple long-forms
and the correct expansion is dependent on the context. However, an unambiguous use of an ambiguous
abbreviation or acronym is one where an ambiguous abbreviation or acronym is used in such a way that
the correct expansion is obvious. One such case is the definition of an abbreviation, such as The Mobile
Servicing System (MSS), is a robotic system on board the International Space Station3. Because of the
definition, it is clear which expansion is intended by the author.

The Pattern Annotator component is a re-implementation of the rules presented by Schwartz and
Hearst (2003). It uses linguistic patterns to identify definitions of abbreviations and acronyms. More
specifically, it looks for either the pattern text ( <short-form>), or the reverse <short-form>(text). For
each identified instance, it attempts to find a long-form expansion in the text preceding the parenthesis or
contained in the parenthesis, respectively. This component can thus identify abbreviations and acronyms
defined directly in the user-provided text. Our implementation differs from that of BADREX (Gooch,
2011) by the fact that it more closely follows the extraction rules defined in Schwartz and Hearst (2003).
At the same time, we provide added support for various edge cases. For example, the original method
does not support mapping of long-forms to short-forms when the long form contains two words at the
beginning that start with the same letter (for example, OAS meaning Organization of American States is
wrongly mapped to of American States). Our system solves this by a combination of looking ahead and
a small set of stop-words not to be considered for the first word in a long-form (e.g. which, where, at,
on, . . . ).

The Dictionary Annotator component uses a dictionary of unambiguous abbreviations and acronyms,
that we automatically extracted from English Wikipedia. We pre-processed English Wikipedia using
only our Pattern Annotator in order to extract all abbreviations and acronyms that are unambiguous.
Unambiguous abbreviations and acronyms have a one-to-one mapping between long-forms and short-
forms. This annotator gives our system the ability to expand abbreviations and acronyms that are not

3https://en.wikipedia.org/wiki/Mobile_Servicing_System
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Figure 2: Screenshot of text with highlighted definition and added expansion of short forms to long forms

Figure 3: Screenshot of explanation information on long form source annotation that users can review.

defined in the text, but are known to only ever mean one thing. By focusing exclusively on unambiguous
abbreviations and acronyms, this annotator avoids the pitfalls of dictionary based systems described in
Section 3, i.e., the annotator avoids creating wrong expansions for abbreviations which can mean multiple
things by working exclusively with abbreviations known to be unambiguous.

The third component that performs expansions, the Vector Space Annotator deals exclusively with am-
biguous abbreviations and acronyms. It uses the context surrounding a short-form and a pre-computed
vector space in order to disambiguate the abbreviation. The vector space is based on sentences from En-
glish Wikipedia containing ambiguous abbreviations (meaning abbreviations containing a one-to-many
mapping between short-forms and long-forms) that are used in an unambiguous way (meaning that we
already know which one of the multiple expansions is the correct one). We extracted these sentences
using our Pattern Annotator. The Vector Space Annotator can thus expand abbreviations and acronyms
that can have multiple meanings and whose definitions do not appear in the user provided text.

Finally, the Expansion Combiner uses the annotations from the previous components and combines
them into consistent overall expansions. Please note that it is possible that two annotators expand an ab-
breviation to different long-forms. For example, the user provided text might introduce a new meaning
for an abbreviation that we know as unambiguous and so, the Pattern Annotator and Dictionary Annota-
tor might disagree. Similarly, the Pattern Annotator and Vector Space Annotator might arrive at different
expansions if the author uses a new meaning for a known ambiguous abbreviation, or if the Vector Space
Annotator should output an incorrect expansion. Finally, since the Vector Space Annotator works on one
sentence at a time, it is possible that it disambiguates the same abbreviation to different long-forms in
different sentences, thus leading to inconsistencies. The Expansion Combiner addresses these cases by
implementing a priority system and, for the Vector Space Annotator specifically, a voting system.

Figure 2 shows a screenshot from the Abbreviation Expander system. In the example text, the original
definition given in the text is marked and all subsequent uses of the short-form are preceded by the
abbreviation’s expansion. Users can verify how the system arrived at a specific expansion by clicking
on the inserted expanded form, see Figure 3. The system features a menu where users can input or open
some pre-loaded text files.

3 Related Work

BADREX (Gooch, 2011) is a plugin for the GATE (Cunningham et al., 2013) text analysis framework. It
performs abbreviation expansion using dynamic regular expressions based on linguistic patterns for their
definition (Schwartz and Hearst, 2003). The system requires an installation of GATE and familiarity with
establishing GATE pipelines and loading plugins. It can identify abbreviation and acronym definitions
in text and can then co-reference other instances of the identified short-forms to the found definition.
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BADREX cannot perform abbreviation disambiguation, i.e., it cannot handle ambiguous cases as it relies
exclusively on the definitions present in the document.

Web browser-based systems, like ABBREX (ABBREX, 2018), can be installed in a browser and ex-
pand abbreviations found on web pages. The expansion is based on stored dictionaries of abbreviations
and lists of web pages they apply to. Thus, they cannot pick up definitions in text, or perform dis-
ambiguation. Being a dictionary-based expander, ABBREX assumes a one-to-one mapping between
abbreviations and their long-forms, which means that in the case of ambiguous abbreviations, it has no
other alternative, but to expand to whichever long-form is stored in the dictionary.

Another type of system, found e.g. in commercial software (Bartels Media, 2018; SmileOnMyMac,
2018), tries to expand user-defined abbreviations at writing time. This kind of software targets a different
use case and cannot be applied to already written text.

The problem of matching abbreviations and acronyms with their long-forms has also been studied
in research such as (Wu et al., 2015; Moon et al., 2015). However, they assume supervised learning
settings, where a large amount of human effort has to go into providing ground truth examples. Also,
they generally focus on methods, and do not provide (online) systems that users can easily use.

Abbreviation Expander presents a working web-based solution that does not require supervised ground
truth information, and that can handle both unambiguous and ambiguous cases.

4 Conclusion

We present Abbreviation Expander, a web-based system that allows users to expand abbreviations and
acronyms in text documents. Our system builds on state of the art methods for identification of abbre-
viations, acronyms and their definitions and our novel disambiguator based on word vector spaces. The
Vector Space Annotator is still under active research and will be described in detail in a research paper in
the near future. Abbreviation Expander requires no technical knowledge on part of its users and reliably
expands both unambiguous and ambiguous abbreviations, improving text understanding and access in
practice. In the future we plan to include feedback features into the system so that users can reject wrong
expansions.
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Abstract

We introduce INCEpTION, a new annotation platform for tasks including interactive and seman-
tic annotation (e.g., concept linking, fact linking, knowledge base population, semantic frame
annotation). These tasks are very time consuming and demanding for annotators, especially
when knowledge bases are used. We address these issues by developing an annotation platform
that incorporates machine learning capabilities which actively assist and guide annotators. The
platform is both generic and modular. It targets a range of research domains in need of semantic
annotation, such as digital humanities, bioinformatics, or linguistics. INCEpTION is publicly
available as open-source software.1

1 Introduction

Due to the success of natural language processing (NLP), there is a large interest to apply NLP methods in
a wide range of new application domains, for instance to scale textual data analysis or to explore textual
data. This requires being able to quickly bootstrap new annotated corpora in these domains. As target
users, we consider for instance data scientists who train and evaluate machine learning algorithms as well
as researchers who to wish to cross-reference and disambiguate text collections for better exploration and
discovery. Furthermore, every application domain uses specific semantics and vocabularies which need to
be modeled, making entity linking one of the most important annotation tasks. Thus, we identify three
requirements that annotation tools must meet in order to address today’s demands:

Annotation assistance. Creating annotated corpora is challenging and requires experts who are highly
familiar with the annotation schemes in order to reach high inter-annotator agreement as well as high
quality annotations. For semantic annotations, it is even more difficult: tasks such as entity and fact
linking are very time intensive and often require an in-depth familiarity with the inventory of the resource.
To improve the efficiency of these tasks, it is necessary to create an environment in which the computer
can learn from the human and use this knowledge to support the human annotator.

Knowledge management. Semantic resources for new domains typically do not exist from the start.
Instead, they are constructed and expanded as part of the annotation task. Thus, while some annotation
tools already support entity linking against existing large-scale general knowledge bases (KB) such as
Wikidata or DBPedia, it is also necessary that domain specific knowledge can be collected and modeled
directly in the annotation tool.

Customizability and extensibility. Every annotation project has specific requirements that go beyond
the basic task requirements, e.g. due to the data formats, knowledge resources, or text genres involved.
Therefore, it is important that the tool can be customized, extended, and adapted to novel tasks.

INCEpTION addresses these requirements in several ways. To improve the efficiency of (semantic)
annotation tasks, so-called recommenders are implemented which provide users with suggestions for
possible labels. To navigate the annotation suggestions, an active learning mode can be enabled which

1https://inception-project.github.io ; software is licensed under the Apache License 2.0

This work is licensed under a Creative Commons Attribution 4.0 International License.
License details: http://creativecommons.org/licenses/by/4.0/
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guides the annotator in an efficient and effective manner. Knowledge management is fully integrated;
knowledge bases can be created and edited, entity and fact linking is supported. The modular architecture
of INCEpTION enables users to augment their instance with custom machine learning algorithms, data
formats, knowledge bases, annotation types, visualizations and more.

2 Related Work

In recent years, several knowledge management and annotation tools have been developed, but none of
them offer an integrated environment addressing all of the mentioned requirements.

Several tools, e.g. GATE Teamware (Bontcheva et al., 2013) implement support for automatically
pre-annotating text. These are then corrected by the annotator in the next step. In contrast to that,
INCEpTION allows recommenders to give suggestions at any time during the annotation process and
learns from the user interactions (new annotations, rejections, etc.).

WebAnno (Yimam et al., 2014) integrates an automation mode in which the system can learn from
annotations made by the user and provide suggestions. However, retraining has to be triggered manually
by an administrator. Also, it uses a non-modular backend that provides only one machine learning
algorithm and does not support active learning. WebAnno presents the document to be annotated
and the recommended annotations separately in a split-screen mode which makes it tedious to relate
recommendations to already existing annotations.

The general approach described by Emanuele Pianta and Zanoli (2008) who integrate an active learning
process with an existing annotation tool and the ability to call out to different machine learning backends
for recommendations as well as Prodi.gy2 are similar to our approach. However, they focus strongly on
the active learning aspect and force the user to follow the lead of the active learning module, restricting the
user’s workflow. In INCEpTION, the active learning algorithm highlights a particular recommendation to
be judged by the user, but does not prevent the user from making other annotations.

The web-based tool AlvisAE (Papazian et al., 2012) supports both linking entity mentions to a
knowledge base and editing knowledge bases (with limitations), but it does not support recommendations
or active learning. Knowtator (Ogren, 2006) is another instance of a desktop application which ships as an
annotation plugin for an ontology building tool. However, single-user tools like the ones above do not
meet today’s demand for collaboration-oriented annotation tools.

3 INCEpTION – System Overview

INCEpTION offers a number of functionalities expected from a generic annotation platform: a versatile
and yet intuitive user interface, flexible configuration of the annotation schema, the ability to run multiple
annotation projects concurrently for multiple users and workflow-support with annotation and adjudication
stages, etc. With respect to these basic functionalities, we build on our previous work in the context of
WebAnno (Yimam et al., 2014) and UIMA (Ferrucci et al., 2009), and therefore refer the interested
readers to these projects.

In this paper, we focus specifically on INCEpTION’s unique features, in particular on annotation
assistance via recommenders and active learning, the knowledge management capabilities and its options
for customizations and extensions.

Annotation User Interface The annotation scheme used by INCEpTION organizes annotations into
layers which define the set of attributes that an annotation may carry. Users can define an arbitrary number
of layers that are each either spans or relations between spans. Each layer can have an arbitrary number of
features which can be strings, numbers booleans, concept references, or references to other annotations.

The annotation user interface (Figure 1) displays the document text in the central part 1 . Marking a
span of text here creates a new annotation on the layer that is selected in the right sidebar 2 (e.g. named
entity). Span annotations are displayed as bubbles above the text.

When an annotation is created or an existing annotation is selected, its features are shown in the right
sidebar and can be edited there 3 4 . Depending on the feature type, a specialized editor is shown. For

2https://prodi.gy
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Figure 1: INCEpTION annotation editor: 1 annotation area, 2 annotation layer selection, 3 entity
linking feature editor, 4 named entity linked to Wikidata, 5 entity mention suggestion, 6 active
learning sidebar, 7 fact linking editor, 8 annotated fact, 9 entity linking recommendations.

instance, the editor to assign concepts from a knowledge base is an auto-complete input field which shows
entities from the knowledge base that match the users’ input. The left sidebar provides access to further
functionalities, in particular to the active learning mode.

Recommenders To improve annotation efficiency, INCEpTION offers recommenders. These are algo-
rithms that make use of machine learning and/or knowledge resources to provide annotation suggestions;
they are displayed to the user alongside already made annotations in a different color 5 . The user may
accept a suggestion by clicking on it. This turns the suggestion into a proper annotation which can then be
further edited if desired. The user may also reject the suggestion by double-clicking on it.

The recommender subsystem is designed to continuously monitor the users’ actions, to update/retrain
the recommendation models, and to provide always up-to-date suggestions. Multiple recommenders can
be used simultaneously, e.g. high-precision/low-recall recommenders (e.g. using a dynamic dictionary)
which are useful during early annotation stages, and context sensitive recall-oriented classifiers (e.g.
sequence classifiers) for later stages. To avoid classifiers providing too many wrong suggestions during
bootstrapping, a quality threshold can be configured per recommender.

INCEpTION supports two types of recommenders: internal and external. Internal recommenders are
directly integrated into the platform by implementing a Java interface, while external recommenders
use a simple, HTTP-based protocol to exchange UIMA CAS XMI (a XML representation of UIMA
annotations). External recommenders allow users to leverage already existing and pre-trained machine
learning models or libraries from other programming languages.

Active learning The goal of active learning (AL) is to quickly reach a good quality of annotation
suggestions by soliciting feedback from the user that is expected to be most informative to the underlying
machine learning algorithm. Presently, we use the uncertainty sampling strategy (Lewis and Gale, 1994)
to drive the AL as it only requires that the recommenders produce a confidence score for each suggestion.
The AL mode 6 works for one layer at a time to avoid confusion. After the layer has been selected, the
system highlights the suggestion it seeks input for in the annotation area and displays its details in the
AL sidebar. The user can then accept, reject or skip the suggestion. Skipped suggestions are presented
again to the user when there are no more suggestions to accept or reject. The choices are stored in the
learning history where the user can review and undo them if necessary. When the AL mode is enabled, the
user can still deviate from its guidance and arbitrarily create and modify annotations. All changes made
through the AL sidebar or in the main editor are immediately picked up by the recommenders causing the
suggestions as well as the AL guidance to be updated.
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Knowledge Management For knowledge management, INCEpTION supports RDF-based knowledge
bases. While internal KBs can be used for small domain-specific knowledge, large external (remote)
knowledge bases can be accessed via SPARQL. A flexible configuration mechanism is used to support
different knowledge representations, such as Wikidata, DBPedia, OWL, CIDOC-CRM, SKOS, etc.
INCEpTION has notions of classes, instances, properties and qualifiers (for KBs using reification).
However, it does not aspire to offer full support for advanced features of schemes such as OWL.

Knowledge bases enable the user to perform knowledge-driven annotations, e.g. annotating mentions of
knowledge base entities in documents (entity linking 3 ) or creating new knowledge bases by annotating
subjects, predicates and objects in text (fact linking 7 8 ). Users can also explore and edit the knowledge
base contents within INCEpTION.

To facilitate the entity linking process, INCEpTION can optionally take into account the context of the
entity mention in order to provide the user with a ranked list of potential candidates. The same approach
is used to drive an entity linking recommender which displays high-ranking candidates as annotation
suggestions 9 in the annotation area where the user can accept them with a single click.

Customizability and extensibility There are two approaches to customize and extend INCEpTION:
Internal extensions. The dependency injection and event mechanisms of Spring Boot3 are used to

internally modularize INCEpTION. Extension points make it possible to register new types of annotation
properties, new editors or new internal recommenders. Modules can coordinate their tasks with each
other through events. As an example, the main annotation area issues an event when an annotation has
been created or changed. The recommenders and the AL mode react to this event in order to update
themselves. Functionality can thereby not only be added but also removed to create custom branded
versions of INCEpTION. The event-driven modular approach also enables the system to comprehensively
log user and system actions. This data can for instance be used by annotation project managers in order to
evaluate the performance of their annotators.

External extensions. Currently supported are external recommenders and knowledge bases. Benefits
of using external services include increased stability (failing services do not crash the entire platform),
scalability (deploy resource-hungry services on different machines) and the free choice of programming
language (e.g. most deep learning frameworks are not implemented in Java).

Additionally, INCEpTION uses (de-facto) standards such as UIMA for annotations and RDF, OWL and
SPARQL for knowledge bases to achieve a high level of interoperability with existing tools and resources.

4 Use cases

To ensure that INCEpTION remains generic, we collaborate with multiple use cases:
FAMULUS. Schulz et al. (2017) use INCEpTION to annotate medical case study reports with argument

components. These are used to train a machine learning model which evaluates the diagnostic competence
of aspiring doctors. A pre-trained deep learning model is integrated as an external recommender and
is used during annotation. The annotators that use INCEpTION in conjunction with the recommenders
report the usefulness and improvement in annotation speed and quality.

EDoHa. Stahlhut et al. (2018) have created a hypothesis validation tool using INCEpTION. It features
a hypothesis/evidence editor which allows users to create hypotheses and link evidence in the form of text
paragraphs to it.

Knowledge-driven rntity ranking. In order to support users during entity linking, the re-ranking
approach described in (Sorokin and Gurevych, 2018) was adapted and integrated into INCEpTION. It is
used as a recommender and in the auto-suggestion box for the named entity layer.

As part of the collaborations with the above use-cases, INCEpTION logs the users’ actions in order to
investigate for instance which assistive features (i.e. recommenders) work best for the respective tasks,
whether they introduce a bias in the annotator’s results, and how to improve the user interface for an
improved user experience.

3Spring Boot: https://projects.spring.io/spring-boot/
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5 Conclusion and Future Work

In this paper, we have presented INCEpTION which –to the best of our knowledge– is the first modular
annotation platform which seamlessly incorporates recommendations, active learning, entity linking and
knowledge management. Our approach provides a number of advantages over current state-of-the-art
annotation tools. Recommenders giving suggestions on-line allow users to annotate texts more quickly
and accurately. External recommenders can be added to leverage already existing machine learning
models and bootstrap the annotation for new domains. Knowledge management is directly integrated
which allows entity- and fact linking together with building the knowledge base on the fly. The modular
approach used by INCEpTION provides users with the possibility to tailor the platform according to their
needs, for instance by adding new machine learning algorithms, annotation editors or knowledge bases.

INCEpTION is publicly available as open source-software. We welcome early adopters and encourage
feedback for a continued alignment of the platform with the needs of the community. Several collaborations
are on the way to develop and improve features that are useful to researchers and annotators, e.g. corpus
search, recommenders that check the plausibility of annotations or fully custom user interfaces.
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Abstract

We here introduce a substantially extended version of JESEME, an interactive website for visu-
ally exploring computationally derived time-variant information on word meanings and lexical
emotions assembled from five large diachronic text corpora. JESEME is designed for scholars in
the (digital) humanities as an alternative to consulting manually compiled, printed dictionaries
for such information (if available at all). This tool uniquely combines state-of-the-art distribu-
tional semantics with a nuanced model of human emotions, two information streams we deem
beneficial for a data-driven interpretation of texts in the humanities.

1 Introduction

Historical, manually compiled dictionaries are central to many kinds of studies in the humanities, since
they provide scholars with information about the lexical meaning of terms in former time periods. Yet,
this traditional approach is limited in many ways, coverage being perhaps the most pressing issue: Is a
dictionary for the specific time period a scholar is investigating really available and, if so, does it cover
all of the lexical items of interest?

Word embeddings have been proposed as a technical vehicle to increase lexical coverage (Kim et al.,
2014). However, they require locally installed software and time-consuming calculations, thus being ill-
suited for mostly non-technical users in the humanities. As an alternative, we here present an extended
version of JESEME, a user-friendly open source website1 for accessing embedding-derived diachronic
information on lexical meaning and emotion. The first release of JESEME (Hellrich and Hahn, 2017b)
mainly provided time-variant diachronic lexical semantic information. Its second version, the focus of
this paper, excels with the unique capability to additionally track the diachronic emotional connotation
of words in parallel with their lexical semantics. Such a functionality is widely considered beneficial for
the data-driven interpretation of literary text genres (Kim et al., 2017).

Measuring affective information on the lexical level is an active field of research in computational lin-
guistics (Liu, 2015). Yet, most contributions focus on contemporary language and are limited to shallow
representations of human emotions, mainly distinguishing between positive and negative feelings. Cur-
rent research in sentiment analysis either starts to include historical trends in word polarity (Hamilton
et al., 2016a) or incorporates more nuanced models of emotions, such as Valence-Arousal-Dominance
(Buechel and Hahn, 2018). This contribution integrates both lines of work in a unique way based on our
prior research activities (Buechel et al., 2016; Buechel et al., 2017). To the best of our knowledge, only
few systems share similarities with JESEME. Alternative websites for tracking diachronic word meaning
yet offer far less diverse collections of corpora compared to JESEME and neither of them incorporates
emotion values attached to lexical entries. For example, Arendt and Volkova (2017) provide only short
term trends in word similarity in two social media corpora in their ESTEEM system.2 The system3 by

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1Website available at:jeseme.org; sources available at: github.com/JULIELab/JeSemE
2esteem.labworks.org/
3embvis.flovis.net/s/neighborhoods.html
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Figure 1: JESEME’s text processing pipeline.

Heimerl and Gleicher (2018) is intended as a mere showcase for a novel visualization technique and
re-uses SGNS embeddings trained on the English Google Books corpus by Hamilton et al. (2016b).
The DIACHRONIC EXPLORER4 which uses sparse vector representations instead of word embeddings to
calculate lexical similarity is limited to the Spanish Google Books corpus (Gamallo et al., 2018).

2 Architecture and Website

Figure 2: JESEME in operation I: Meaning change of “heart” rel-
ative to reference words since the 1830s in the COHA.

JESEME uses five diachronic cor-
pora: the Google Books N-Gram
Corpus for German and its En-
glish fiction register (Michel et al.,
2011), the Corpus of Historical
American English (COHA; Davies
(2012)), the Deutsches Textarchiv
[‘German Text Archive’] (Geyken,
2013) and the Royal Society Cor-
pus (Kermes et al., 2016). To en-
sure high embedding quality, these
corpora are divided into temporal
slices of similar size covering be-
tween 10 to 50 years each.

JESEME’s processing pipeline
is depicted in Figure 1. It starts
with orthographically normalizing
the corpus slices, i.e., lower casing
only for English and a historical
spelling-aware lemmatization for
German (Jurish, 2013). We then
use a modified version of HYPER-
WORDS5 to calculate slice-specific
embedding models with SVDPPMI (Levy et al., 2015). This algorithm was chosen for its superior re-
liability which is essential for interpreting local neighborhoods in embedding spaces as is done in the
remainder of this paper (Hellrich and Hahn, 2016; Hellrich and Hahn, 2017a). Apart from word vec-
tors, we also calculate word-based co-occurrence statistics, frequency information and emotion values
for each slice (see Section 3). All this information is stored in a relational database. Compared to Hell-
rich and Hahn (2017b), our current version also reduces the database size from approximately 120GB to
40GB. This is achieved by storing word vectors instead of pre-computed similarity scores. Unlike the
previous version, semantic similarity between most words will be computed on the fly. Only the most

4tec.citius.usc.es/explorador-diacronico
5github.com/hellrich/hyperwords
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similar ones for each word (automatically picked as references) are cached for fast retrieval.
JESEME’s website prompts a search form for selecting the word under scrutiny as well as one of

the five corpora we supply. Its result page then provides graphs depicting the development of semantic
similarity to automatically chosen reference words over time as an indicator for semantic change, as well
as information on diachronic affective meaning (see Figure 2). These two main sources of information are
complemented with information on word co-occurrence and relative frequency, thus providing scholars
with additional information to increase interpretability and rule out measurement artifacts. Users may
also add further reference words to the analysis on demand. Besides this graphical interface JESEME
also offers a REST API.6

3 Representing and Computing Emotions

We represent emotions following the Valence-Arousal-Dominance (VAD) scheme (Bradley and Lang,
1994), one of the major models of emotion in psychology (for an illustration, see Figure 3). The VAD
model describes affective states relative to three dimensions, namely, Valence (degree of displeasure vs.
pleasure), Arousal (degree of calmness vs. excitement) and Dominance (degree of perceived control in a
social situation).
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Figure 3: Affective space spanned by the Valence-Arousal-
Dominance (VAD) model, together with the position of six basic
emotion categories. Adapted from Buechel and Hahn (2016).

We used a modified version of
the emotion induction algorithm
by Turney and Littman (2003)
based on evidence that it outper-
forms alternative methods for his-
torical emotion lexicon creation
(Buechel et al., 2017; Hellrich et
al., 2018). In this work, each
word’s predicted emotion value
ê(w) is calculated by averaging
the emotion values e(s) for each
member s of a seed set S, with
sim(w, s), the similarity between
w and s, serving as a weight:

ê(w) :=

∑
s∈S sim(w, s)× e(s)∑

s∈S sim(w, s)

For the emotion scores stored in
JESEME, we used the emotion lex-
icons by Warriner et al. (2013) and
Schmidtke et al. (2014) as seed sets for English and German corpora, respectively. Word emotions were
induced independently for each temporal corpus slice, using the respective embedding model to retrieve
similarity scores. Hence, the similarity between the seed words and the target word reflects word usage at
a given language stage, thereby infusing historical emotion information into the resulting emotion ratings
(Buechel et al., 2017).

4 Examples

The new insights provided by diachronic emotion models can be demonstrated by re-visiting the example
of “heart” we used in Hellrich and Hahn (2017b) as shown in Figure 2. This lexeme is often used
metaphorically or metonymically despite the fact that the heart’s anatomical function was already known
for a long time. Results for our novel emotion tracking functionality match a move from metaphorical
to anatomical usage we previously observed in the genre-balanced COHA. Around 1900, the similarity
of “heart” to words such as “stroke” increases, while Dominance and Valence ratings drop sharply in

6See online documentation: jeseme.org/help.html#api
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tandem (see Figure 2; y-axis values are centered and scaled). This simultaneous drop seems plausible,
since we can “change our heart” in a metaphorical sense, yet have little control over our anatomical
heart. Also, with its increasing anatomical usage, “heart” becomes less positive, since we are under
mortal threat by cardiovascular diseases such as a “stroke”.

Figure 4: JESEME in operation II: Meaning of “woman” since the
1830s in the COHA.

Changes in emotion can also be
traced for items with a more con-
stant meaning, e.g., for “woman”
as shown in Figure 4. Here sim-
ilarity scores for the most sim-
ilar words—“man” and “girl”—
remain rather static. Yet, emo-
tion values are highly dynamic and
seem to match turning points in
women’s rights movement, e.g.,
women’s suffrage in the US is con-
nected with an increase in all VAD
dimensions for the 1920s.

5 Conclusion

We introduced a substantially ex-
tended version of JESEME, an in-
teractive website for tracking di-
achronic changes in word meaning
and, as a novel and unique feature,
word emotion. To the best of our
knowledge, no other system com-
bines these two traits. JESEME al-
lows users with a limited techni-
cal background to interactively ex-
plore semantic evolution based on
five large diachronic corpora for two languages, German and English. We believe that JESEME will be
most useful for diachronic linguists and scholars within the digital humanities. We see two major appli-
cations: First, it can be used to generate hypotheses by querying words of interest to get a first impression
of their semantic evolution. Second, scholars can first shape a hypothesis using traditional means and
then query JESEME for testing its plausibility based on diachronic statistical evidence.
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Abstract 

T-Know is a knowledge service system based on the constructed knowledge graph of Tradi-

tional Chinese Medicine (TCM). Using authorized and anonymized clinical records, medicine 

clinical guidelines, teaching materials, classic medical books, academic publications, etc., as 

data resources, the system extracts triples from free texts to build a TCM knowledge graph by 

our developed natural language processing methods. On the basis of the knowledge graph, a 

deep learning algorithm is implemented for single-round question understanding and multiple-

round dialogue. In addition, the TCM knowledge graph also is used to support human-computer 

interactive knowledge retrieval by normalizing search keywords to medical terminology. 

1 Introduction 

Traditional Chinese Medicine (TCM) is one of precious intangible cultural heritages of the Chinese 

nation. After thousands of years of development, it has been evolved as a distinct and unique theoretical 

medical system. Compared with disease treatment only, TCM pays more attention to living conditions 

and advocates timely adjustment of diet and rest to deal with physical discomforts. This philosophy has 

an advantage in dealing with sub-health status and chronic disease management (Wang, et al., 2007). 

With the increasing attention of health from public, the demands of reliable and convenient TCM 

knowledge services are increasing. 

In recent years, there are great progresses being made in domain-specific knowledge graph construc-

tion. On TCM, a number of literature databases have been established. These digital resources contain-

ing rich TCM knowledge can be utilized to capture knowledge elements to serve public and benefit 

health management (Gao, et al., 2012). There are several existing TCM knowledge service platforms, 

such as TCMKS (Yu, et al., 2014). However, most of the systems target for medical professionals rather 

than public. A typical situation is that, their search functions allow formal TCM terms only, causing 

common users without TCM background difficulties to obtain required information without rich TCM 

background. Therefore, how to utilizing natural language methods to analyze informal or even vague 

queries for more convenient public services is an essential issue (Xu, et al., 2016).  

To that end, we propose the T-Know, a user-friendly knowledge service system based on a TCM 

knowledge graph. The overall system architecture is shown as Figure 1.The system has two major mod-

ules: a question answering module and a knowledge retrieval module. The TCM knowledge graph inte-

grates diversified data to enrich knowledge search and usage. The question answering module utilizes 

deep learning models to understand questions by analyzing question intents. The question answering 

module provides an interface for common users in both single-round question answering and multi-

round dialogue ways. The knowledge retrieval module integrates TCM terminology and synonym dic-

tionaries to extend search keywords semantically. The module can also navigate common users to use 

the TCM knowledge retrieval in an interactive way.  

This work is licenced under a Creative Commons Attribution 4.0 International Licence.  

Licence details: http://creativecommons.org/licenses/by/4.0/ 
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Figure 1: The overall system architecture of the T-Know system 

2 The TCM Knowledge Graph 

In order to construct the TCM knowledge graph, authorized and anonymized clinical records, clinical 

guidelines, teaching materials, classic medical books, and academic publications are collected as data 

resources. The unstructured texts were preprocessed including Chinese word segmentation, stop word 

removal and word semantic labelling. After that, medical named entity recognition and relation extrac-

tion were implemented using a Bi-LSTM+CRF algorithm to obtain <Entity, Relation, Entity> triples. 

Finally, the knowledge graph was verified and automatically constructed from the extracted triples. 

The constructed TCM knowledge graph mainly contains five types of nodes: Diseases, Symptoms, 

Syndromes, Prescriptions and Chinese Herbals. There are diversified logical relations among the nodes. 

We also integrate a reasoning function besides the TCM knowledge graph to support entity or relation 

deduction through of the reasoning of logical relations among entity nodes. The constructed TCM 

knowledge graph contains more than 10,000 nodes and 220,000 relations currently.  

3 The TCM Question Answering Module 

1) Question Processing 

Medical Named Entity Reorganization: We use a Bi-LSTM+CRF model to achieve named entity 

recognition, as reported in (Huang, et al., 2015), on different types of TCM texts. In the Bi-LSTM+CRF 

model, the first layer is a look-up layer, in which each word in a question sentence can be presented as 

a vector by using a pre-trained or randomly initialized word embedding matrix. The second layer is a 

bi-directional LSTM, which automatically extracts the characteristics of the sentence. Thus, the word 

embedding sequence of each word in the sentence can be the input of the bi-directional LSTM. It then 

splices implicit state sequence output by a forward LSTM in terms of locations to obtain a complete 

implicit state sequence. The third layer is a CRF layer, which labels sentence-level sequences. 

Relation Extraction: Multi-channel convolutional neural networks (CNNs) are utilized to determine 

the relations between a pair of entities in a given free question (Xu, et al., 2016). Specifically, two CNNs 

channels are used. One is used to capture syntax information and the other is to capture context infor-

mation. The convolutional layer of each channel accepts an input of variable length, while returns a 

vector of fixed length using the Maximum Sampling method. These fixed-length vectors are combined 

together to form the input of final softmax classifier, whose output vector dimension equals to the total 

number of relation categories and the value of each dimension equals to the degree of confidence 

mapped to the corresponding predicates in the knowledge graph. 

2) Single-round Question Answering 

Entity Linking: Entity linking plays a vital role in the TCM concept association and normalization 

(Liu, et al., 2016). After medical named entity identification, an entity linking tool named as S-MART 

is used to obtain associated entities in the TCM knowledge graph.  

16



Joint Disambiguation of Entities and Relations: Under normal circumstances, both named entity 

recognition and entity relation extraction are independently predicted. The errors generated in the pro-

cesses are usually difficult to avoid. We use a joint optimization model to select a globally optimal 

‘entity-relation’ configuration from the candidate results of entity linking and relation extraction. The 

process of optimizing the globally configuration can be treated as a sorting problem in essence. To find 

‘reasonable’ entity- relation configuration, TCM knowledge is applied to sort entity-relations, that is, 

the ‘reasonable’ entity-relation configuration should be more common in the TCM knowledge graph so 

as to efficiently locate answers to users’ questions using the TCM knowledge graph. 

3) Multi-round Dialogue 

Multi-round dialogue refers to the management of multiple-round interactions while keeping context 

linkage. It contains entity linking for recognizing entities and joint disambiguation, through which, a 

topic and the certain slot are resolved and then stored. After that, the scope of the topic is identified. 

Given a new question, the system judges whether it follows the previous topic. If it follows, the question 

is regarded as in the same dialogue. Otherwise, it is treated as a new multi-round dialogue.  

Forward facing centers strategy was adopted for anaphora resolution. When context information is 

insufficient to identify specific entity, a ranked list of discourse entities will be displayed to users along 

with inquiry. User’s input straight after this list will be preferentially considered as the decision of entity 

assignment. If none of listed candidates is mentioned, then the entity of input question will be treated as 

constrain of last question to joint next round disambiguates. The screen snapshots of the whole TCM 

question answering module is presented as Figure 2.  

             
Figure 2: The screen snapshots of the TCM question answering module (left: the multi-round dia-

logue; right: the single-round question answering) 

4 The TCM Knowledge Retrieval Module 

1) Search Word Extension 

Search word extension provides users with a guided retrieval, that is, the entity node in the knowledge 

graph can be located according to search words and corresponding entity attributes can be returned as a 

retrieval guide. For example, if a user asking about a specific disease, the module returns with disease 

interpretation, the disease property and other relevant information. In addition to retrieving entities, the 

user can also retrieve relations. For example, if the user asking a syndrome of a specific disease, all the 

associated syndromes of the disease are regarded as relevant information and are returned. Moreover, 

17



to assistant common users in the usage of the module, a list of TCM terminology and synonym diction-

aries are integrated. The module will display matched synonyms of search words when a user simply 

type an informal medical term as a search word. The search word extension function is demonstrated as 

Figure 3.  

 
Figure 3: An example of search word extension of TCM syndromes of headache 

2) Human-computer Interactive Retrieval 

The Human-computer interactive retrieval module consists of entity-relation visualization, relevant 

illustration and knowledge association. The entity-relation visualization assists common users to view 

all associated entities and relations for a specific entity. When a user clicks an entity node, the module 

automatically presents related entities whose distances below a specific threshold. The relations between 

the nodes also are displayed. When a node or link is clicked, related knowledge information will be 

extracted and be displayed as the detailed explanation of the node to users as relevant illustration. The 

knowledge association provides users with relevant knowledge to search content according to the clas-

sical TCM logic of ‘Theory-Approach-Prescription-Medicine’. From the expertise, contents are associ-

ated to different categories. For instance, associated contents are similar disease or frequently co-occur-

rence disease when search content is a disease, and the associated contents are co-occurrence Chinese 

herbal or same efficacy Chinese herbal when search content is a Chinese herbal. Through this TCM 

association, the interactive retrieval module can serve common and professional users who has partial 

knowledge about TCM better. The interactive retrieval module is shown as Figure 4 

 
Figure 4: A knowledge graph about headache including TCM symptoms, syndromes, and prescriptions 

visualized by the human-computer interactive retrieval module 

18



5 Summary 

Aiming at improving the accessibility of TCM knowledge for general public. We proposed a knowledge 

based TCM question answering and information retrieval system named T-Know. Using heterogeneous 

medical texts as data resources, a TCM knowledge graph was automatically built. Based on the 

knowledge graph, T-Know delivers TCM question answering and knowledge retrieval services for pub-

lic users via http://zhishi.jindengtai.cn:9999 .  
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Abstract

The increased demand for structured knowledge has created considerable interest in knowledge
extraction from natural language sentences. This study presents a new Korean knowledge extrac-
tion system and web interface for enriching KBox, a knowledge base that expands based on the
Korean DBpedia. We aim to create an endpoint where knowledge can be extracted and added to
KBox anytime and anywhere.

1 Introduction

Information extraction (IE) is an important task in the natural language processing (NLP) field. Various
large-scale knowledge bases (KBs) such as Freebase(Bollacker et al., 2008), DBpedia(Auer et al., 2007),
and YAGO(Suchanek et al., 2007) are widely used in many NLP tasks. These KBs store knowledge in the
form of a triple; for example, (Les Miserables, author, Victor Hugo). However, because
even large-scale KBs do not contain all the possible knowledge, the knowledge completion task remains
crucial in the NLP field. Various approaches can be used for constructing knowledge completion systems,
such as knowledge reasoning and extraction. Among them, the task of extracting factual knowledge from
unstructured text, such as natural language sentences, is important.

In addition, (Lin et al., 2017) mentioned that certain knowledge is described only in a certain lan-
guage. For example, the Korean Wikipedia contains much information about Korean culture; similarly,
the English Wikipedia contains information about English culture. Moreover, as far as we know, no
knowledge extraction system is available for all languages. In addition, building a KB for a specific
language requires an ontology schema definition and a knowledge extraction system that is appropriate
for that language, as if creating a WordNet (Miller et al., 1990) for each language.

This paper describes a work-in-progress (demo) for building a Korean knowledge extraction system1

for enriching a KBox2 knowledge base. The final goal of our research is to build an iterative knowledge
learning and extraction system. This web interface plays an important role in accepting new text at
anytime and anywhere. Then, knowledge can be extracted from the input text through the web interface
and can be accumulated directly in KBox. By doing so, the key modules for knowledge extraction,
entity linking and relation extraction (RE), can later learn and improve using this steadily accumulated
knowledge. This study makes the following contributions: (1) the first open Korean knowledge extraction
system with a web interface and (2) immediately accumulate knowledge that extracted from the proposed
system in KBox.

2 System Description

Figure 1 shows the architecture of the proposed demo system. This system has three main parts: Pre-
processing, Relation Extraction, and Post-processing. Through the web interface, text is processed se-

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1http://wisekb.kaist.ac.kr
2http://kbox.kaist.ac.kr
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Figure 1: Architecture of the proposed demo system.

quentially by each main parts to extract knowledge and this knowledge is stored in KBox immediately.
Details of each part are as follows.

2.1 Preprocessing

Preprocessing involves the following three steps in sequence. NLP Tool extracts features such as part-of-
speech (POS) tags, dependency parsing, and named entity of input text. Entity Linking (Kim and Choi,
2015) links entity mentions in the text with their corresponding entities in KBox. This entity linking
system consists of two modules: the entity boundary detection module finds out entity candidates from
the text using a bidirectional long-short term memory (LSTM) model with inside-outside-beginning
(IBO) and POS tags as features, and the entity disambiguation module takes entity candidates extracted
from the entity boundary detection module and selects the most appropriate entity candidate. The system
uses a support vector machine (SVM) with entity boundary information and semantic relations between
entity candidates, such as entity popularity and inter-entity relations, as features. Korean has an entity
made up of single character. Almost all single character entities have different meanings in the same
representation, but features that distinguish these different meanings are not enough. Therefore, in our
entity linking system, single character entity is not treated as candidate entity mention. Input Formatter
prepares the input data for each RE model. Because the rule-based RE model use all features generated
by the NLP tools, the JSON format was used to effectively deliver this data. Other RE models use
the entity-linked text, and a paragraph-level model takes information to distinguish paragraphs using a
new-line character.

2.2 Relation Extraction

RE is a task to classify ontological relations between two entities mentioned in a text, and it is a essential
for extracting knowledge from natural language sentences. However, even a state-of-the-art RE model
(Lin et al., 2017) shows low performance (F-scores 40%–50%). Because it cannot achieve satisfactory
performance with just one RE module, we have configured an ensemble with multiple RE models. In the
relation extraction step, our system considers not only the entities provided by the entity linking system
but also the results of named entity recognition (NER) module as the entity. A new entity that does not
exist in KBox cannot be identified by entity linking system, therefore we consider the result of NER as
a new entity. Of the many types of NER, only three types of Person, Location, and Organization are
considered to be new entities.
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The Pattern-based RE model (Choi et al., 2016) aims to extract knowledge with high reliability.
Human annotators use this model to generate patterns using lexical and syntactic features such as POS,
dependency tree, and named entity recognition. This model shows a high precision but low recall, and
therefore, scalability is a problem.

Sentence-level RE consists of both convolutional neural network (CNN) (Nam et al., 2018) and LSTM
models to address scalability issues and increase recall. These models use distant supervision (Mintz et
al., 2009) as a way to collect training data. Distant supervision assumes to collect all the sentences that
contain both entities of a triple. Thus, it is widely used as an effective way to automatically create labeled
data between a large-scale KB and a corpus. Both CNN and LSTM models use entity-embedded Korean
word embedding as input vectors; the CNN model additionally uses vectors for position and POS. The
sentence-level RE model is used to reveal the relation between two entities in a sentence; therefore, it is
weak at extracting facts that can be found across sentences (paragraph).

One of the differences between Korean and English is the zero anaphora. In Korean, repeated subjects
are frequently omitted in the latter sentence. To address this problem, the Paragraph-level RE model
(Kim and Choi, 2018), which is useful for estimating omitted subjects and predicting relations, explores
the incorporation of global contexts derived from paragraph-into-sentence embedding as a means of com-
pensating for the shortage of training data in distantly supervised RE. This model specifically performs
zero subject resolution through entity-relation-based graph analysis to find a central entity. The central
entities are selected from each paragraph by calculating the out-degree centrality based on the network
model of the entity graph using the knowledge base triples. This allows us to learn RE models for in-
formal sentences and has the advantage of compensating for a shortage of training data in the DS-based
approach to null subject languages.

2.3 Post-processing

Rather than independently determining the knowledge extracted from each RE module, it is important
to combine the results of all modules. We have created an Ensemble module based on two concepts:
(1) knowledge with high score from one module and (2) same knowledge extracted in multiple modules.
A KB should be built based on an ontology schema. Unfortunately, automatically extracted knowledge
includes some errors, many of which do not fit the ontology schema. Schema Filtering identifies invalid
triples and filters them out using domain and range definition of each relation(property) based on two
concepts: (1) If the domain or range of relation and subject or object entity types do not match, the triple
will be filtered. (2) If the type of entity is not defined, the triple will pass with low calibrated score. Out-
put Formatter produces two types of output data. The first is the JSON format for the web interface, and
the second is the tab-separated values format that includes triple, triple score, source module, and source
sentence for adding to KBox. Through this series of processes, knowledge is extracted and accumulate
continuously in KBox.

2.4 KBox

KBox is a new KB that expands Korean DBpedia3. KBox consists of two types of storage: One keeps
track of both candidate and reliable triples by MySQL, and the other stores only the reliable triples in
the former storage by Stardog, a type of a triple store. All the information about all the triples, such
as triple scores, the source module, and the source sentence, are stored by MySQL. The reliable triples
consist of (1) the initial triples extracted from the Wikipedia infobox (DBpedia) and (2) the automati-
cally extracted triples using the proposed system with a score above 0.9. The expansion of KBOX in
Korean DBpedia is three-fold. First, the class hierarchy follows that used in DBpedia4, but property def-
initions are revised and strengthened. The domain and range of each property are defined to be common
to each language; however, we examined the triples in the Korean DBpedia and found that the schema
can be defined more precisely or need to be modified. We then revised the KBox schema by performing
instance-based domain range inference. Second, KBox has improved on the triple compared to Korean

3http://ko.dbpedia.org/
4http://mappings.dbpedia.org/server/ontology/classes/
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Figure 2: Screenshot of an extracted knowledge from a sample input

DBpedia. First, we defined 763,974 types for 81,991 entities based on the sameAs link information of
the English DBpedia and Wikidata more than Korean DBpedia. Second, we converted local properties
into ontological properties using a mapping table which was manually created by three expert annota-
tors. As a result, 1,678,163 triples represented by Korean local properties were converted, for example,
prop-ko:chul-saeng-ji to dbo:birthPlace. This makes it possible to express a triple repre-
sented by a different relation name for the same knowledge in one unified relation. Third, automatically
extracted triples are added from this proposed demo and other batch processes in our own server.

3 Demonstration

Figure 2 shows a screenshot of the proposed demo system. Our demo system basically uses Korean
natural language sentences as an input. The extracted knowledge is presented to the user in two forms.
First, the entity linking results are displayed in color and underline on the input text. When you move
the mouse over an entity, the entity type, lexical mention, and Korean and English entity names are
displayed. Second, the triples are displayed sorted and rolled up by entity. To demonstrate effectively
to users who do not use Korean as a native language, English entities corresponding to Korean entities
are displayed together. The source code for our demonstration system has been released5 under a CC
BY-NC-SA license.

4 Conclusion

This study develops a new Korean knowledge extraction system for enriching a KBox. The main contri-
bution is to improve the user accessibility through a web interface, and to provide a Korean knowledge
extraction system. Furthermore, new knowledge extracted from the web interface is continuously accu-
mulated in KBox. The core knowledge extraction core modules such as entity linking and RE have laid
the foundation for improving the learning model based on the enhanced KBox.
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Abstract

Twitter has become one of the most import channels to spread latest scholarly information be-
cause of its fast information spread speed. How to predict whether a scholarly tweet will be
retweeted is a key task in understanding the message propagation within large user communities.
Hence, we present the real-time scholarly retweeting prediction system that retrieves scholarly
tweets which will be retweeted. First, we filter scholarly tweets from tracking a tweet stream.
Then, we extract Tweet Scholar Blocks indicating metadata of papers. At last, we combine
scholarly features with the Tweet Scholar Blocks to predict whether a scholarly tweet will be
retweeted. Our system outperforms chosen baseline systems. Additionally, our system has the
potential to predict scientific impact in real-time.

1 Introduction

The volume of information about scientific papers is enormous on Twitter, and most data is real-time,
even before the paper content is published and shortly after the notifications of acceptance. Besides, lots
of scholars post tweets to express their excitement when their papers got accepted (Priem and Costello,
2010). We call the tweets that imply accepted papers scholarly tweets (STs) and the rest non-scholarly
tweets (NSTs). Retweeting is an action of reposting others’ tweet by using the retweet button on Twitter
or other mechanism. To help understand the message propagation within large user communities, we
develop a real-time scholarly retweeting prediction system.

Our task is to predict whether a ST will be retweeted. The problem of retweeting prediction has at-
tracted more and more attention. Zhang et al. (2016) propose a deep learning method to predict retweet-
ing. However, due to the special and structural ways using combinations of different Tweet Scholar
Blocks (TSBs) encoding scholarly information about papers, venues, and authors, different methods
should be explored to solve our task.

In this work, we propose a real-time scholarly retweeting prediction system by exploiting TSBs and
scholarly features. We only focus on retweets made using the retweet button in Twitter. Under this
circumstance, the tweet-retweet connection is unambiguously and can be retrieved directly by Twitter’s
API. At first, we trace a data stream by tracking “paper accepted” in Twitter using the Twitter API,
but there are some NSTs in the data stream, so we build a classification model to filter ST tweets. It is
investigated that most STs consist of text blocks called Twitter Scholar Blocks (TSBs) indicating meta
data, and we build a sequence tagger to extract TSBs to gather metadata information. At last, we build a
binary classification model by combining TSBs with scholarly information in Twitter to predict whether
the ST will be retweeted. Experimental results show that our system outperforms chosen baseline systems
and has the potential to predict scientific impact in real-time.

* indicates equal contribution.
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://

creativecommons.org/licenses/by/4.0/
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2 Real-time Scholarly Retweeting Prediction System

2.1 System Overview

Given a tweet t, our goal is first to learn a function STF that estimate the likelihood of whether t is a
scholarly tweet, then learn a function RP to estimate the probability of whether t will be retweeted. By
incorporating with the TSBs and scholarly features, we use the system to predict whether the STs will be
retweeted. The framework of our approach is shown in Figure 1.

Tweet Scholar
Block Extractor

Retweeting 
Predictor

Scholarly 
Tweets FilterStreaming

Twitter API

Scholarly 
Tweets 
(STs)

Tweet
Scholar 
Blocks 
(TSBs)

Non Scholarly 
Tweets (NSTs)

retrieve golden retweeting label

Figure 1: Framework of Our Approach

2.2 Scholarly Tweets Filter

We regard filtering STs from the data stream as a classification problem. In our scholarly tweets filter
(STF) module, we build a classification model based on support vector machine.

To capture the information in social networks, we design a feature user’s scholarly membership of
academic institutions by examining whether user descriptions contain one of the high-frequency words
of academic institution names in Wikipedia (we choose top sixty words in experiments). Additionally,
we design bag of words, words with trending symbols and length of the tweet as features. We also
find that almost no one would hide happiness if her paper were accepted, and we use a tweet-specified
sentiment analysis API1 to generate sentiment labels for tweets.

2.3 Tweet Scholar Block Extractor

Inspired by previous works on structuring tweets (Luo et al., 2012; Luo et al., 2015), we investigate that
researchers post STs in structural ways using combinations of different Tweet Scholar Blocks (TSBs)
encoding scholarly information about papers, venues, and authors. In this work, we propose six types
of TSBs: Author, the names of authors; Title, the title of the paper; Venue, the short or entire name of
the venue; Time, the time when the venue will be held; Place, the place where the venue will be held;
Other, the rest part of tweet text. An example of extracted TSBs of a tweet is given in Figure 2.

In our tweet scholar block extractor (TSBE) module, we build a sequence tagger based on conditional
random fields with BIO schema. We use tokens starting with “@”, surrounded by pairwise symbols,
capitalized, trending symbols, POS-Tagging labels and NER labels as our features. Tokens starting
with “@” in STs are often mentioned co-authors. Besides, the paper titles usually occupy up to 40% text
content which is often surrounded by pairwise symbols or all capitalized to show different formats.

2.4 Retweeting Predictor

In our retweeting predictor (RP) module, we build a classification model based on support vector machine
(SVM). Apart from using text information generated from the extracted TSBs as our features, we take
scholarly features from social networks information in Twitter into account. Apart from extracted TSBs,
we categorize the rest scholarly features into following two categories:

Author Social Features: Previous work shows that the overall impact of all co-authors should have the
potential to influence a paper’s quality and popularity (Dong et al., 2015). We use extracted Author type
of TSBs to find the authors in ST tweets. We think the influence of an individual is related to her friend’s

1https://dev.exploreyourdata.com/index.html
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Figure 2: An Example of Extracted Tweet Scholar Blocks

number, followers number, and statuses quantity. To show the influence of a group, we calculate
the sum, maximum value, minimum value and average value of influences of all participants in that
group. In spite of these, we design a binary feature indicating whether a user is verifiedas verification
is used by Twitter mostly to confirm the authenticity of celebrity accounts.

Venue Popularity Features: Different venues have large differences in their influences. Since the
well-respected venues are better platforms for researchers to publish their work or results, our intuition
is that better sites help scholars spread their scientific impact more. Scholars often use Twitter as a note-
taking tool (Mapes, 2016) during venues, so the number of statuses in the venue topic may reflect the
popularity and influence of the site. Considering the developments and the trends of the venues, we also
take the total historical quantity of statuses into account.

3 Experiments

Predicted Golden User Tweet

not not @Neonatal Brain New ultrasound marker for #brain growth. Paper is accepted. Nice and
easy for both fetal and neonatal measurements. https://t.co/W17Wcnqv4L

yes yes @danieldekok \o/. ACL short paper by me and Erhard Hinrichs on dependency
parsing with topological fields (and BiDi LSTMs) accepted.

yes not @manaalfar Short paper on non-distributional word vectors accepted
at ACL 2015 #chinacl2015 #acl2015 #nlproc

not yes @dimazest finally I got an email from emnlp and
it’s positive, the paper got accepted!

Table 1: Examples of predicted scholarly tweets and the golden labels of whether they will be retweeted

3.1 Data Preparation and Experiment Settings

To evaluate our system, we first track a tweets stream posted from Jan. 2012 to Apr. 2018 by tracking
the key phrase “paper accepted” using Twitter API. randomly crawl 6,500 tweets Then we randomly
sample 6,500 tweets and manually label them as STs and NSTs for training scholarly tweets filter. Next,
we choose 1,400 original STs out of them by checking their “retweeted status” attributes are empty from
Twitter API. We use tweet-specific annotators (Owoputi et al., 2013; Ritter et al., 2011) to tokenize those
tweets and get pos-tagging and NER labels, then manually label TSBs in BIO schema for training our
tweet scholar block extractor. Last but not least, we get the golden labels of whether an original ST will
be retweeted by finding the corresponding retweets. Additionally, five-fold cross-validation is used in
our experiments and accuracy is used as the evaluation metric.

3.2 Baseline Comparison and Feature Selection

We choose two baselines, the one is random prediction (Random), the other is an CNN model (Zhang et
al., 2016) (SUA-ACNN). Then we compare the result of using TSBE and golden TSBs with RP (TSBE+RP
and Golden+RP respectively). To find the best feature conjunction, we use a greedy feature selection
method in which we first choose the best feature set out of several randomly generated sets and then
iteratively append features that yield better performance. The setting of using best feature set is called
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TSBE+RP Best and Golden+RP Best respectively. Results are shown in Table 2. Besides, Table 1
demonstrates some predicted examples of our TSBE+RP Best system.

Approach Accuracy
Random 62.43%
SUA-ACNN 76.29%
RP 90.36%
TSBE+RP 87.43%
RP Best 94.50%
TSBE+RP Best 90.57%

Table 2: Comparing With Baselines and the Best Feature Conjunction

Overall, our system outperforms the baseline, and it is feasible to predict scientific impact in Twitter
in real time. Moreover, the performance of TSBE+RP is lower than the performance of RP on manually
labeled TSBs, because the errors produced in TSBE might affect the performance of RP. Besides, the
best feature conjunction consisted of Sum Friends Count, Sum Followers Count, Max Followers Count.

3.3 Ablation Study
To find the effectiveness of each feature and which features are in particular highly valued by RP Best, we
also removed each feature from RP Best and TSBE+RP Best respectively to evaluate the effectiveness
of each feature by the decrement of accuracy.

By comparing the results shown in Table 3, we can see that Sum Followers Count is very effective to
our RP Best. The reason might be that Sum Followers Count is more suitable to stand for the influence
of the authors’ group.

Approach Accuracy
RP Best 94.50%
RP Best-Sum Friends Count 89.57%
RP Best-Sum Followers Count 88.93%
RP Best-Max Followers Count 89.14%
TSBE+RP Best 90.57%
TSBE+RP Best-Sum Friends Count 86.71%
TSBE+RP Best-Sum Followers Count 85.14%
TSBE+RP Best-Max Followers Count 86.43%

Table 3: Comparing Results by Decaying Every Feature One by One

4 Conclusion

In this paper, we propose our real-time scholarly retweeting prediction system which solves the scholarly
tweets retweeting prediction problem. We introduce the three modules in our system: scholarly tweets
filter, tweet scholar block extractor and retweeting predictor. In addition, our system has the potential
to predict scientific impact in real-time. Sufficient experimental results demonstrate that our model
outperforms the baseline systems. Hope our system can help researchers to stand on the shoulders of
right giants.

Acknowledgement

We thank the anonymous reviewers for their helpful comments. We also thank our annotators for giving
suggestions when accomplishing the dataset and holding helpful discussions. This work is supported by
National Natural Science Foundation of China (No. 61602490).

28



References
Yuxiao Dong, Reid A. Johnson, and Nitesh V. Chawla. 2015. Will this paper increase your h-index?: Scientific

impact prediction. In Proceedings of the WSDM 2015, pages 149–158.

Zhunchen Luo, Miles Osborne, Sasa Petrovic, and Ting Wang. 2012. Improving twitter retrieval by exploiting
structural information. In Proceedings of the AAAI 2012, pages 648–654.

Zhunchen Luo, Yang Yu, Miles Osborne, and Ting Wang. 2015. Structuring tweets for improving twitter search.
JASIST, 66(12):2522–2539.

Kristen Mapes. 2016. A qualitative content analysis of 19, 000 medieval studies conference tweets. In Proceed-
ings of the SIGDOC 2016, page 48.

Olutobi Owoputi, Brendan O’Connor, Chris Dyer, Kevin Gimpel, Nathan Schneider, and Noah A. Smith. 2013.
Improved part-of-speech tagging for online conversational text with word clusters. In Proceedings of the
NAACL-HLT 2013, pages 380–390.

Jason Priem and Kaitlin Light Costello. 2010. How and why scholars cite on twitter. Proceedings of The Asist
Annual Meeting, 47(1):1–4.

Alan Ritter, Sam Clark, Mausam, and Oren Etzioni. 2011. Named entity recognition in tweets: An experimental
study. In Proceedings of the EMNLP 2011, pages 1524–1534.

Qi Zhang, Yeyun Gong, Jindou Wu, Haoran Huang, and Xuanjing Huang. 2016. Retweet prediction with
attention-based deep neural network. In Proceedings of the CIKM 2016, pages 75–84.

29



Proceedings of the 27th International Conference on Computational Linguistics: System Demonstrations, pages 30–33
Santa Fe, New Mexico, USA, August 20-26, 2018.

Document Representation Learning For Patient History Visualization
Halid Ziya Yerebakan, Yoshihisa Shinagawa, Parmeet Bhatia

Siemens Medical Solutions USA / Malvern, PA
halid.yerebakan@siemens-healthineers.com

yoshihisa.shinagawa@siemens-healthineers.com
parmeet.bhatia@siemens-healthineers.com

Yiqiang Zhan
Shanghai Jiao Tong University / Shanghai, China

yiqiang@gmail.com

Abstract

We tackle the problem of generating a diagrammatic summary of a set of documents each of
which pertains to loosely related topics. In particular, we aim at visualizing the medical histories
of patients. In medicine, choosing relevant reports from a patient’s past exams for compari-
son provide valuable information for precise treatment planning. Manually finding the relevant
reports for comparison studies from a large database is time-consuming, which could result over-
looking of some critical information. This task can be automated by defining similarity among
documents which is a nontrivial task since these documents are often stored in an unstructured
text format. To facilitate this, we have used a representation learning algorithm that creates a
semantic representation space for documents where the clinically related documents lie close to
each other. We have utilized referral information to weakly supervise a LSTM network to learn
this semantic space. The abstract representations within this semantic space are not only useful
to visualize disease progressions corresponding to the relevant report groups of a patient, but
are also beneficial to analyze diseases at the population level. The proposed key tool here is
clustering of documents based on the document similarity whose metric is learned from corpora.

1 Introduction

In medicine, examination of a patient’s diseases is described in many reports in multiple specialties.
Each report specializes in a specific aspect of the diseases, such as the chest, head and bones. For precise
treatments, understanding the holistic picture of the patient’s clinical history is critical. Unstructured
text formats that are widely used further complicates the problem. Usually, relevant report retrieval and
comparison are labor-intensive, particularly with patients having crowded clinical histories. As a result,
important information may be overlooked due to time limitations.

Automatic matching of reports is not trivial since the reports are generally kept in unstructured text
format in electronic health record (EHR) database. Exact keyword matching is not directly useful since
the same entities could be written in different forms such as ’cardiac’ and ’heart’. Additionally, acronyms
are very common in these reports and many irrelevant reports may share same keywords. Semantic
understanding of the text is necessary to find relevant report groups that experts consider as clinically
similar which we named as disease lines.

This paper presents a representation learning algorithm and a visualization mechanism to enable clin-
icians to have holistic views of patients’ history. In order to ensure the clinically meaningful similarity
measure for the reports, we have utilized weak label information encoded in previous comparison studies
conducted by radiologists.

2 Weakly Supervised Siamese LSTM

Among many alternative approaches for representation learning we decided to utilize siamese LSTM
neural network architecture similar to (Mueller and Thyagarajan, 2016) on radiology reports. We de-

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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rived new insights from extracted continuous space representations of text documents. We applied two
different clustering algorithms to analyze extracted representations in patient and population level.

A radiology report often refers to a previous report to understand and compare patient’s disease pro-
gression. These referrals are used to construct positive ground truth labels for document pairs in order to
learn representation space such that clinically similar documents lie close to each other. For a given pair
of documents, the label is positive if the reports are directly or indirectly referring to the other report. All
the report that do not refer to each other may be considered as negative pairs. However, since the positive
labels for all possible pairs is not complete we added additional modality and anatomy constraints using
Apache cTakes(Savova et al., 2010) for negative labels.

Similar to (Mueller and Thyagarajan, 2016) we utilized LSTM to reduce variable length documents
to space with fixed dimension. The LSTM network can be effectively used to learn very long-term
dependencies with a sequence of words which turns out to be useful mechanism for relatively long
medical reports. In this network, Siamese structure ensures that both the documents in given pair are
represented in same Euclidean space. Another alternative is obtaining document representations using
doc2vec. However, unlike doc2vec (Le and Mikolov, 2014), our method learns the metric based on
ground truth labels because medical reports can be relevant even when the sentences are very different
among them. The difficulty of creating a large labeled corpus is tackled in a weakly supervised manner.

We have used word embeddings trained on Pubmed central biomedical articles using
word2vec(Mikolov et al., 2013) model for the embedding layer of LSTM network. We kept the learned
word embeddings fixed during training of siamese LSTM network since changing their weights did not
improve results in our experiments.

We have utilized generalized logistic loss as our objective function given in Equation 1(Hu et al., 2014)
to train siamese LSTM network. Minimization of such loss essentially reduces the distance between
positive pair of document while at the same time increases the distance between negative pairs. In this
formula, β and τ are the hyper parameters and y denotes label information. Distance d is selected as
Euclidean norm.

F (d, y) =
1

β
log(1 + eβ(

3
2
−y(τ−d))) (1)

3 Data and Preprocessing

We collected a corpus of radiology reports containing 100,000 de-identified radiology reports including
studies on chest x-rays, abdominal CTs, and brain MRIs. The maximum number of reports per patient
is 74. There are 25,546 unique patients with 12,677 of them being one time admission only;i.e, these
patients have only one report entry in the database. More than 97% of reports are shorter than 250 words.
Thus, we decided to limit the maximum number of the words to 250. Furthermore, as a result of data
generation step explained in previous section, we have total of 32,000 positive pairs and 91,000 negative
pairs among the 165,000 possible pairs of reports. Note that we only considered intra-patient pair of
documents to construct our training and test data sets.

For data preprocesing, we applied stemming and lowercase to all the words in documents for nor-
malization. We have removed punctuation marks and numbers as well. For tokenization, we have used
NLTK word tokenizer. We used cTAKES to obtain tags such as pathology, anatomies, symptoms and
negation from the radiology reports.

4 Results

In this section, we evaluate the quality of the representations learned by the siamese LSTM network.
In the experiments, the hyper-parameters are chosen as follows: τ=0.25 , separation = 1, β=2. Network

width is selected as 32. We have trained the network for 10 epochs with batch size of 200.

4.1 Performance Evaluation
After creating a split of training and test pairs at the patient level, the documents are converted into
integer word IDs and are passed through the network. As a result, we have obtained 32-dimensional
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Figure 1: Patient level visualization system and population level analysis.

floating point representation for each report. There can be multiple alternatives to define a metric in this
space to differentiate positive pairs from negative ones. We have chosen Euclidean norm as our metric
that indicate similarity of documents. A pair of documents is considered as positive if the distance
between their floating point representations is less than 0.5. With this threshold, we obtain 0.976 F1
score on the test set.

We further established baseline using bag-of-words model with support vector machines and logistic
regression. These baselines gives 0.823 and 0.820 F1 scores, respectively. This clearly suggests that
LSTM network can learn semantic relationship among words that bring positive pair of documents close
to each other, whereas classical algorithms like bag-of-words fails to do so effectively.

4.2 Clustering Patient Lines

The learned representations captures the intrinsic comparison information given in referral of reports.
In order to obtain meaningful report groups we further utilize connected component based clustering
algorithm. The algorithm first calculates the distance matrix and then applies a threshold to the distance
matrix, followed by calculation of connected components on the binarized distance matrix. Each con-
nected component represents one cluster. This system allows to have different threshold levels which
could change the granularity of obtained clusters. Other clustering algorithms could be used as well,
however this approach provides a non parametric clustering with an interactive interface.

Using relevant reports groups, we have developed a 2-dimensional visualization methodology to get an
overview of the patient’s history. The reports in a cluster are given a unique y-coordinate and are aligned
on a temporal line parallel to y axis according to their temporal order. Different clusters are represented
by the lines at different x-coordinates. In this way, every cluster is represented by a distinct temporal
line. Thus, the progression of diseases can be easily followed along the y-axis for a particular group
(cluster) of reports. In order to qualitatively understand the performance of system, we have created a
visualization where in we connected all the pairs with positive ground truth label with green lines and all
negative pairs with blue lines as shown in Figure 1a. Ideally, there should be no green line across clusters
and vice-versa for blue lines which is indeed the case as can be seen in Figure 1a.

Furthermore, our system facilitates visualization of patient’s history in multiple perspectives such as
anatomies, modalities and negations. The tagging system allows to extract the informative tags in the
reports such as anatomies, modalities, and negations and these tags can be used to highlight particular
perspective on visualization dashboard based on selection made by the medical practitioner. In this way,
our system provides an interactive and holistic view of overall patient’s history.

As it could be seen in the Figure 1a, the patient’s reports are clustered into four groups, which match
the ground truth labels shown in green lines. This patient first visited the hospital for breast screening,
which is represented by the left most disease line. At one point, however, there was bleeding in the brain

32



and the patient had CT exams, which is represented by right-most disease line. The patient was intubated
and closely monitored, which is represented by the 2nd disease line from the left.

4.3 Population Level Analysis
Relationships in a large corpus of cross-patient radiology reports can help to understand disease patterns
and their possible treatments. Manually analyzing such large radiology corpora is impractical for most
clinically relevant applications. Thus, clustering algorithms could be used to visualize the patterns. How-
ever, basic clustering algorithms do not consider the hierarchical relations that exist in medical reports.
Exploration of such structure within clinical data will further facilitate to understand the correlations
across different diseases and sub-types. We choose the two-layer clustering algorithm named I2GMM
(Yerebakan et al., 2014) that not only perform clustering but also extract sub-clusters for all the clusters.

We obtained representations of all the reports using shared LSTM network from the learned siamese
network and applied I2GMM clustering algorithm on these representations. In order to understand the
details of each cluster we extracted tags from each cluster. Most frequent tags are shown in Figure 1b.
Zoomed cluster consist of different chest studies. The four sub-clusters from left to right in this cluster
could be differentiated as malignant neoplasms, lung pathologies, neck related problems and vessel prob-
lems, respectively. In this figure, we used black color for anatomy tags, red for symptom or pathology
tags, and purple for modalities. This result indicates that the learned document representations provide
population level groups and sub-groups to relate patients at more abstract level. Such visualization could
potentially be used to obtain information about different pathways of various diseases in more detail.

5 Conclusion

In this paper, we have presented a visualization system displaying a summary of the medical history of
individual patients. The summary is obtained via clustering algorithm on top of the learned representa-
tions of documents encoding prior comparison information. Later, we have used these representations to
analyze the whole corpus at population level by extracting clusters and sub-clusters.

For future studies combining image data with the corresponding free text information to focus on
specific anatomical regions in images could facilitate the overall navigation of patient history.
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Abstract

As the quantity of publications increases daily, researchers are forced to narrow their attention
to their own specialism and are therefore less likely to make new connections with other areas.
Literature based discovery (LBD) supports the identification of such connections. A number of
LBD tools are available, however, they often suffer from limitations such as constraining possible
searches or not producing results in real-time.

We introduce HiDE (Hidden Discovery Explorer), an online knowledge browsing tool which
allows fast access to hidden knowledge generated from all abstracts in Medline. HiDE is fast
enough to allow users to explore the full range of hidden connections generated by an LBD sys-
tem. The tool employs a novel combination of two approaches to LBD: a graph-based approach
which allows hidden knowledge to be generated on a large scale and an inference algorithm to
identify the most promising (most likely to be non trivial) information.

Available at https://skye.shef.ac.uk/kdisc

1 Introduction

Literature based discovery (LBD) is an automatic technique addressing the ever increasing volume of
research literature by inferring as yet unobserved connections. The approach was pioneered by Swan-
son (1986) who hypothesised a (hidden) connection between Raynaud phenomenon and fish oil, despite
the fact that the two were not mentioned together in any publications. Swanson noticed that one pub-
lication linked Raynaud phenomenon to blood viscosity and another linked blood viscosity to fish oil,
suggesting the trial of administering fish oil to Raynaud disease patients. LBD can be executed in one
of two modes: closed or open discovery. In closed discovery, both A, the source term, and C, the target
term, are specified, and only the linking terms (with relationships to both A and C) are sought, while open
discovery explores a much larger space with only the source term being specified and all relationships
being pursued (see Figure 1).

LBD has a range of applications including identification of potential treatments, drug repurposing
and drug side effect prediction. However, in its general form LBD generates a vast number of hidden
connections and the usefulness of existing open discovery systems, such as Arrowsmith (Swanson and
Smalheiser, 1999), Bitola’s (Hristovski et al., 2006), FACTA+ (Tsuruoka et al., 2008) or Literome
(Poon et al., 2014), is often limited by heavy restrictions on the input, linking terms and output and/or
time required to generate results.

2 Approach

HiDE combines two LBD approaches. To ensure a usable (rather than excessive) quantity of quality
hidden knowledge, we combine: (1) the widely used A-B-C model introduced by Swanson (1986) which
starts from a term, A, finds all terms Bi to which A is related, repeats the process to find all terms Cij

related to each Bi, and proposes any previously unconnected A − Cij as hidden knowledge, and (2) a

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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Figure 1: Closed discovery, both A and C specified (top), and open discovery, only A specified (bottom)

novel (to LBD) approach based on work in knowledge base completion which generates new connections
by performing random walks through a knowledge base graph.

The A-B-C model is a useful approach for LBD but it can generate vast amounts of hidden knowledge
potentially leading to the need for restrictions on theB/C terms and/or slow processing times. Exploiting
techniques from graph theory (West, 2007), our LBD system (Preiss et al., 2015) uses the adjacency
matrix M describing the graph formed from the connections between terms in a document collection:
entrymij is a positive integer if a relationR is detected between terms ti and tj . If ti and tj are not related
anywhere in the document collection, mij will be zero. Hidden knowledge in the document collection
can then be identified by looking for non zero terms in the matrix generated by norm(M2)− norm(M)
where norm converts mij to 1 if mij > 0 and leaves it as 0 otherwise. This generates hidden knowledge
connected via a single linking step and allows large amounts of hidden knowledge to be pre-computed.

The graph model is an inference system due to Lao et al (2011) based on the Path Ranking Algorithm,
which performs random walks through a knowledge base graph. In our case, the knowledge base is
constructed from the manually created triples (such as X may treat Y) listed in the Unified Medical
Language System (UMLS) Metathesaurus. The system generates path up to length 2, and uses logistic
regression to combine the paths to yield new connections.

Both LBD systems are applied to all PubMed abstracts published up to 30 April 2016: the linguis-
tically motivated subject-relation-object triples (such as X-treats-Y or X-affects-Y) are extracted from
a SemRep (Rindflesch and Fiszman, 2003) annotated 2016 version of PubMed (available as semmed-
VER26 download created using regular SemRep version 1.7 and UMLS 2016AA1) and used for the
A-B-C model. UMLS 2016AA was used to obtain the manually created triples for the graph model.
A range of filtering approaches are applied to reduce the volume of hidden knowledge (Preiss, 2014).
Individually, the A-B-C model generated a total of 2,947,874,564 pairs of hidden knowledge, while the
graph model yielded 198,295,133 pairs. The intersection of hidden knowledge pairs, 6,471,922 pairs, is
presented within the interface, and the hidden knowledge pairs are ranked by the weights output by the
graph model.

3 Online System

The approach described in Section 2 is implemented as a publicly available tool, HiDE (Hidden Discov-
ery Explorer), which allows a user to interactively explore the hidden knowledge generated by an LBD
system.

Interaction with HiDE begins with the user specifying a term of interest. HiDE then generates a list
of potentially relevant UMLS CUIs from which the user selects one. The hidden knowledge available
is grouped by UMLS Medical Subject Headings (MeSH) terms which provides types such as disease,

1https://semrep.nlm.nih.gov/
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Figure 2: Raynaud phenomenon open discovery: top shows the first page of lipid hidden knowledge from
C0034735 – Raynaud Phenomenon generated from publications between 1960 and 1985 highlighting
Swanson’s fish oil connection, bottom the linking terms between C0034735 – Raynaud Phenomenon
and C0016157 - fish oil with the highly cited blood viscosity link highlighted

enzyme and gene. The user selects a MeSH term, which allows them to filter the result set to MeSH
terms of relevant to them while also reducing the number of results returned, and the hidden knowledge
generated from the original CUI is presented. Users can view hidden knowledge in increments of 100
pairs and linking terms in increments of 50.

3.1 Implementation Details

HiDE is a web-based system in which all rendering is achieved using the D3 JavaScript library. Hidden
knowledge is generated offline and stored in a MySQL database which the interface accesses using PHP.
Linking terms for a selected pair of CUIs are computed in real time. All results are cached to ensure
subsequent access for the same knowledge pair will be virtually instant.
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4 Example

Figure 2 presents the output of HiDE when replicating the connection between Raynaud and fish oil
(Swanson, 1986) from 1960-8 Medline publications using the matrix method only (as the inference
method would require a UMLS from 1968 which does not exist). The top portion of Figure 2 shows a
zoomed in section of the hidden knowledge generated by HiDE by entering the search term raynaud,
selecting the CUI C0034735 – Raynaud Phenomenon and then the MeSH term lipid. The figure shows
that the link to the C term fish oil is found by HiDE (this link is highlighted). Selecting this CUI reveals
the B term(s) via which the hidden knowledge was established; the bottom of Figure 2 shows the linking
terms between Raynaud and fish oil, demonstrating that HiDE finds the frequently cited link via blood
viscosity (highlighted).

5 Conclusion

We present HiDE, an LBD tool suitable for exploring hidden knowledge generated by an LBD system
including linking terms. Rather than imposing a filtering by design, HiDE does not restrict the hidden
knowledge presented to the user while allowing them to quickly drill down to MeSH terms of interest and
thus carry out their own ‘filtering’. Using a novel combination of two LBD approaches – a graph-based
approach and an inference algorithm – the most promising information is computed off line, thereby
enabling fast response times to queries and allowing users to fully explore the information generated.
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Abstract

We present a language-independent treebank annotation tool supporting rich annotations with
discontinuous constituents and function tags. Candidate analyses are generated by an exemplar-
based parsing model that immediately learns from each new annotated sentence during annota-
tion. This makes it suitable for situations in which only a limited seed treebank is available, or a
radically different domain is being annotated. The tool offers the possibility to experiment with
and evaluate active learning methods to speed up annotation in a naturalistic setting, i.e., mea-
suring actual annotation costs and tracking specific user interactions. The code is made available
under the GNU GPL license at https://github.com/andreasvc/activedop.

1 Introduction

Treebank annotation is a labor-intensive manual task with various opportunities for automation. This is
typically done with bespoke annotation tools (e.g., PTB, FTB, Negra, Tiger) that provide some form of
semi-automatic annotation. The Penn treebank was annotated with the help of a rule-based deterministic
parser (Marcus et al., 1993). This parser only provided a partial parse with constituents that it was certain
about. A similar process was used for the French Treebank (Abeillé et al., 2003). The German Tiger
treebank uses a more elaborate approach with two parsers providing candidate analyses (Brants et al.,
2002). The first is a cascaded Markov model that provides interactive annotation and can be retrained
on user feedback; the second is based on a precision grammar (HPSG) which is not retrained but has the
advantage of always being consistent.

Compared to other treebank annotation tools, we believe our tool offers the following advantages:

• Applicable to any constituency treebank without feature engineering or handwritten rules. Discon-
tinuous constituents and function tags are included in the annotation and suggested parses (ignored
by most statistical parsers).

• Online learning: updating the grammar is fast and can therefore be done after every sentence instead
of only after a larger batch, which makes the tool suitable for low resource settings and rapidly
adapting the grammar to a new domain.

• The possibility to explore active learning methods in a naturalistic setting, i.e., measuring actual
annotation cost instead of in synthetic simulations.

2 The Parser

Our system is based on the parser presented in van Cranenburgh et al. (2016), a constituency parser
supporting discontinuous constituents and function tags. POS tagging and unknown word handling is
integrated in the parser. The parser is based on the Data-Oriented Parsing framework (Scha, 1990; Bod,
1992), which views the treebank as a set of exemplars of which arbitrary fragments can be identified as

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Figure 2: Histogram showing the difference in F1-score with and without online learning in a simulation
of annotating the Tiger treebank (higher is better). The improvement is significant with p ă 0.01.

productive units to analyze new sentences. The parser employs a Tree-Substitution Grammar (TSG) con-
sisting of a set of elementary trees with associated frequencies. The elementary trees are automatically
induced from training data in the form of tree fragments attested in two or more trees. Such recurring
tree fragments can be efficiently extracted from sets of trees using a tree-kernel approach (Sangati et al.,
2010; van Cranenburgh, 2014) which compares pairs of trees in search of common subgraphs. Through
the use of indexes of the treebank, this step can be done exactly and exhaustively, instead of needing to
resort to approximate methods. Data-driven parsing with discontinuous constituents is done using the
grammar formalism of Linear Context-Free Rewriting Systems (LCFRS; Kallmeyer and Maier, 2013),
extended to a tree-substitution grammar (van Cranenburgh et al., 2016). Figure 1 shows an example of a
derivation with the grammar. Note how discontinuities in elementary trees are marked, specifying where
the spans of other elementary trees go as they are combined into a full parse.

This parser is extended with the capability of adding trees to the grammar: online learning. Con-
ceptually, this simply entails adding more exemplars to the model. Since the weights of the elementary
trees are simple relative frequencies, there is no expensive parameter estimation involved (compared to,
e.g., expectation maximization for latent variable grammars, stochastic gradient descent for deep learn-
ing, etc). The set of elementary trees in the grammar is extended with the fragments extracted from
the new tree when it is compared to the existing training data. Apart from bookkeeping work such as
re-normalizing the relative frequencies and re-indexing grammar rules, updating the grammar is compu-
tationally simple and takes less than 1 second. It is therefore feasible to continuously update the grammar
during interactive annotation.

Figure 2 shows an evaluation of online learning using a synthetic experiment simulating the annotation
of the Tiger treebank. Starting with an initial grammar based on 5000 sentences, candidate parses for
new sentences are suggested, and compared to the gold annotation in the treebank. When online learning
is enabled, the gold parse is added to the grammar after each sentence. Since both the initial grammar
and the new sentences are from the same domain and treebank, the effect is limited, but still there is a
clear improvement when online learning is enabled.

Another feature that was added is to improve the handling of sentences that cannot be parsed com-
pletely. When a sentence fails to parse, the longest, most probable partial parses are extracted from it in
a greedy fashion, until the whole sentence is covered.
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Figure 3: A candidate parse arrived at after following the decision tree of possible parses. The green
labels are function tags. Translation: Be quiet and stop crying. (from Grimm’s fairy tales)

3 User interface

The user interface presents possible candidate parses, which can be selected and edited interactively.
Two mechanisms are provided to navigate the potentially long list of similar n-best parses: a decision
tree and span constraints.

Upon annotating a new sentence, the user is presented with the most probable analysis. The remaining
analyses can be accessed by navigating a decision tree where the nodes ask for the presence of particular
constituents that differ between the analyses (Baldridge and Osborne, 2004). We use an entropy-based
decision tree method, taking into account the probability distribution of the possible analyses, such that
the most probable analyses will require the least number of discriminants. After each discriminant, an
example of an analysis confirming to the currently selected discriminants is shown. See Figure 3 for an
example.

The decision tree guides the user using the extracted discriminants. Span constraints allow the user
to select discriminants. Clicking on a constituent will add a constraint to require or block a particular
labeled span, which are then filtered from the list of candidate parses. Additionally, if the desired parse
was pruned during parsing, the sentence can be parsed again, potentially producing more trees matching
the constraints. See Figure 4 for an example.

In case the correct parse is not among the n-best candidates, the user can select any tree for manual
post-editing, in a graphical interface where nodes can be re-attached by drag and drop and labels can be
selected from drop down menus. Additionally, a subtree can be selected for re-parsing, after which a
replacement can be picked from an n-best list.

4 Active Learning

Active learning is a form of machine learning in which the model takes the initiative of optimizing the
selection of new training data to annotate in order to maximize training utility value (for an overview, cf.
Settles, 2010). Concretely, this means manipulating the order of sentences to annotate as presented to
the user.

A well established technique is uncertainty sampling, which selects sentences of which the model
is most uncertain. Uncertainty is measured as the entropy of the probability distribution of possible
analyses for a sentence. Using this heuristic, the most difficult sentences will be annotated first. While
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Figure 4: Filtering the list of candidates using span constraints. Here the PP is required, while chêne is
blocked from being an adjective. Translation: He also grew like an oak tree (from Madame Bovary).

this reliably results in steep learning curves, it also means the annotation cost is high and the selected
sentences may contain outliers that are difficult but not as useful with respect to the rest of the corpus.

Several works have explored active learning for statistical parsing. Tang et al. (2002) experiments
with uncertainty sampling and representativeness ranking, evaluated on a simple treebank of airline
reservations. Hwa (2004) presents results on uncertainty sampling with the Penn treebank. Reichart
and Rappoport (2009) also adds a clustering method and applies more cognitively grounded cost met-
rics. Reductions of up to 30 % fewer annotated constituents necessary for a given level of accuracy are
shown to be possible in simulations of annotating the Penn treebank. However, whether such reductions
also obtain with human annotators has to our knowledge never been confirmed.

In future work we want to explore whether the information in tree fragment distributions and TSG
derivations may enable the development of better active learning methods, and run an annotation experi-
ment in which all user interactions are carefully measured.
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Abstract

For controversial topics, collecting argumentation-containing tweets which tend to be more con-
vincing will help researchers analyze public opinions. Meanwhile, claim is the heart of argumen-
tation. Hence, we present the first real-time claim retrieval system CRST that retrieves tweets
containing claims for a given topic from Twitter. We propose a claim-oriented ranking module
which can be divided into the offline topic-independent learning to rank model and the online
topic-dependent lexicon model. Our system outperforms previous claim retrieval system and ar-
gument mining system. Moreover, the claim-oriented ranking module can be easily adapted to
new topics without any manual process or external information, guaranteeing the practicability
of our system.

1 Introduction

When users search controversial topics in Twitter, they often tend to find some persuasive tweets. Ar-
gumentation is known as the most convincing structure, which usually consists of claim and evidence
(Toulmin, 1958; Palau and Moens, 2009). However, only when the claim confirmed, can the evidence
make sense. To help users swiftly obtain many pre-eminent claims about the query topic from Twitter,
we propose CRST, a system that can automatically retrieve claim-oriented tweets.

Given a topic, our task aims to retrieve a list of claim-oriented tweets. We assume a claim-oriented
tweet should meet three criteria: (1) the tweet should be topic-related; (2) the tweet clearly supports
or opposes the topic; (3) the tweet provides an arguable reason for its stance. For example, “@mmfa
Abortion is not a choice, abortion is the killing of an innocent life.@owillis” is a tweet related to the topic
of “abortion”. Moreover, it strongly opposes abortion and contains an arguable reason, “abortion is
the killing of an innocent life”. Therefore, it is a claim-oriented tweet.

To the best of our knowledge, this is the first attempt of claim retrieval in Twitter. Most existing works
on argument mining in Twitter concentrate on detecting the evidence types (Dusmanu et al., 2017). And
the claim retrieval task on documents was first introduced by Roitman et al. (2016). However, due to
the short tweet content and specific conventions in Twitter as well as the ambiguous claims made by
tweeters, our task is harder than claim retrieval in documents.

CRST integrates search and re-ranking modules to (i) find topic-related tweets, and (ii) rank by the
degrees of containing claim. The core NLP part of our system is the claim-oriented ranking module (see
Section 2.2 for detail). It can be divided into the offline topic-independent learning to rank model and
the online topic-dependent lexicon model. Considering (1) some conventions in Twitter structure tweets
and this structuring can be a valuable hint for searching claim-oriented tweets; (2) some claims may be
expressed in a general pattern; we use a learning-to-rank framework to integrate Twitter structure infor-
mation and some general claim pattern features to build an offline topic-independent ranking model. In
addition, claims can not exist without topic, so we introduce the topic information to our claim-oriented
ranking module. To be more specific, we generate a topic-dependent claim-oriented lexicon online to

† Corresponding author.
This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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Figure 1: Overview of our system for retrieving claim-oriented tweets.

further elevate the retrieval performance. Experimental results show that our system outperforms other
systems on similar tasks.

2 Claim Retrieval System

2.1 System Overview

An overview of our system is shown in Figure 1. We first perform offline steps to process data and to
train the topic-independent model (Subfigure a). The online system is illustrated in Subfigure b. In the
remainder of this section, we briefly discuss these steps.

Offline Processing In order to build the system, we crawl and index about 60 million English tweets
using the Twitter API in 2016. Using these tweets we implement a search engine based on ElasticSearch.
Given a query topic, the search engine would present a list of relevant tweets ranked based on the BM25
score. We construct a annotated dataset by searching some selected topics on the search engine (see
Section 4.1 for detail). Then, we train a learning-to-rank framework which integrates different kinds of
topic-independent features as a topic-independent model.

Online Processing When a user gives a new query topic q, the system performs the following three
steps on the fly: (i) Retrieving related tweets with a real time Twitter search API, where Tweepy1 is
invoked to retrieve the top-n tweets that are most related to q; (ii) Ranking the tweets, where we automat-
ically construct topic-dependent claim-oriented lexicons online and combine it with the offline trained
topic-independent module as our Claim-oriented Ranking Module (elaborate in Section 2.2). (iii) Vi-
sualizing the results, where the visualization module presents the re-ranked tweets to the user within an
interactive graphical interface.

2.2 Claim-oriented Ranking Module

By and large, our retrieval model is a learning-to-rank framework which integrates topic-independent
features. Additionally, we use topic-dependent claim-oriented lexicons to further elevate the retrieval
performance. Given a query topic q, a list of related tweets T from the Twitter dataset D is calcu-
lated as T = Relevant(D, q)2. The final claim-oriented score function of a tweet t is defined as
FinalScore(t, q) = LTR(T, t) + λScoreLex(t, Lexq), where LTR(T, t) is a pairwise learning to
rank method3 and ScoreLex(t, Lexq) is a function4 using a claim-oriented lexicon Lexq to construct
an claim-oriented score for each tweet t. λ is a hyper parameter obtained through training. And we will
elaborate them in the following part.

Topic-independent Module We use learning to rank framework to build our topic-independent model.
Learning to rank is a data driven approach that effectively incorporates a bag of features into the retrieval

1http://www.tweepy.org/
2We used Okapi BM25 as a the Relevant function.
3We use rankSVM (http://www.cs.cornell.edu/people/tj/svm\_light/svm\_rank.html) to train

our ranking model.
4We estimate the claim-oriented score of each tweet by calculating the average claim-oriented score over certain terms.
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process. We use a linear kernel rankSVM for training and report results for the best setting of parameters.
There are three kinds of topic-independent features that we used. (i) Twitter structural features refer to
conventions that are only used in Twitter, such as “#”, “@”, “RT @”, URL and combinations of these
conventions. Meanwhile, we also consider whether a tweet is a reply as a feature. (ii) Author social
features contain followers, friends and status information, which also play an important role in social
media mining work (Luo et al., 2012; Luo et al., 2015). (iii) GenLex is a topic-independent claim-
oriented lexicon. We compute the information gain score of each word in tweets which contained in a
labeled dataset. Then we choose the top-N scored words to construct GenLex. These words, such as
“because”, “but”, “will”, are topic-independent words and can reveal general patterns of claim-oriented
tweets.

Topic-dependent Claim-oriented Lexicon Since it is impossible to train a supervised model for every
topic, we adopt the ScoreLex(t, Lexq) (mentioned above) by considering it as a topic-dependent prob-
lem. The topic-dependent claim-oriented lexiconLexq is constructed byMakeLex(GenLex, T ), where
we measure topic-dependent claim-oriented score of each word w in T , by calculating the co-occurrence
frequency of w with words in GenLex. Finally, the high scored words will be used to construct a claim-
oriented lexicon that refers to query topic q. For example, about topic “abortion”, the words in Lexq are
“kill”, “murder”, “dangerous”, etc.

2.3 System Usage

Our system is shown in Figure 2. The interface of our system is implemented using PyQt5. After
inputting the query topic q, users can choose to use a claim-oriented score order or time sort. In the
former model, our system automatically highlights the words in GenLex to blue, and the words in Lexq
to yellow. This can be seen as a basis for tweets to be considered as containing claims. Additionally, our
system allow users viewing details by clicking the tweet.

Figure 2: Homepage screenshot of our system.

3 Experimental Result and Case Study

3.1 Evaluation

To evaluate our claim retrieval model, we construct a English Twitter dataset which consists of 2520
tweets from 30 controversial topics5. And 586 tweets are identified as containing claims. We use 10-fold
cross validation for evaluation, and use MAP as metric.

We use WikiClaim and TwitArgument as baselines. We adopt the features which are used
for retrieving claims in wikipedia documents in Roitman et al. (2016), and name it WikiClaim.

5We choose topics from https://www.procon.org/
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Rank Tweet Reply

1 @patrickmadrid she support abortion I say abortion is murder. before they were even born 1

2 RT @samanthabbayne: say it with me: pro-choice is not pro-abortion! pro-choice is not pro-abortion!
pro-choice is not pro-abortion! #debate

0

3 @mmfa Abortion is not a choice, abortion is the killing of an innocent life.@owillis 1

4 RT @donniedranko: MAKING ABORTION ILLEGAL WILL NOT STOP ABORTION ITLL ONLY
MAKE IT MORE DANGEROUS

0

5 Abortion is not birth control abortion is not birth control abortion is not birth control abortion is not birth
control

0

6 @LiveActionNews FORMER ABORTIONIST : ABORTION IS BARBARIC... ABORTION HAS NO
PLACE IN ANY CIVILIZED SOCIETY .

1

7 RT @hailey stiegel: MAKING ABORTION ILLEGAL IS NOT GETTING RID OF ABORTION, ITS
GETTING RID OF SAFE ABORTION

0

8 RT @yfnmufasa: Abortion is murder Abortion is murder Abortion is murder Abortion is murder Abortion
is murder

0

9 @okeyjames (3) but the ban on abortion have the therapeutic abortion exception i.e therapeutic abortion is
allowed in Nigeria.

1

10 @WillKrumholz Well, they actually claim that abortion rates are higher in nations that ban abortion com-
pletely.

1

Table 2: Examples of our system for the querying “abortion”.

Methods MAP
WikiClaim+BM25 0.291
TwitArgument+BM25 0.328
Best 0.585

Table 1: Results of Baselines and our best
model. Best significantly better than base-
lines (for p < 0.01).

We also adopt the features which are used for
argument identification tasks in Twitter in Theo-
dosis Goudas and Karkaletsis (2015), and name it
TwitArgument. Considering topic related factor, we
combine BM25 with them. As shown in Table 1, our
best model (Best) which use both learning to rank
framework to integrate topic-independent features and
topic-dependent claim-oriented lexicon outperforms
the baselines significantly.

3.2 Case Study

In this section, we demonstrate a scenario of retrieving a query to prove the effectiveness of our system.
Table 2 shows the top 10 retrieval results returned by our system when searching for “abortion”.

As shown in Table 2, we can figure out that the tweets containing claims are in the top rank such as 1,
2, 3, 4, 5, 6, 7, 8, 10. From these tweet, we can find that many claim-oriented tweets contains a re-tweet
feature “RT @”, it is very possible because of the high forward frequency of valuable claim. As for
the “reply” features appear many times, it may be because the argumentation always occurs during the
discuss or quarrel. At the same time, some structural features like URL which is often contained in news
or an advertisement rarely appear. In addition, these claim-oriented tweets contain words, like “kill”,
“life”, “murder”, which show our model can capture the topic-dependent claim-oriented information.

4 Conclusion

We present the first system that supports users to retrieve claim-containing tweets about controversial
topics in Twitter. We train a rankSVM for our learning-to-rank framework and the topic-dependent
lexicon is constructed using unlabeled topic-related tweets. Hence, our model can be easily adapted to
new emerging topics in Twitter. In addition, our system let the user intuitively obtain the claims, which
is certainly helpful in the development of public opinion research. The experimental results show that
our system outperforms the previous state-of-art document claim retrieval system and Twitter argument
mining system.
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Abstract

This demo deals with the problem of capturing omitted arguments in relation extraction given
a proper knowledge base for entities of interest. We introduce the concept of a salient entity
and use this information to deduce omitted entities in the paragraph which allows improving the
relation extraction quality. The main idea to compute salient entities is to construct a graph on
the given information (by identifying the entities but without parsing it), rank it with standard
graph measures and embed it in the context of the sentences.

1 Introduction

As the need for structured knowledge for a variety of applications such as knowledge base (KB) com-
pletion (Socher et al., 2013), search (Marco and Navigli, 2013), and question-answering (Yahya et al.,
2012) has increased, there has been considerable interest in extracting relationships for a large number of
documents written in natural language. Relation extraction aims to identify and recognize the semantic
relationships between pairs of entities (persons, locations, organizations, etc.) from sentences written in
free text and to create them in a structured form.

Most studies in relationship extraction are distantly supervised and only take into account intra-
sentence relationships that contain pairs of entities (Mintz et al., 2009; Fan et al., 2014; Zeng et al.,
2015). For example, suppose that the following paragraph is given with entities marked by parenthe-
ses:“[Cristiano Ronaldo] was born in Madeira. He plays for the Spanish club [Real Madrid C.F.] and
the position is a [Forward].” Although the entity mentions do not occur in the same sentence, these
sentences convey the team to which “Cristiano Ronaldo” belongs and his position, but this cannot be
inferred from each individual sentence. In particular, it is very common for an entity to be omitted from
a sentence in Wikipedia–a popular corpus for relation extraction–because Wikipedia pages each focus
on only one entity in most cases. This is also a very common phenomenon in text that is written in a
language that can omit a subject or object even if it is not a Wikipedia article.

There have been studies into tackling these constraints on relation extraction in two or more sentences
(Peng et al., 2017; Quirk and Poon, 2017); these are basically done in a way that increases the number of
possible paths between the entities present in other sentences by integrating dependency graphs generated
in a single sentence. The dependency graph–the key element of these studies–is known to be effective in
relation extraction. However, it is difficult to acquire a highly efficient parser for all languages; thus, the
practical application cannot extract relationships in various language environments. As another solution,
we can apply a pipelined model to first perform a co-reference resolution (Clark and Manning, 2015)
or zero-anaphora resolution (Mitkov, 1999) and then perform relation extraction, but error propagation
between processes has been pointed to as a common problem in many natural language processing (NLP)
tasks (Quirk and Corston-Oliver, 2006; Yang and Cardie, 2013; Han et al., 2013; Zeng et al., 2015).

This demo aims to overcome these issues by means of a projection in the context of the paragraph
into the relationship between tuples in the KB. A paragraph is a series of sentences that fleshes out a
coherent theme and maintains a consistent flow, so if an omitted entity exists, it is clear that the reader can

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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recognize it as an aspect of the subject that will continue being discussed in the paragraph. Therefore, our
assumption here is that we can create a coherent graph composed of nodes (i.e. KB entities) and edges
(i.e. relationships between entities) in the paragraph. However, in the conventional distant supervision
paradigm, entities from the imperfect sentences in a contiguous context will be unreachable. The key
to our approach is to first find the most “salient entity” through KB-based graph interpretation without
syntactic parsing or other NLP tools and to maximally associate this with unreachable entities in the
paragraph.

2 Salient Entity Detection

Normally, a paragraph that consists of a group of sentences deals with a coherent topic, so any reference
can be omitted as long as the context provides the subject to which it is referring. In particular, subjects
or objects are often omitted when they are obvious from the context. This paper attempts to deal with
the null-subject problem to process relation extraction beyond the sentence level; since the subjectivity
of an entity can be determined by how it is presented in a paragraph, the “salience” of an entity can be
computed effectively from what is available in the paragraph itself.

We observed certain cues when identifying salience. Unsurprisingly, salient entities tend to be men-
tioned in the title or first sentence and are mentioned frequently throughout. However, being included
in the title (or first sentence) is neither necessary nor a sufficient condition for salience. Based on these
observations, we believe that a KB-based projection of a paragraph that already contains a variety of
evidence for an entity is better than developing simple heuristics. This paper defines salient entities as
those that have a major impact on the cohesion that occurs in a graph. This assumption is not arbitrary;
some of these regularities have been recognized in Centering Theory (Walker et al., 1998). With this goal
in mind, we propose a mathematical model and an algorithm to maximize the total connectivity in this
situation.

2.1 Task Definition
Let P and E be the sets of all paragraphs in a given corpus and the set of all entities in the given KB
respectively. Let Ep ⊂ E be the set of entities mentioned in p ∈ P. We formally define the salient task as
learning the function:

σ : P×E→ R, (1)

where σ(p,e) reflects the salience of e in p. We denote the ranking of Ep according to σ as:

xp =
(

e1, ...,e|Ep||ei ∈ Ep,σ(p,ei)≥ σ(p,ei+1)
)
, (2)

where pairs of entities with tied scores are arbitrarily ordered.
Our ranking function maximizes coherence in the paragraph-driven-graph by adding outgoing edges

from the salient entity to other entities. Maximizing cohesion means creating a maximally connected
graph that has the minimum number of entities whose deletion from G = (Ep,A) results in a discon-
nected or trivial graph, where A is a set of ordered pairs of entities (ei,e j). There are two conditions
that constitute A: First, ei and e j are in a single sentence; second, ei is a salient entity and e j ∈ Ep. Our
objective function is expressed as follows:

κ(G) = κ((Ep,A)) =
|Ep|
∑
i=1

|Ep|
∑
j=1

yi j, yi j =

{
wi j, if(i, j) ∈ A
0, otherwise

, (3)

where wi j represents the number of relations (i.e. weight) associated with (i, j).

3 Evaluation

3.1 Experimental Setup
Our experiments aimed to answer whether the artificially restored sentences create noise in the existing
distant supervision model, and whether the deduced entities accurately determine more relationships
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(a) Sentence Augmentation

IN

para 1

para 2

para 3

OUT

(b) Extracted triples (conventional DS paradigm) 

(c) Extracted triples by deducing omitted entities 

지미_카터successor 1977년 . 0.01
지미_카터birthPlace 미국 . 0.666
지미_카터country 조지아_주. 0.099
지미_카터predecessor 1970년 . 0.061
지미_카터birthPlace 1962년 . 0.737
지미_카터birthPlace 조지아_주. 0.586
지미_카터successor 제럴드_포드 . 0.063
지미_카터party 공화당_(미국) . 0.049
지미_카터country 이스라엘 . 0.656
지미_카터successor 메나헴_베긴 . 0.012
지미_카터birthPlace 이집트 . 0.749
지미_카터successor 안와르_사다트 . 0.016
스티브_잡스 deathPlace 미국 . 0.026
스티브_잡스 occupation 애플_(기업) . 0.764
스티브_잡스 spouse 1996년 . 0.034
스티브_잡스 occupation 최고경영자 . 0.241
스티브_잡스 spouse 2006년 . 0.11
스티브_잡스 occupation 2004년 . 0.295
어니스트_헤밍웨이 deathPlace 미국 . 0.391
어니스트_헤밍웨이 birthPlace 일리노이_주 . 0.054
어니스트_헤밍웨이 deathPlace 아이다호_주 . 0.24
어니스트_헤밍웨이 notableWork 무기여_잘_있거라 . 0.801
어니스트_헤밍웨이 notableWork 누구를_위하여_종은_울리나 .0.863
어니스트_헤밍웨이 notableWork 노인과_바다 . 0.87

지미_카터country 조지아_주. 0.099
스티브_잡스 deathPlace 미국 . 0.026
어니스트_헤밍웨이 deathPlace 미국 . 0.391
어니스트_헤밍웨이 birthPlace 일리노이_주 . 0.054
어니스트_헤밍웨이 notableWork 무기여_잘_있거라 . 0.801

Figure 1: (a) shows the output after restoring the omitted entity from the input sentences. The restored
sentence includes the ‘***’ symbol at the front of each sentence. (b) and (c) show the result of the relation
extraction, and the result of using the restored sentence in the step (a), respectively.

from the concealed paragraphs. We conducted experiments on the relation extraction between DBpedia
entities in a null-subject language Wikipedia (i.e. Korean). We conducted an experiment performing
training and testing using the Korean versions of Wikipedia (dumps on July 2017)1 as the textual corpus
source. We chose the dump of Korean DBpedia KB2 as the background resource. In this experiment’s
first stage, we transform Wikipedia’s links into entity annotations, and the original sentences of the given
corpus can thus be automatically annotated with DBpedia entities. We converted each sentence into a
word-level matrix in which each row was a sentence vector extracted from our model. Sentence vectors
were learned from the Distributed Memory version of the Paragraph Vector algorithm using training
data to automatically learn and predict corresponding relationships by the multi-class logistic regression
classifier into one of the 50 relation types in our evaluation dataset.

In the real dataset, the whole labeled sentences have an imbalance in the number of labeled relation
types. We found that approximately 85% of relations (of total of 215 relations) have fewer than 1,000
instances, and the amount of data in the top 50 relationships is greater than the rest of the data. Hence,
we conducted a relation classification for the top 50 relationships except for those that have very little
labeled data. There is no gold annotated dataset under distant supervision, so evaluation typically uses
the held-out strategy. A held-out evaluation has the advantage of being automatic, but it can produce
biased results because a pair of entities known to have no relationship may actually have a relationship.
We solved this problem by creating a gold standard that eliminates false negatives by evaluating people.
For this, ten college students judged true or false for the noisy gold test-data generated by the distant
supervision assumption3. We obtained the precision, recall, and F1-scores for each of the 50 relation
types in the experiment then the sum of the weighted averages for each performance measure from each
class.

We developed the system to verify the approach to salient entity identification in the experiment as
shown in Figure 1. The experimental results show that the effectiveness result of creating large volumes
of additional training data to learn the KB relation by obtaining missing entities in relation extraction.

3.2 Result Analysis: Salient Entity Detection Techniques

Table 1 shows the experimental result for our model (A (Centrality)) with various competitors to mea-
sure the saliency of the entity for the gold test data. For example, other plausible ways to detect saliency
are (1) the entity corresponding to the Wikipedia page (A (Title)), (2) the most frequent entity in the

1https://dumps.wikimedia.org/kowiki/
2http://downloads.dbpedia.org/2016-10/core-i18n/ko/mappingbased objects ko.ttl.bz2
3All data used in this experiment are provided in: https://github.com/kekeeo/SASE
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Table 1: The results of experiments with various baselines for saliency.

Precision Recall F1-Score

A (Centrality) 0.58 0.54 0.52
A (Title) 0.47 0.42 0.38
A (Max) 0.52 0.48 0.45
A (First) 0.51 0.46 0.43
Standard 0.44 0.40 0.38

paragraph (A (Max)), (3) the first entity in the paragraph (A (First)). The conventional distant super-
vised relation extraction corresponds to a single sentence that contains two entities (Standard), but we
augmented this to tasks for two entities in a paragraph as described in above.

As shown in Table 1, since the method of sentence augmentation by adding the omitted entity to the
sentences is higher than the conventional paradigm (i.e. Standard), we can see that the proposed sentence
augmentation method has increased the positive learning instances for relation extraction. Although the
method using centrality obtains superior performance than other heuristic methods, it can be seen that
incorrect augmented sentences do not positively affect relation extraction, as shown in the comparative
performance between A (Title) and Standard.

4 Conclusion

This paper demonstrates a method of learning useful context features necessary to classify relations effi-
ciently in a language environment that features frequent subject omissions and a high density of sentences
with imperfect sentence components. Our approach provides a simple yet effective method to incorpo-
rate paragraph-level information through capturing missing relation argument model. This is the first
distant supervision approach that resolves the problem of data sparseness by alleviating distant super-
vision assumptions for the relation classification of incomplete sentences to the best of our knowledge.
This method has promising potential applications in languages that lack advanced NLP tools.
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Abstract

We present WOMBAT, a Python tool which supports NLP practitioners in accessing word em-
beddings from code. WOMBAT addresses common research problems, including unified access,
scaling, and robust and reproducible preprocessing. Code that uses WOMBAT for accessing
word embeddings is not only cleaner, more readable, and easier to reuse, but also much more
efficient than code using standard in-memory methods: a Python script using WOMBAT for
evaluating seven large word embedding collections (8.7M embedding vectors in total) on a sim-
ple SemEval sentence similarity task involving 250 raw sentence pairs completes in under ten
seconds end-to-end on a standard notebook computer.

1 Motivation

Word embeddings are ubiquitous resources in current NLP which normally come as plain-text files con-
taining collections of <string, real-valued vector> tuples. Each word embedding collec-
tion (WEC) is uniquely identified by its combination of 1) training algorithm, 2) training parameters,
and 3) training data. The latter, in turn, is characterized by the textual raw data and the preprocessing
that was applied to it.
Word embeddings are often used early on in the system pipeline: in a typical setup, a word embedding
file is loaded up-front (eager loading), and vectors are looked up in memory and used as replacements
for input words. This native approach to word embedding access has a couple of limitations with respect
to transparency, efficiency, and robustness.

1. Writing code in which WECs are easily and unambiguously identified is difficult when each WEC
is treated as a monolith in the file system.This way of identifying WECs completely disregards – and,
in the worst case, obscures – the fact that these resources might share some of their meta data, resulting
in different degrees of similarity between WECs: two or more WECs might be identical except for their
training window sizes, or except for the fact that some additional postprocessing was applied to one of
them. For intrinsic and extrinsic evaluation (Schnabel et al., 2015; Nayak et al., 2016) of the effect of
different training parameters on WECs, these parameters need to be accessible explicitly, and not just on
the level of file names.

2. Experiments with large numbers of WECs do not scale and are inefficient if entire files need to
be loaded every time. Experiments involving large numbers of WECs are not uncommon: Baroni et
al. (2014) employed 48 different WECs, while Levy et al. (2015) used as many as 672. More recently,
Wendlandt et al. (2018) explored the (in)stability of word embeddings by evaluating WECs trained for
all combinations of three algorithms (two of them involving a random component), five vector sizes
(dimensions), and seven data sets. In order to include the effect of randomness, five sets of WECs with
different initializations were trained for the two algorithms, resulting in 385 WECs altogether. Antoniak
and Mimno (2018) focused on training corpora, in particular on the effect of three different sampling
methods. They trained WECs for all combinations of these three methods, four algorithms, six data
sets, and two segmentation sizes. To tackle the effect of randomness, they trained repeatedly for 50

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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times, producing a total of 7.200 WECs. None of these papers provides technical details on how WECs
are handled, but the code that is available indicates that the native, eager loading approach seems to be
prevalent. More sophisticated, selective access to stored WECs is required to speed up experimentation
and also support more ad-hoc, explorative approaches.

3. Finally, converting unrestricted raw data into units for WEC vector lookup often amounts to
guesswork because the original preprocessing code is not shared together with the WEC resource. Pre-
processing – which can involve everything from lowercasing, tokenization, stemming or lemmatization,
to stop word and special character removal, right up to detecting and joining multiword expressions –
is often underestimated in NLP, and word embedding research is not an exception: For the well-known
and widely used GloVe embeddings, the documentation simply states to first use ”something like the
Stanford Tokenizer”1. The 100B word data set used to train the GoogleNews embeddings2 contains a
considerable number of automatically detected multiword expressions. As a result, as many as 2.070.978
of the 3M vocabulary items are phrases joined with one or more ” ” characters. Standard preprocessing
without access to the same phrase extraction code cannot detect these items and will thus be blind to al-
most 70% of the GoogleNews WEC vocabulary. Any preprocessing code used in the creation of a WEC
resource has to be considered an integral part of that resource. This is the only way to ensure that the
resource is fully (re)usable, which in turn is a prerequisite for the reproducibility of experiments utilizing
that resource. The topic of reproducibility has been around in e.g. computational biology for some time
(Sandve et al., 2013), and is also gaining attention in NLP (see e.g. the 4REAL workshops in 2016 and
2018). Already in 2013, Fokkens et al. identified preprocessing, in particular tokenisation, as one of the
major sources of errors in their attempts to reproduce NER results.3

While some word embedding APIs and toolkits do exist,4 they mostly focus on providing interfaces
for in-memory vector lookup or for higher-level similarity tasks. None of them adresses scalability or
preprocessing issues.

2 WOMBAT in a Nut Shell

WOMBAT, the WOrd eMBedding dATabase, is a light-weight Python tool for more transparent, effi-
cient, and robust access to potentially large numbers of WECs. It supports NLP researchers and prac-
titioners in developing compact, efficient, and reusable code. Key features of WOMBAT are 1. trans-
parent identification of WECs by means of a clean syntax and human-readable features, 2. efficient
lazy, on-demand retrieval of word vectors, and 3. increased robustness by systematic integration of ex-
ecutable preprocessing code. WOMBAT implements some Best Practices for research reproducibility
(Sandve et al., 2013; Stodden and Miguez, 2014), and complements existing approaches towards WEC
standardization and sharing.5 The WOMBAT source code including sample WEC data is available at
https://github.com/nlpAThits/WOMBAT.
WOMBAT provides a single point of access to existing WECs. Each plain text WEC file has to be im-
ported into WOMBAT once, receiving in the process a set of ATT:VAL identifiers consisting of five sys-
tem attributes (algo, dims, dataset, unit, fold) plus arbitrarily many user-defined ones.

from wombat import connector as wb_conn
wbc = wb_conn(path="/home/user/WOMBAT-data/", create_if_missing=True)
wbc.import_from_file("GoogleNews-vectors-negative300.txt",

"algo:w2v;dataset:googlenews;dims:300;fold:0;unit:token")

Importing the GoogleNews embeddings into WOMBAT.

The above code is sufficient to import the GoogleNews embeddings. The combination of identifiers,
provided as a semicolon-separated string, must be unique, but the supplied order is irrelevant. In this

1https://github.com/stanfordnlp/GloVe/blob/master/src/README.md
2https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/edit?usp=sharing
3Fokkens et al. (2013) do not address preprocessing for word embeddings, but their conclusions apply just the same.
4E.g. https://radimrehurek.com/gensim/models/word2vec.html, https://github.com/3Top/

word2vec-api, https://github.com/stephantul/reach, https://github.com/vecto-ai/vecto
5E.g. http://vectors.nlpl.eu/repository, http://wordvectors.org, https://github.com/

JaredFern/VecShare, http://bit.ly/embeddings
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example, no additional user-defined attributes were assigned, as the publicly available GoogleNews WEC
is sufficiently identifiable. For self-trained WECs, user-defined attributes for hyper-parameters including
minimum frequency, window size, and training iterations are usually employed.
In WOMBAT, each WEC is stored in a single one-table relational database6 with a word column and a
vector column as a float32 NumPy array, which significantly reduces the disk size, e.g. from 12.7
GB to 4.1 GB for GoogleNews. In order to maintain data integrity, the word column employs a unique
database index to prevent multiple entries for the same word.
The most basic WOMBAT operation is the retrieval of embedding vectors from one or more WECs,
which are specified by their identifiers. For this, WOMBAT provides a get vectors(...) method
supporting a grid search-friendly ATT:{VAL1,VAL2,...,VALn} identifier format, which is ex-
panded into n atomic identifiers in the supplied order. In addition, several WEC identifiers can be
concatenated with &. If input words are already preprocessed, they can directly be supplied as a nested
Python list.
The following code retrieves vectors for the words theory and computation from all six GloVe
WECs and from the GoogleNews WEC, in under two seconds on a standard notebook computer. The
special identifier format is used here to specify all four GloVe 6B data sets, which share all properties ex-
cept for dims (vector dimensionality). Other typical uses supported by this format include the evaluation
of WECs trained with different hyper-parameters like e.g. window.

from wombat import connector as wb_conn
wbc = wb_conn(path="/home/user/WOMBAT-data/")
wecs = "algo:glove;dataset:6b;dims:{50,100,200,300};fold:1;unit:token&\

algo:glove;dataset:42b;dims:300;fold:1;unit:token&\
algo:glove;dataset:840b;dims:300;fold:0;unit:token&\
algo:w2v;dataset:googlenews;dims:300;fold:0;unit:token"

v = wbc.get_vectors(wecs, {}, for_input=[["theory", "computation"]], raw=False, as_tuple=True)

Retrieving embedding vectors from several WECs.

More often, however, input text is raw and needs to be preprocessed into smaller units before word
vectors can be retrieved. WOMBAT acknowledges the importance of preprocessing by providing a two-
level mechanism for directly integrating user-defined preprocessing code. The first, obligatory level
handles the actual preprocessing by piping each raw input line through a process(...) method.
User-defined Python code implementing this method is directly inserted into the WOMBAT database.
When vectors for raw input text are to be retrieved (raw=True), the correct preprocessing for each
WEC is automatically applied in the background. While each WEC in WOMBAT could have its
own preprocessing, the expected input format for many WECs (e.g. GloVe) is almost identical. Only
glove.840B.300d.txt, e.g., is case-sensitive, while the others are not. This difference, encoded in
the WOMBAT meta data as fold:0 and fold:1, is accounted for automatically during preprocess-
ing. Similarly, some WECs might exist in both an unstemmed and a stemmed variant, which can be
distinguished by the values token and stem in the unit attribute. These values are also evaluated
during preprocessing. The second, optional processing level analyses the token sequence produced by
the first level and joins into phrases those adjacent tokens for which vocabulary items exist in the WEC.
Currently this is done by a gensim.models.phrases.Phraser object, which initially needs to
be trained on the tokenized textual raw data before WEC training, and which then needs to be applied to
this data in order to enrich it with phrase information.
WOMBATs get vectors(...) method returns data as a generic, nested Python data structure.
Basically, it is a list containing one two-item tuple for every WEC, where the first item is the WEC
identifier, and the second item is a nested structure containing the actual result, including the raw and
preprocessed input and a list of <word, vector> tuples. By default, the ordering of this tuple
list is undefined, but input ordering can optionally be maintained (in order=True). For most tasks,
however, ordering is irrelevant, which is why the more efficient in order=False is the default.

6We currently use SQLite (https://sqlite.org).
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[ # top-level result container
[ # start of result for first WEC
(
’algo:glove;dataset:6b;dims:50;fold:1;unit:token’, # normalized WEC identifier
[
(
[], # raw input as supplied to for_input (empty here since raw=False)
[’theory’,’computation’], # tokens produced by preprocessing (if raw=True)
[
( # result tuple for ’theory’
’theory’, # token exactly as used in lookup
[0.28217, 0.65819001, ... -0.39082, -0.1266] # vector as NumPy array
),
( # result tuple for ’computation’
’computation’, # token exactly as used in lookup
[-0.25176001, -0.028599, ... 0.31508, 0.25172] # vector as NumPy array
)

]
)
] # end of result for first (and only) input list

)
], # end of result for first (and only) WEC
... # potential result for second WEC

]

Schematic WOMBAT result format.

3 Sample Use Cases

At this point, the wombat.analyse library contains only a few methods (cf. below). Our focus has
been on developing a stable, generic, and efficient code base, on top of which more complex and useful
functionality (incl. further visualizations, nearest neighbors, etc.) can be implemented.

3.1 Global Sentence Similarity
In order to demonstrate WOMBAT in an actual end-to-end use case, we applied it to a sentence pair
similarity ranking task, using the data set from task 1, track 5 of SemEval-2017 (Cer et al., 2017).
The data set consists of 250 tab-separated, raw sentence pairs. Since we focus on preprocessing and
vector retrieval, we implement a simple baseline approach only, in which sentences are represented as
the average vector of their respective word vectors (excluding stop words) and the pairwise distances
are computed as cosine distance. The result is a list containing, for each WEC, an ordered list of tuples
of the form <distance, sentence1, sentence2>. The following code implements the whole
process. The distance metric in the pairwise distances(...) method is provided as a parameter,
and can be set to any method for computing vector distances (or similarities, in which case the output
ordering can be reversed with reverse=True).
import numpy, scipy.spatial.distance
from wombat import connector as wb_conn
from wombat.analyse import pairwise_distances
wbc = wb_conn(path="/home/user/WOMBAT-data/")
wecs = "algo:glove;dataset:6b;dims:{50,100,200,300};folded:1;unit:token&algo:glove;dataset:42b;dims:300;folded:1;unit:token&\

algo:glove;dataset:840b;dims:300;folded:0;unit:token&algo:w2v;dataset:googlenews;dims:300;folded:0;unit:token"
infile = "STS.input.track5.en-en.txt"
pp_cache = {}
vecs_1 = wb.get_vectors(wecs, pp_cache, for_input=[numpy.loadtxt(infile, dtype=str, delimiter=’\t’, usecols=0)], raw=True)
vecs_2 = wb.get_vectors(wecs, pp_cache, for_input=[numpy.loadtxt(infile, dtype=str, delimiter=’\t’, usecols=1)], raw=True)
pd = pairwise_distances(vecs_1, vecs_2, metric=scipy.spatial.distance.cosine, reverse=False)

Global sentence similarity computation with WOMBAT.

The execution time for reading the input file (column 0 and column 1 separately), preprocessing, vector
retrieval from seven WECs, vector averaging per sentence, pairwise distance computation, and sorting is
under ten seconds on a standard notebook computer.

3.2 Word-Level Sentence Similarity
WOMBAT was originally developed in a research project dealing with scientific publication title simi-
larity, which involved light-weight semantic matching based on WEC-based similarities. Figure 1 shows
two sample outputs of WOMBATs plot heatmap(...) method, which accepts as input the generic
output vectors produced by get vectors(...). The two plots show the contribution of phrase-aware
preprocessing in the comparison of two publication title strings: the left plot was fed with <string,
vector> tuples which were created with phrases temporarily disabled, and shows a spurious maximal
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similarity for the term net in the two titles. The right plot, in contrast, was fed with tuples which were
created with phrases enabled, including a separate vector for Petri net. The plot shows a more differ-
entiated, still high, but not maximal similarity between Petri net and net, resulting in a more accurate
general representation of the to titles’ similarities. Heat maps, of course, are standard visualization, but
WOMBAT provides methods for their efficient, large-scale creation.

Figure 1: Word-level sentence similarity without (left) and with (right) phrase-aware preprocessing.
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Abstract

We present SetExpander, a corpus-based system for expanding a seed set of terms into a more
complete set of terms that belong to the same semantic class. SetExpander implements an it-
erative end-to end workflow for term set expansion. It enables users to easily select a seed set
of terms, expand it, view the expanded set, validate it, re-expand the validated set and store it,
thus simplifying the extraction of domain-specific fine-grained semantic classes. SetExpander
has been used for solving real-life use cases including integration in an automated recruitment
system and an issues and defects resolution system.1

1 Introduction

Term set expansion is the task of expanding a given partial set of terms into a more complete set of terms
that belong to the same semantic class. For example, given the partial set of personal assistant applica-
tion terms like ‘Siri’ and ‘Cortana’ as seed, the expanded set is expected to include additional personal
assistant application terms such as ‘Amazon Echo’ and ‘Google Now’. Many NLP-based information
extraction applications, such as relation extraction or document matching, require the extraction of terms
belonging to fine-grained semantic classes as a basic building block. A practical approach to extracting
such terms is to apply a term set expansion system. The input seed set for such systems may contain as
few as two to ten terms which is practical to obtain.

SetExpander uses a corpus-based approach based on the distributional similarity hypothesis (Harris,
1954), stating that semantically similar words appear in similar contexts. Linear bag-of-words context
is widely used to compute semantic similarity. However, it typically captures more topical and less
functional similarity, while for the purpose of set expansion, we need to capture more functional and less
topical similarity.2 For example, given a seed term like the programming language ’Python’, we would
like the expanded set to include other programming languages with similar characteristics, but we would
not like it to include terms like ‘bytecode’ or ‘high-level programming language’ despite these terms
being semantically related to ‘Python’ in linear bag-of-words contexts.

Moreover, for the purpose of set expansion, a seed set contains more than one term and the terms of
the expanded set are expected to be as functionally similar to all the terms of the seed set as possible. For
example, ‘orange’ is functionally similar to ‘red’ (color) and to ‘apple’ (fruit), but if the seed set contains
both ‘orange’ and ‘yellow’ then only ‘red’ should be part of the expanded set. However, we do not want
to capture only the term sense; we also wish to capture the granularity within a category. For example,
‘orange’ is functionally similar to both ‘apple’ and ‘lemon’; however, if the seed set contains ‘orange’
and ‘banana’ (fruits), the expanded set is expected to contain both ‘apple’ and ‘lemon’; but if the seed
set is ‘orange’ and ‘grapefruit’ (citrus fruits), then the expanded set is expected to contain ‘lemon’ but
not ‘apple’.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

1A video demo of SetExpander is available at https://drive.google.com/open?id=
1e545bB87Autsch36DjnJHmq3HWfSd1Rv (some images were blurred for privacy reasons).

2We use the terminology introduced by (Turney, 2012): the topic of a term is characterized by the nouns that occur in its
neighborhood while the function of a term is characterized by the syntactic context that relates it to the verbs that occur in its
neighborhood.
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While term set expansion has received attention from both industry and academia, there are only a
handful of available implementations. Google Sets was one of the earliest applications for term set
expansion. It used methods like latent semantic indexing to pre-compute lists of similar words (now
discontinued). Word Grab Bag3 builds lists dynamically using word2vec embeddings based on bag-of-
word contexts, but its algorithm is not publicly described. State-of-the-art research techniques are based
on computing semantic similarity between seed terms and candidate terms in a given corpus and then
constructing the expanded set from the most similar terms (Sarmento et al., 2007; Shen et al., 2017).

Relative to prior work, the contribution of this paper is twofold. First, it describes an iterative end-to-
end workflow that enables users to select an input corpus, train multiple embedding models and combine
them; after which the user can easily select a seed set of terms, expand it, view the expanded set, validate
it, iteratively re-expand the validated set and store it. Second, it describes the SetExpander system which
is based on a novel corpus-based set expansion algorithm developed in-house; this algorithm combines
multi-context term embeddings to capture different aspects of semantic similarity and to make the system
more robust across different domains. The SetExpander algorithm is briefly described in Section 2. Our
system has been used for solving several real-life use cases. One of them is an automated recruitment
system that matches job descriptions with job-applicant resumes. Another use case involves enhancing a
software development process by detecting and reducing the amount of duplicated defects in a validation
system. Section 4 includes a detailed description of both use cases. The system is distributed as open
source software under the Apache license as part of NLP Architect by Intel AI Lab 4

2 Term Set Expansion Algorithm Overview

Our approach is based on representing any term of a training corpus using word embeddings in order to
estimate the similarity between the seed terms and any candidate term.

Noun phrases provide good approximation for candidate terms and are extracted in our system using a
noun phrase chunker.5 Term variations, such as aliases, acronyms and synonyms, which refer to the same
entity, are grouped together. We use a heuristic algorithm that is based on text normalization, abbreviation
web resources, edit distance and word2vec similarity. For example, New York, New-York, NY, New York
City and NYC are grouped together forming a single term group. Then, we use term groups as input units
for embedding training; it enables obtaining more contextual information compared to using individual
terms, thus enhancing the robustness of the embedding model.

Our basic algorithm version follows the standard unsupervised set expansion scheme. Terms are rep-
resented by their linear bag-of-words window context embeddings using the word2vec toolkit.6 At ex-
pansion time, given a seed of terms, the most similar terms are returned where similarity is estimated by
the cosine similarity between the centroid of the seed terms and each candidate term. While word2vec
typically uses a linear bag-of-words window context around the focus word, the literature describes
other possible context types (Table 1). We found that indeed in different domains, better similarities are
found using different context types. The different contexts thus complement each other by capturing
different types of semantic relations. Typically, explicit list contexts work well for the automated re-
cruitment system use case, while unary patterns contexts work well for the issues and defects resolution
use case (Section 4). To make the system more robust, we extended the basic algorithm to combine
multi-context embeddings. Terms are represented with arbitrary context embeddings trained using the
generic word2vecf toolkit.7 Taking the similarity scores between the seed terms and the candidate terms
according to each of the different contexts as features, a Multilayer Perceptron (MLP) binary classifier
predicts whether a candidate term should be part of the expanded set, where training and development
term lists are used for the MLP training. The MLP classifier is implemented on top of Neon,8 the Intel
Nervana Deep Learning Framework. The performance of the algorithm was first evaluated by MAP@n

3www.wordgrabbag.com
4http://nlp_architect.nervanasys.com/term_set_expansion.html
5http://nlp_architect.nervanasys.com/chunker.html
6http://code.google.com/archive/p/word2vec
7http://bitbucket.org/yoavgo/word2vecf
8http://github.com/NervanaSystems/neon
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(Mean Average Precision at n). MAP@10, MAP@20 and MAP@50 on an English Wikipedia dataset 9

are respectively 0.83, 0.74 and 0.63.

Context Type Example sentence Focus term Context units
Linear bag-of-
words (Mikolov et
al., 2013)

Siri uses voice queries
and a natural language
user interface.

Siri uses, voice queries, nat-
ural language user inter-
face

Explicit lists (Sarmento
et al., 2007)

Experience in Image
processing, Signal
processing, Computer
Vision

Image processing Signal processing, Com-
puter Vision

Syntactic depen-
dency (Levy and
Goldberg, 2014)

Turing studied as an un-
dergraduate ... at King’s
College, Cambridge.

studied (Turing/nsubj),
(undergraduate/-
prep as), (King’s
College/prep at)

Symmetric pat-
terns (Schwartz et
al., 2015)

Apple and Orange juice
drink

Apple Orange

Unary patterns (Rong et
al., 2016)

In the U.S. state of
Alaska ...

Alaska U.S. state of

Table 1: Examples of extracted contexts per context type.

3 System Workflow and Application

Figure 1: SetExpander end-to-end workflow.

This section describes the iterative end-to-end workflow of SetExpander as depicted in Figure 1. Each
step of the flow is performed by the user using the system’s user interface (Figures 2 and 3). The first two
steps of the flow are to select an input corpus and to train models. The “train models” step extracts term
groups from the corpus and trains the combined term groups embedding models (Section 2). Next, the
user is able to select a seed set for expansion. Figure 2 shows the seed set selection and expansion user
interface. Each row in the displayed table corresponds to a different term group. The term group names
are displayed under the ‘Expression’ column. The ‘Filter’ text box is used for searching for specific term
groups. Upon selecting (clicking) a term group, the context view on the right hand side displays text
snippets from the input corpus that include terms that are part of the selected term group (highlighted in
green in Figure 2). The user can create a seed set assembled from specific term groups by checking their
‘Expand’ checkbox (see the red circle in Figure 2). The user can select or set a name for the semantic
category of the seed set (see drop down list in Figure 2). Once the seed set is assembled, the user can
expand the seed set by selecting the Expand option in the tools menu (not shown).

Figure 3 shows the output of the expansion process. The expanded term groups are highlighted in
green. The Certainty score represents the relatedness of each expanded term group to the seed set. This
score is determined by the MLP classifier (Section 2). The Certainty scores of term groups that were
manually selected as part of the seed set, are set to 1. The user can perform re-expansion by creating a
new seed set based on the expanded terms and the original seed set terms. The user is also able to validate

9Dataset is described at http://nlp_architect.nervanasys.com/term_set_expansion.html.
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each expanded item by checking the “Completed” checkbox. The validated list can then be saved and
later used as a fine-grained taxonomy input to external information-extraction systems.

Figure 2: SetExpander user interface for seed selection and expansion.

Figure 3: SetExpander user interface for expansion results output. Seed terms are ‘java’ and ‘python’.

4 Field Use Cases

This section describes two use cases in which SetExpander has been successfully used.

4.1 Automated Recruitment System

Human matching of applicant resumes to open positions in organizations is time-consuming and costly.
Automated recruitment systems enable recruiters to speed up and refine this process. The recruiter
provides an open position description and then the system scans the organizations resume repository
searching for the best matches. One of the main features that affect the matching is the skills list, for
example, a good match between an applicant and an open position regarding specific programming skills
or experience using specific tools is significant for the overall matching. However, manual generation and
maintenance of comprehensive and updated skills lists is tedious and difficult to scale. SetExpander was
integrated into such a recruitment system. Recruiters used the system’s user interface (Figures 2 & 3) to
generate fine-grained skills lists based on small seed sets for eighteen engineering job position categories.
We evaluated the recruitment system use case for different skill classes. The system achieved a precision
of 94.5%, 98.0% and 70.5% at the top 100 applicants, for the job position categories of Software Machine
Learning Engineer, Firmware Engineer and ADAS Senior Software Engineer, respectively.
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4.2 Issues and Defects Resolution
Quick identification of duplicate defects is critical for efficient software development. The aim of au-
tomated issues and defects resolution systems is to find duplicates in large repositories of millions of
software defects used by dozens of development teams. This task is challenging because the same defect
may have different title names and different textual descriptions. The legacy solution relied on manually
constructed lists of tens of thousands of terms, which were built over several weeks. Our term set expan-
sion application was integrated into such a system and was used for generating domain specific semantic
categories such as product names, process names, technical terms, etc. The integrated system enhanced
the duplicate defects detection precision by more than 10% and sped-up the term list generation process
from several weeks to hours.

5 Conclusion

We presented SetExpander, a corpus-based system for set expansion which enables users to select a seed
set of terms, expand it, validate it, re-expand the validated set and store it. The expanded sets can then be
used as a domain specific semantic classes for downstream applications. Our system was used in several
real-world use cases, among them, an automated recruitment system and an issues and defects resolution
system.
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Abstract

We present our system that assists to detect heavy rain disaster, which is being used in
real world in Japan. Our system selects tweets about heavy rain disaster with a document
classifier. Then, the locations mentioned in the selected tweets are estimated by a location
estimator. Finally, combined the selected tweets with amount of rainfall given by physical
sensors and a statistical analysis, our system provides users with visualized results for
detecting heavy rain disaster.

1 Introduction

Every year, Japan suffers natural disasters due to torrential rains that cause river overflows,
inundation, and landslides. Information on disasters has conventionally been obtained by using
physical sensors such as water/rain gauges, weather radars, and meteorological satellites. How-
ever, install of physical sensors requires time and cost, and installing a sufficient number of them
is not always possible.

Meanwhile, information about natural disasters began being circulated on social media by
users nationwide. Among social media, Twitter1 has received more attention. A characteristic
of Twitter is its real-time nature. For example, Twitter has been used as sensors to detect
earthquake (Sakaki et al., 2010), flu epidemic (Aramaki et al., 2011), the amount of pollen
(Takahashi et al., 2011), and so on. Due to the nature, Twitter is called as a social sensor.

We present our system that identifies heavy rain disaster with social and physical sensors. Our
system selects tweets about heavy rain disaster with natural language processing technologies.
By combining selected tweets with data obtained from physical sensors and a statistical analysis,
our system provides users with visualized results for detecting heavy rain disaster.

This paper is organized as follows. Section 2 describes an overview of our system. In section 3,
NLP analyzers used in our system are described. We compare our system with previous systems
in Section 4.

2 An Overview of Our System

This section describes our system that can identify heavy rain disaster in the real world from
Twitter. Our basic idea is that by selecting tweets that mentioned in tweets and combining the
selected tweets with additional information, we can know heavy rain disaster in the real world.

Figure 1 shows an overview of our system. First our system collects tweets with keywords
related to heavy rain disaster such as flood, landslide, and so on. Then the searched tweets
are selected with NLP analyzers. Our system consists of two main NLP analyzers described
in Section 3; a heavy rain information filter and a location estimator. A filter is used to select
tweets mentioning heavy rain information and a location estimator annotates the filtered tweets
with locations. Then, the filtered tweets are displayed on a map. In addition, combined the

This work is licensed under a Creative Commons Attribution 4.0 International License.
License details: http://creativecommons.org/licenses/by/4.0/.

1https://twitter.com/

63



Figure 1: An overview of our system.

selected tweets with amount of rainfall obtained from physical sensors, our system provides users
with visualized results for analyzing rain disaster.

Figure 2 shows a snapshot of the display that shows tweets with rainfall data obtained from
physical sensors. The display can be used on a Web browser. The screen is divided into the
following two displays.

• Time-line display: The left pane of the display shows the time-line. Selected Tweets an-
notated with location information are displayed in chronological order to facilitate an easy
understanding of the latest postings.

• Map display: The map display shows the selected tweets with GPS information, tweets with
estimated locations, results of disaster estimation, and the data from physical sensors. The
tabs at the top are used to switch the display to a list of images (in thumbnails) that are
tagged to the selected tweets. The images are helpful for understanding disaster situations.
When a disaster is detected with an anomaly detection described in Section 3, the disaster
alert is turned on. The regions estimated as disaster are displayed with a different color on
the map like a heatmap.

3 Basic Technologies

This section describes two NLP, filtering and location estimation, and an anomaly detection.

3.1 Filtering

A filter selects heavy rain information from tweets. Even if tweets include words that indicate
heavy rain, all the such tweets are not useful for detecting heavy rain disaster. Therefore, we
select tweets about reports of sighting of heavy rains; in other words, we exclude information of
heavy rains included in news, TV programs, hearsay, and so on.

For example, “Heavy rain made me wet at Shibuya.” is a report of sighting of heavy rains.
However, “I watched a news about heavy rain on TV.” is not. We distinguish such news because
such tweets other than sighting of heavy rains do not contribute to know information about heavy
rains and become noises.
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Figure 2: Our interface for displaying a map with selected tweets and rainfalls.

We used a document classifier based on an extended version of (Iwakura, 2017) as a filter.
The filter accepts directed graph-based texts, represented as lattices of words with their part-
of-speech (POS) tags as an input. A set of n-grams that consist of words and POS tags are
learned as rules by the machine learning algorithm.

3.2 Location Estimation

Our location estimator annotates tweets with the latitude and longitude of each location that
each tweet mentions. To estimate a location or locations mentioned in a tweet, we use a location
estimator that uses dictionary and a machine-learning (Okajima and Iwakura, 2018).

First, our method recognizes candidate locations with a dictionary. Then, in order to filter
out irrelevant location given by the dictionary, we use Japanese prefectures referred by a given
text. For example, while there are Minato wards in Tokyo, Nagoya, and Osaka, the system can
identify which city a mentioned Minato ward is in based on context. We can efficiently filter
out irrelevant locations of tweets given by the dictionary with Japanese prefectures referred by
tweets because there are almost no cities that have the same name in the same prefectures in
Japan.

Prefectures referred by tweets is estimated by a classifier created from automatically generated
training data. Considering words included in tweets, we estimated Japanese prefectures referred
by tweets.

3.3 Anomaly Detection

We use a heavy rain detection-based on an anomaly detection. As described above, tweets
about heavy rains from news, TV programs and hearsay become noises. Therefore, our method
identifies heavy rains of each prefecture from tweets selected with the filter and the location
estimator. As described in Figure 1, our filter selects tweets mentioned to heavy rains first.
Then the location estimator identifies locations mentioned by the selected tweets. Finally, a
heavy rain detector estimates whether each Japanese prefecture has heavy rain disaster or not.
The heavy rain detector assumes a Poisson distribution and a probability given to a number of
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Figure 3: An image of heavy rain detection of each Japanese prefecture with an anomaly detec-
tion

tweets of each prefecture on the distribution is used for detecting heavy rains.

Figure 3 shows an image of the heavy rain detector. With estimated locations of tweets, we
can identify heavy rain of each prefecture.

4 Related Work

One of the differences from the previous systems is the machine-learning method for filtering.
Previous systems (Sakaki et al., 2010; Takahashi et al., 2011) use machine learning algorithms
such as SVMs (Platt, 1999) and a boosting-based learner (Iwakura and Okamoto, 2008) that
learn models for classifying texts represented by bag-of-words.

In contrast, our system uses a machine-learning-algorithm handles semi-structured texts. By
handling semi-structured text, we can consider important substructures of semi-structured texts
(Iwakura, 2017).

Another difference is the location estimation. Previous systems also used location informa-
tion. However, they used locations extracted from user profiles such as GPS information of
tweets and user profile (Sakaki et al., 2010), or prefecture level locations identified from user
profiles (Takahashi et al., 2011). In contrast, when identifying heavy rain events, we have to
identify detailed location information that the events happened. To identify detailed location
information, we used a dictionary and context-information (Okajima and Iwakura, 2018).

DISANNA (Mizuno et al., 2016) also analyzes tweets in real time, discovers disaster-related
information, and presents it in organized formats based on given queries.

Compared with DISANNA, our system can be used without specifying queries because our
system focuses on heavy rain detection and tweets are selected by a filter for the heavy rain
detection. In addition, our system also incorporates additional information such as rainfall
amounts obtained from real sensors and alerting information.

5 Conclusion

This paper has presented our system that identifies heavy rains by analyzing social media with
Natural Language Processing technologies combined with rainfall amounts obtained from phys-
ical sensors.
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Abstract

Language change across space and time is one of the main concerns in historical linguistics. In
this paper, we develop a language evolution simulator: a web-based tool for word form produc-
tion to assist in historical linguistics, in studying the evolution of the languages. Given a word in
a source language, the system automatically predicts how the word evolves in a target language.
The method that we propose is language-agnostic and does not use any external knowledge,
except for the training word pairs.

1 Introduction

Natural languages are living eco-systems, they are constantly in contact and, by consequence, they
change continuously. Two of the fundamental questions in historical linguistics are the following (Rama
and Borin, 2014): i) How are languages related? and ii) How do languages change across space and
time?. In this paper, we focus on the second question. More specifically, we investigate how words enter
a target language from a source language.

Traditionally, both problems were investigated with comparative linguistics instruments (Campbell,
1998) and required a manual process. Most of the previous approaches to word form production relied on
phonetic transcriptions. They built on the idea that, given the phonological context, sound changes follow
certain regularities across the entire vocabulary of a language. The proposed methods (Eastlack, 1977;
Hartman, 1981) required a list of known sound correspondences as input, collected from dictionaries or
published studies.

Modern approaches impose the use and development of quantitative and computational methods in
this field (McMahon et al., 2005; Heggarty, 2012; Atkinson, 2013), or even cross-disciplinary meth-
ods (such as those borrowed from biology). Nowadays, given the development of the machine learning
techniques, computers are able to learn sound or character correspondences automatically from pairs of
known related words. Beinborn et al. (2013) proposed such a method for cognate production, using the
orthographic form of the words, and applying a machine translation method based on characters instead
of words. The orthographic approach relies on the idea that sound changes leave traces in the orthogra-
phy and alphabetic character correspondences represent, to a fairly large extent, sound correspondences
(Delmestri and Cristianini, 2010). Aligning the related words to extract orthographic changes from one
language to another has proven very effective, when applied to both the orthographic (Gomes and Lopes,
2011) and the phonetic (Kondrak, 2000) form of the words . For the task of cognate production based
on the orthography of the words, besides the character-based machine translation approach mentioned
above, another contribution belongs to Mulloni (2007), who introduced an algorithm for cognate pro-
duction based on edit distance alignment and the identification of orthographic cues when words enter a
new language. Another probabilistic approach to word form production is based on building generative
models from the phylogenetic tree of languages, modeling the evolution of the languages and capturing
various aspects of language change (Bouchard-Côté et al., 2009; Hall and Klein, 2010).

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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2 Simulating Language Evolution

We propose a method for word form production based on the orthography of the words, building on the
idea that orthographic changes represent sound correspondences to a fairly large extent (Delmestri and
Cristianini, 2010). Given the form of a word u in a source language L1, our system predicts the form v
of the word u in a target language L2, in the hypothesis that the word v will be derived in L2 from the
word u.

From the alignment of the related words in the training set we learn orthographic cues and patterns
for the changes in spelling. We use the alignment as input for a sequence labeling system (assigning
a sequence of labels to a sequence of tokens), based on an approach that has been proven useful for
cognate production (Ciobanu, 2016; Dinu and Ciobanu, 2017), proto-word reconstruction (Ciobanu and
Dinu, 2018) and for generating transliterations (Ammar et al., 2012).

We conduct our experiments on Romanian as a target language, and experiment with 10 source lan-
guages from which words entered in Romanian.

2.1 Word Alignment
To align pairs of words we employ the Needleman-Wunsch global alignment algorithm (Needleman
and Wunsch, 1970), with the orthographic form of the words as input sequences and a very simple
substitution matrix, which gives equal scores to all substitutions, disregarding diacritics (e.g., we ensure
that e and é are matched). For example, for the Romanian word descifrabil (meaning decipherable),
borrowed from the French word déchiffrable, the alignment is as follows:

d é - c h i f f r a b - l e
d e s c - i f̆ - r a b i l -

2.2 Sequence Labeling
The words in the source language are the sequences, and the characters are the tokens. Our purpose is to
obtain, for each input word, a sequence of characters that compose its related word in the target language.
To this end, we use first- and second-order conditional random fields (CRFs) (Lafferty et al., 2001). For
each character in the source word (after the alignment), the corresponding label is the character which
occurs on the same position in the target word. In case of insertions, the characters are added to the
previous label. We account for affixes separately: we add two extra characters B and E, marking the
beginning and the end of an input word. In order to reduce the number of labels, for input tokens that are
identical to their labels we replace the label with *. For the previous example, the labels are as follows:

B d é c h i f f r a b l e E
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
* * es * - * * - * * bi * - *

As features for the sequence labeling system, we use character n-grams in a window of size w around
the current token.

2.3 Experiments
We run experiments on a dataset of word-etymon pairs (Ciobanu and Dinu, 2014), from which we ex-
tract Romanian words having etymons in 10 languages. The dataset was built from an aggregation of
machine-readable dictionaries1 that contains information about the etymology of the words.The dataset
is structured as a list of word pairs having the form: w1(L1)→ w2(L2), where word w2 entered L2 from
the L1 word w1. Example: victoria (Latin)→ victorie (Romanian). We use subsets of 800 word pairs
for each language, to have an equal size that allows a comparison between source languages. The results
are reported in Table 1. In Table 2 we show examples of our system’s output.

We split the datasets in subsets for training, development and testing with a ratio of 3:1:1. We use the
CRF implementation provided by the Mallet toolkit for machine learning (McCallum, 2002). We perform

1https://dexonline.ro
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Source language
Baseline Our system

EDIT EDIT EDIT EDIT

(un-normalized) (normalized) (un-normalized) (normalized)
English 2.04 0.23 1.33 0.15
French 2.16 0.24 1.42 0.15
Italian 2.60 0.32 1.62 0.23
Latin 2.75 0.34 1.76 0.22
Neo-Greek 2.39 0.29 1.82 0.24
Old Slavic 2.34 0.33 1.84 0.27
German 2.36 0.32 2.00 0.29
Turkish 1.88 0.27 2.01 0.29
Portuguese 2.95 0.52 2.50 0.43
Spanish 3.22 0.53 3.06 0.50

Table 1: Word form production for Romanian words.

a grid search for the number of iterations in {1, 5, 10, 25, 50, 100} and for the size of the window w in
{1, 2, 3}. We use a “majority class” type of baseline that does not take context into account, as described
by Ciobanu (2016).

We use the edit distance (Levenshtein, 1965) between the produced words and the gold standard to
evaluate the performance of our method. We use both an un-normalized and a normalized version of the
edit distance. To obtain the normalization, we divide the edit distance by the length of the longer string.

We use lemmas (dictionary word forms) as input. We further experiment with some additional pre-
processing steps on the input data (diacritics removal and stemming). The results are slightly improved
when diacritics are not taken into account. Stemming does not improve performance, which shows that
Romanian is a complex language, and foreign influences, in the case of new words entering the language,
occur in the root of the words as well. Our system obtains the best results for English and French as
source languages. The languages ranked higher are those with which Romanian had the most intense
cultural collaboration, either more recently (English, for example), or in the past (Italian and French).
The word production performance is lower even for related languages (as Portuguese and Spanish); these
languages are more remote from Romania, from a geographical point of view, and this might have made
the contact between languages more difficult.

Source language Word 5-best productions
English immunopathology imunopatologie, immunopatologie, imunopafologie,

imunopatologi, imunopathologie
French opaliser opalizare, opaliza, opalizară, opalizat, opalizăre
Italian nivellazione nivellaţie, nivellaţieu, nivelaţie, nivellaţiea, nivellaţiune
Latin desideratum desiderat, deziderat, desiderati, desideratu, deziderati
Neo-Greek atherina atherină, aterină, atherina, aterina, atherinire
Old Slavic stihija stihie, stihii, stihi, stihij, stihij
German schabotte şabottă, şabot, şabott, şabotă, şabotte
Turkish pes̆kes̆ peşkeş, pes̆cheş, peşcheş, peşkşs̆, peşkes̆
Portuguese terneça tinereţe, tinereçă, tinereţă, tinereçe, tereţe
Spanish sainete sainet, sainetă, sainete, săinet, saine

Table 2: Examples of word form production for Romanian words. We highlight the correct productions
in bold.
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3 A Tool for Historical Linguistics

We built a web application2 to expose our system for word production. Its purpose is to assist linguists
studying language evolution and language change, by providing n-best lists of possible word produc-
tions, when words enter a target language from a given source language. Its main impact is that it will
narrow down the possibilities worth investigating when reconstructing a language, or when investigating
language evolution.

The users of the application enter the source word, select the source language (from the possible
10 languages) and the system simulates the evolution of the word in Romanian. The web interface is
rendered in Figure 1, along with an example produced by our system: given the source French word
documentaire, the system produces a 10-best list of word forms in Romanian, having the correct word
(documentar) on the first position.

Input word
Source language

First production
(which is the correct one here)

N-best list of productions

Figure 1: Language evolution simulator tool.

4 Conclusions

In this paper, we presented an automatic method for word form production, based on the orthography
of the words. We experimented with Romanian as a target language and multiple source languages.
We developed a language evolution simulator: a tool to be used in historical linguistics, to help in the
investigation of language evolution. Given words in a source language, the system automatically predicts
how they evolve in a target language.

As future work, we intend to enhance the system with more target languages, as we gain access to
more data, to extend the user interface to handle blocks of text, not only single words as input, and to
incorporate more types of relationships between words (cognate production and proto-word production)
into the application.
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Abstract

This paper demonstrates an end-to-end Chinese discourse parser. We propose a unified frame-
work based on recursive neural network (RvNN) to jointly model the subtasks including elemen-
tary discourse unit (EDU) segmentation, tree structure construction, center labeling, and sense
labeling. Experimental results show our parser achieves the state-of-the-art performance in the
Chinese Discourse Treebank (CDTB) dataset. We release the source code with a pre-trained
model for the NLP community. To the best of our knowledge, this is the first open source toolkit
for Chinese discourse parsing. The standalone toolkit can be integrated into subsequent applica-
tions without the need of external resources such as syntactic parser.

Title and Abstract in Chinese

適用於點對點中文語篇剖析的遞迴類神經網路統一架構

中文語篇剖析有四項子任務，包含初級語篇單元分割、剖析樹建立、主次關係識別、語
篇關係辨識等。本文展示一個點對點中文語篇剖析器，並提出一套統一架構，可以對輸
入之中文篇章直接產生完整的中文語篇剖析結果。我們的剖析器以遞迴類神經網路為基
礎，同時對四項子任務進行學習，在中文語篇樹庫（CDTB）資料集上，達到最先進的
效能。我們釋出了這個剖析器的原始碼與預先訓練完成的模型，立即可用。據我們所
知，這是第一個開放原始碼的中文剖析工具集，而且這套獨立的工具集不須依賴外部資
源（如句法剖析器），便於下游應用的整合。

1 Introduction

Discourse parsing is aimed at identifying how the discourse units are related with each other, forming the
hierarchical structure of an article. As pointed out by Mann and Thompson (1988), no part in an article
is completely isolated. The discourse structure provides critical information to understand an article.
NLP tasks such as summarization (Louis et al., 2010), information retrieval (Lioma et al., 2012), and
text categorization (Ji and Smith, 2017) have been shown benefited from the information extracted by
discourse parsing.

Prior work of Chinese discourse parsing focuses on intra-sentential parsing (Huang and Chen, 2012).
The CoNLL 2016 Shared Task deals with shallow parsing (Xue et al., 2016). So far, there is quite less
work on complete hierarchical Chinese discourse parsing at paragraph or article level (Kang et al., 2016).
The subtasks in Chinese discourse parsing depend on each other. In a pipelined system, there may be
a severe issue of error propagation among elementary discourse unit (EDU) segmentation, connective
recognition, parse tree construction, and relation labeling (Kang et al., 2016). The other problem is that
prior Chinese discourse parser relies on linguistic features extracted by external third party packages.
This is an important issue especially for a pipeline system. Extracting feature from free text is also an
issue, while most systems rely on external syntactic parser for providing informations to do the above
tasks. For a toolkit targeting real-world applications, a standalone system is more robust and easy to

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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deploy. Inspired by Li et al. (2014a), in this work we propose an end-to-end Chinese discourse parser
that performs EDU segmentation, discourse tree construction, and discourse relation labeling in a unified
framework based on recursive neural network (RvNN) proposed by Goller and Kuchler (1996). The
RvNN model learns to construct the structured output through merging children nodes to parent nodes
in the bottom-up fashion. Within the RvNN paradigm, recurrent neural network (RNN) is employed to
model the representations from word segments, discourse units, to the whole paragraph. RNN like long
short-term memory (LSTM) neural network (Hochreiter and Schmidhuber, 1997) is reportedly successful
in learning the text representation. In the prediction stage, we use the CKY algorithm to deal with both
local and global information during the construction of discourse parse tree, eliminating the gap between
the bottom-up approach and top-down annotation schemes.

The contribution of this work is three-fold: (1) We release a ready-to-use toolkit for end-to-end Chi-
nese discourse parsing. To the best of our knowledge, this is the first publicly available toolkit for Chinese
discourse parsing.1 (2) We propose a novel unified RvNN framework for end-to-end discourse parsing.
Experimental results show our model achieves the state-of-the-art performance. (3) Without the need for
external resources like syntactic parser, our standalone end-to-end parser can be easily integrated into
subsequent applications. The open source package can be even adapted to other languages.

The rest of this paper is organized as follows. We present our unified RvNN framework in Section
2. In Section 3, the performance of our system is evaluated and compared with that of previous work.
Section 4 concludes the remarks.

2 System Description

The architecture of our united framework for end-to-end Chinese discourse parsing is shown in Figure 1.
For a given text, we first segment the text intom text segments w1,w2,w3, ...,wm by using punctuation
marks as delimiter, where wi = (wi

1, . . . , w
i
nj
) forms the sequence of words in the ith text segment. The

words are fed into an embedding layer, and wi is then represented as ei = (ei1, . . . , e
i
nj
). Then, an LSTM

encoder is trained to convert ei into the segment representation si, and s1, s2, s3, ..., sm serve as the input
for the RvNN. Through the RvNN, segments are hierarchically joined to discourse units (DUs) in the
bottom-up fashion. Finally, a single discourse parse tree is constructed, and the sense and the centering
relations of each join are labeled.
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Figure 1: Architecture of our unified RvNN discourse parser.

1http://nlg.csie.ntu.edu.tw/nlpresource/cdp/
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Figure 2: Tree-LSTM unit used in the recursive neural network.

2.1 Recursive Neural Network
Figure 2 illustrates the unit in our RvNN based on the Tree-LSTM unit (Tai et al., 2015). Given the left
and the right inputs (i.e. two text segments or two DUs), the Tree-LSTM composition function produces
a representation for the new tree node. The Tree-LSTM unit generalizes the LSTM unit to the tree-
based input. Similar to LSTM, Tree-LSTM makes use of intermediate states as a pair of an active state
representation ~h and a memory representation ~c. We use the version similar to (Bowman et al., 2016) as
the formula:




~i
~fl
~fr
~o
~g



=




σ

σ

σ
σ

tanh




(
Wcomp

[
~h1s
~h2s

]
+~bcomp

)
(1)

~c = ~fl � ~c 2s + ~fr � ~c 1s +~i� ~g(2)
~h = ~o� tanh(~c)(3)

where σ is the sigmoid activation function, � is the element-wise product, and the pairs 〈~h1s,~c 1s 〉 and
〈~h2s,~c 2s 〉 are input from its two children tree nodes. The output of Tree-LSTM is the pair 〈~h,~c〉. Note
that the Tree-LSTM unit is designed for binary tree. We handle the multinuclear with the same scheme
as Kang et al. (2016).

The representations ~h and ~c produced by Tree-LSTM are taken for the following four usages: merge
scoring, sense labeling, center labeling, and the input for the upper Tree-LSTM unit. In the prediction
stage, the representation will be first sent into the merge scorer to measure the probability of the join of
its two children tree nodes:

~pm = softmax(Wm

[
~h
~c

]
+~bm)(4)

The output ~pm is a 2-dimensional vector, representing the probabilities of to-merge and not-to-merge.
Similarly, the sense classifier and the center classifier compute the probability distributions ~ps and ~pc,

respectively, as follows:

~ps = softmax(Ws

[
~h
~c

]
+~bs)(5)

~pc = softmax(Wc

[
~h
~c

]
+~bc)(6)

For sense labeling, ~ps consists of 6 values constituting the probabilities of the following six senses:
causality, coordination, transition, explanation, subEDU, and EDU. Our end-to-end parser constructs the
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discourse parse tree from the text segments, EDUs, and to non-leaf DUs in a united framework. The first
four of the six senses are used to label the discourse relation between DUs, while the last two senses are
used for EDU segmentation. For center labeling, ~pc consists of 3 values constituting the probabilities of
the three center categories including front, latter, and equal. Center labeling is only performed on DUs.

2.2 Parser Training
To train the RvNN, the positive instances are the tree nodes extracted from the discourse parse trees in
Chinese Discourse Treebank (CDTB) dataset developed by Li et al. (2014b). On the other hand, the
negative instances are derived from the ill-joined discourse trees. We select arbitrary two neighboring
subtrees and merge them into a new tree. The new tree is regarded as a negative instance if it is inconsis-
tent with the ground-truth. The losses of the merging scorer, the sense classifier, and the center classifier,
denoted as Lm, Ls, and Lc, respectively, are measured with cross-entropy. The loss function is defined
as:

L =

{
Lm, if the instance is negative
Lm + Ls + Lc, otherwise

(7)

We use stochastic gradient decent (SGD) with the learning rate of 0.1 for parameter optimization.

2.3 Parse Tree Construction
In the prediction stage, we construct the discourse parse tree based on the predictions made by Tree-
LSTM. The Cocke–Younger–Kasami (CKY) algorithm (Younger, 1967) is employed to maximize the
probability of the whole parse tree. The dynamic programing algorithm simulates the recursive parsing
procedure, considering local and global information jointly.

3 Experiments

We compare our model LSTM-RvNN with the baseline model proposed by Kang et al. (2016). To the
best of our knowledge, it is the only existing Chinese discourse parser at the paragraph level. We also
evaluate our model given the golden EDUs. The standard evaluation tool PARSEVAL (Carlson et al.,
2001) is performed to measure the F-score of the tree structure prediction.

Table 1 shows the experimental results. The F-scores of EDU segmentation, parse tree construction
(Structure), parse tree construction with sense labeling (+Sense), parse tree construction with center
labeling (+Center), and parse tree construction with both sense and center labeling (Overall) are reported.
In general, our model outperforms the baseline model in every aspect except EDU segmentation. Even
so, the final discourse parse trees constructed and labeled by our model are more accurate.

Model EDU Structure +Sense +Center Overall
Baseline with golden EDU 52.3% 33.8% 23.9% 23.2%
LSTM-RvNN with golden EDU 64.6% 42.7% 38.5% 35.0%
Baseline 93.8% 46.4% 28.8% 23.1% 20.0%
LSTM-RvNN 87.2% 49.5% 32.6% 28.8% 26.8%

Table 1: System performances in F-score.

4 Conclusion

This paper demonstrates an end-to-end Chinese discourse parser that performs the CDT-style parsing
without the need of external resources such as syntactic parser. We propose a unified framework based
on RvNN to model the subtasks jointly. Experimental results show our parser achieves the state-of-the-
art performance in the CDTB dataset. We release the source code of our parser with a ready-to-use
pre-trained model for the NLP community. To the best of our knowledge, this is the first toolkit for
Chinese discourse parsing.
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Abstract

Automatically highlighting a text aims at identifying key portions that are the most important to
a reader. In this paper, we present a web-based framework1 designed to efficiently and scalably
crowdsource two independent but related tasks: collecting highlight annotations, and comparing
the performance of automated highlighting systems. The first task is necessary to understand
human preferences and train supervised automated highlighting systems. The second task yields
a more accurate and fine-grained evaluation than existing automated performance metrics.

1 Introduction

As people have access to an increasingly larger amount of information, technologies may enable them
to consume that information more efficiently. Existing technologies have focused on automated sum-
marization techniques. However, summarization techniques are not fully mature: emphasis mistakes
are frequent and may cause the reader to miss crucial points in the summarized document. To address
this issue, as an alternative to summarization, key portions of a document can instead be highlighted (or
made more visible by bold, italic, etc)Highlights appear within their context (unlike a summary), and the
impact of ‘bad” highlights is of much lower consequence than ‘bad” summaries.

We believe highlights to be motivated by reading intentions. Thus, we must determine if a differ-
ence exists between extractive summary sentences and human highlights. The framework presented in
this paper allows users to efficiently and scalably crowdsource two related tasks: collecting highlight
annotations, and comparing the performance of automated highlighting systems.

2 Related Work

Highlighting is one of the most common methods of annotation (Baron, 2009), making it a popular con-
tent annotation method for increasing comprehension in many reading domains. Passive highlighting, or
highlights that already appear in text, has been shown in several studies to be a useful tool for information
retention and comprehension (Fowler and Barker, 1974; Lorch Jr., 1989; Lorch Jr et al., 1995).

Rath (1961) asked human annotators to retrieve the “most representative” sentences in a document and
failed to find significant human agreement for both human-retrieved and machine-retrieved sentences;
Daumé (2004) showed that when instructed to choose the “most important” sentences from a passage,
humans still fell short of significant agreement. Though Daumé (2004) had low expectations for human
agreement for summarization, we believe that the effect of inline content, such as highlights, could
significantly increase the efficacy of this task.

We explored several annotation frameworks, but none of them are designed for collecting and assessing
highlights. For example, MAE (Stubbs, 2011) allows annotators to select entire spans of text and assign
categories and labels to those spans, but did not allow researchers to normalize user input; one must rely
on annotators to select the correct length of input and, in our case, define sentence boundaries. Similarly,
BRAT (Stenetorp et al., 2012) makes it difficult to select a sentence with exact boundaries without post-
processing annotator input.

1https://github.com/Franck-Dernoncourt/sentence-highlighting
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3 Framework Design

3.1 Overview

Figure 1: Interface for direct highlight annotation.
Annotators may highlight or unhighlight any sen-
tence by clicking on it.

We present in the next two sections the inter-
faces corresponding to the two use cases of our
framework: direct highlight annotation, and hu-
man evaluation of highlighting systems. For
each of these two use cases, the framework col-
lects a wide range of behind-the-scenes data dur-
ing annotator interactions, including intermedi-
ate highlights (versus the final version of high-
lights an annotator is satisfied with) and the time
spent on each section of a document. From the
collected data, we can infer a variety of impor-
tant information , such as how often users adjust
their highlights, and whether users scroll across
documents to skim the content, or read every
word.

Our annotation framework is lightweight, re-
quiring only a Node.js server, which is simple to
deploy on Linux, macOS, or Windows.

Figure 2: Interface for highlighting system assessment. Participants are presented with two versions of
the same text with different highlights. Participants must upvote (green) or downvote (red) each highlight,
then give a global grade between 1 and 10 for each of the two versions.
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3.2 Use Case 1: Highlight Annotation Collection
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Figure 3: Binary heatmap showing annotator
highlights. Red and blue cells correspond to high-
lighted and non-highlighted sentences, respec-
tively. Each row represents an annotator, each
column a sentence in the document.
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Figure 4: Representation of highlight votes,
where green and red cells represent up- and down
votes, respectively, and cream reflects that the
model shown to the participant did not highlight
that sentence.
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Figure 5: Vote distribution by model. “Bad” is an
a model that selects intentionally bad highlights;
“crowdsource” displays the highlights most of-
ten chosen by annotators during highlight collec-
tion; “sedona” (Elhoseiny et al., 2016), “recol-
lect” (Modani et al., 2015; Modani et al., 2016)
and “tldr” (smmry.com) are extractive summa-
rization models that are used to select which sen-
tences to highlight.

Figure 1 presents the interface used to collect pro-
vided highlight annotations. Annotators are asked
to highlight sentences that would make document
comprehension easier and faster for another naive
reader. A counter in the left column updates the
number of highlights remaining as annotators work
through each document.

Clicking anywhere within the boundaries of
a sentence highlights the entire sentence in yel-
low. Annotators are allowed to highlight and un-
highlight as many times as desired, but are not able
to revisit the same document after moving to the
next document. All annotators are required to com-
plete a brief tutorial session before beginning that
demonstrates the interface controls.

This highlight collection phase attempts to sim-
plify user interaction; Highlighting and unhigh-
lighting can be done with a single left click. There
are no color variations; the text size for the left
panel and the document title and content stay con-
sistent throughout the task.

3.3 Use Case 2: Highlight System Assessment

Figure 2 presents the interface where participants
evaluate highlighting systems. Participants are in-
structed to “upvote” and “downvote” individual
highlights that they believe will help identify the
main point(s) of the document. Participants are
shown two different highlighted versions, gener-
ated from two highlighting systems. Systems are
randomized and anonymized, both in location (e.g.,
left or right side of the content frame) and pairing.

To handle annotation of positive and negative
votes on individual highlights, we introduced the
“thumbs up” and “thumbs down” buttons, dis-
played after left clicking anywhere within the
boundaries of a highlighted sentence. Participants
must vote on every highlight displayed on the doc-
ument. Once they reach the end of the document,
they must rate the two versions of the highlights on
a one-to-ten scale before moving to the next docu-
ment.

4 Analysis Reporting

To help researchers analyze the results, our frame-
work provides analysis scripts, written in Python 3.
In this section, we present some of these analyses.
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4.1 Use Case 1: Highlight Annotation Results
After annotators highlight sentences in a document, the annotations may be viewed as a binary heatmap,
as shown in Figure 3. The heatmap may be used to identify highlight clusters (e.g., if highlights tend to
be located at the beginning of the document) as well as an approximate overview of the inter-annotator
agreement. The Krippendorff Alpha score (Krippendorff, 2011) is computed, which indicates the overall
agreement across all annotators.

4.2 Use Case 2: Highlight Assessment Results
Figure 4 displays up- and down-votes on all sentences in a document, for all automated highlighting
models. It can be used to visually determine the consistency of the annotators. E.g., ideally if a sen-
tence is worth being highlighted, it should be upvoted across all annotators, regardless of the model that
highlighted it.

Figure 5 contains one boxplot for each model. Specifically, each boxplot represents the distribution of
participants’ votes that they cast on a document that was highlighted by the model corresponding to the
boxplot.

5 Conclusion

In this paper, we have presented a web-based framework designed to efficiently and scalably crowdsource
the collection of highlight annotations as well as the human comparison of the performance of automated
highlighting systems. The interface is highly customizable, easy to tune, and, based on our experience
the framework with Amazon Mechanical Turk, easily understood by annotators. The framework as well
as its source code is freely available. We hope it will help foster research in the field of automated
highlighting.
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Abstract

This paper presents a grammatical error correction (GEC) system that provides corrective feed-
back for essays. We apply the neural sequence-to-sequence model, which is frequently used
in machine translation and text summarization, to this GEC task. The model is trained on
EF-Cambridge Open Language Database (EFCAMDAT), a large learner corpus annotated with
grammatical errors and corrections. Evaluation shows that our system achieves competitive per-
formance on a number of publicly available testsets.

1 Introduction

The rise of English as a global language has motivated research and development in computer-assisted
language learning systems. However, learning a second or foreign language is not at all easy, especially
in the area of writing. Due to the limited vocabulary and inadequate command of grammar, second
language learners are prone to misspelled words and write ungrammatical sentences. The demand for
grammatical error correction (GEC) has encouraged researchers to develop technology to support the
writing process.

Correcting grammatical errors with statistical machine translation (SMT) techniques has gained great
success (Brockett et al., 2006). Translating an ungrammatical sentence into a correct one can effectively
handle all types of errors simultaneously (Rozovskaya and Roth, 2014). More recently, Rozovskaya and
Roth (2016) compares the strength and the weakness of classifier-based and SMT-based approaches, and
integrates both of them to build a hybrid GEC system.

Recently, Yuan and Briscoe (2016) presents the very first word-based neural machine translation
(NMT) model for GEC and proposes a two-step approach to handle the rare word problem. Xie et
al. (2016) proposes a character-based NMT model, achieving open vocabulary machine translation. Sen-
nrich et al. (2016) purposes a subword-based model with Byte-Pair Encoding (BPE) algorithm, which
only splits rare words and leaves frequent words unsegmented.

The remainder of this paper is structured as follows. In section 2, we describe our system implemen-
tation. Then, we describe the experiment settings in section 3. We report our system performance and
discuss the evaluation results in section 4. Finally, we conclude our paper and explore the future direction
of GEC research in section 5.

2 The GEC System

In this section, we present GEC Cool English, a web-based system where users can write their essays
and get corrective feedback (available at https://nlp-ultron.cs.nthu.edu.tw/gec/). The
correction process is divided into three steps. First, we use spaCy1 to tokenize input sentences (Honnibal
and Johnson, 2015). Second, the tokenized sentences are converted into lowercase and fed into the NMT
model for inference. We then re-capitalize the model predictions using truecaser2. Finally, to give easy-
to-read feedback, we convert the result into an informative visual expression instead of the NMT model

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1https://spacy.io
2https://github.com/nreimers/truecaser
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output directly. Words to be deleted are marked with strikethrough and colored red, while words to be
inserted are colored green (as shown in Figure1).

Figure 1: The screenshot of the system GEC Cool English

2.1 Model Implementation
We build our NMT model upon the neural sequence-to-sequence (Seq2Seq) framework proposed by
Luong et al. (2015), where both encoder and decoder are recurrent neural networks (RNNs). We further
extend our NMT model by adding residual connections among the recurrent layers, which has suggested
improving the gradient flow during training. To select the best NMT model for our GEC system, we
explore word-based model (WORD) and subword-based model (SUBWORD). Our NMT models are
implemented with OpenNMT (Klein et al., 2017), a comprehensive library for training and deploying
NMT models.

3 Experiments

3.1 Dataset
For training data, we use the EF-Cambridge Open Language Database (EFCAMDAT) (Geertzen et al.,
2013), which is currently the largest publicly available learner corpus. EFCAMDAT contains about 1.2
million essays with over 83 million words written by approximately 174 thousand learners with a variety
of CEFR levels (A1-C2). We extract parallel sentences from those essays, resulting in about 7 million
pairs of parallel sentences and 2.4 million of them contain at least one edit. To the best of our knowledge,
we are the first group to exploit EFCAMDAT corpus for GEC tasks.

To compare our systems with other works, we also use the following frequently used learner corpora:
the Lang-8 Corpus of Learner English (L8) 3, the Cambridge First Certificate English (FCE) exam scripts
(Yannakoudakis et al., 2011), which is a subset of proprietary Cambridge Learner Corpus (CLC), and
the NUS Corpus of Learner English (NUCLE).

For development and test data, we use the JHU FLuency-Extended GUG corpus (JFLEG) (Napoles et
al., 2017), which is designed for evaluating fluency and grammaticality. JFLEG corpus consists of 1,501
pairs of erroneous and corrected sentences, in which 754 pairs are development data and 747 pairs test
data.

3.2 Preprocessing
First, noisy sentences are excluded: sentences with URLs, E-mail, XML-like tags, etc., sentences less
than 3 words or more than 50 tokens, and sentences that start with a non alphabetic character or do
not end with a punctuation mark. Next, name entities are recognized with spaCy and correct spelling
errors on non-name-entity tokens with Enchant. 4 We then re-capitalize sentences with truecaser and
correct wrongly tokenized contractions and remove consecutive punctuation marks and convert tokens

3http://cl.naist.jp/nldata/lang-8
4https://github.com/AbiWord/enchant
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System Training data Data size GLEU(dev) GLEU(test)
Previous systems
Chollampatt et al. (2016) L8 + NUCLE 2.7M 46.3 50.1
Yuan and Briscoe (2016) CLC 1.9M 47.2 52.1
Ji et al. (2017) L8 + CLC + NUCLE 2.6M 49.0 53.4
Sakaguchi et al. (2017) L8 + FCE + NUCLE 720K 49.9 54.0
Our system
WORD L8 + FCE + NUCLE 720K 46.3 53.8
WORD EFCAMDAT 2M 44.2 51.6
SUBWORD L8 + FCE + NUCLE 720K 46.1 53.6
SUBWORD EFCAMDAT 2M 44.9 52.1

Table 1: Evaluation on JFLEG test set

into lowercase. Finally, we exclude the parallel sentences in which the token edit distance more than 50%
of the length of the source sentence. Through our text cleaning pipeline, 2 million parallel sentences from
EFCAMDAT and 720K parallel sentences from L8 + FCE + NUCLE are left for training.

3.3 Hyperparameters and Training Details

The vocabulary size are 50K and 35K respectively for the models trained on EFCAMDAT and L8 +
FCE + NUCLE. The sequence length is limited to 50 words for both source and target sentences. The
diemension of word embedding is set to 300. The encoder is a 2-layer bi-directional Long Short Term
Memory networks (LSTM) and the decoder is a 2-layer LSTM. The hidden layer size of both encoder
and decoder is set to 512. We perform UNK replacement by copying the source token with the high-
est attention score. We train our models by scheduled sampling (Bengio et al., 2015) and follow the
curriculum learning strategy using linear decay scheduling. The schedule sampling rate is set to 0.5.
We optimize our model using ADAM optimizer with learning rate 0.001 without learning rate decay.
The maximum gradient norm is set to 1. The batch size is set to 64. We apply dropout on both input
tokens and embeddings, and train our models with variational dropout (Gal and Ghahramani, 2016). All
dropout probabilities are set to 0.3. Finally, beam search is used to optimize hypotheses with beam size
set to 5 and maximum sequence length set to 50. Each model is trained for 20 epochs on NVIDIA 1080
Ti GPU within one day.

4 Evaluation and Discussions

Table 1 shows our systems achieves competitive performance comparing to the previous state-of-the-art
systems.

It is worth mentioning that our text cleaning pipeline significantly improves the performance of models
trained on the EFCAMDAT corpus (WORD: 49.08 → 51.63; SUBWORD: 50.37 → 52.05). Especially
spelling error correction and converting tokens into lowercase alleviate the rare word problem and reduce
the vocabulary size of NMT for faster training.

The results show that the models trained on the L8 + FCE + NUCLE outperform the ones trained on
EFCAMDAT. One possible reason may due to the large vocabulary size and inconsistent annotations
in EFCAMDAT. For example, “discuss about N.” should be always corrected to “discuss N.”, but only
162 out of 849 are corrected. One interesting insight is that subword-based model generally performs
better than word-based model, simply because it handles the rare word problem more effectively. But
in our experiments, we found that, in EFCAMDAT, the subword-based model performs better than the
word-based model, but in L8 + FCE + NUCLE, the word-based model achieves similar performance
as the subword-based model does. The reason might be that, the vocabulary size of 35K is sufficient
enough for a word-based model to cover all the vocabularies in L8 + FCE + NUCLE, thus less effected
by the rare word problem. In contrast, the word-based model with the vocabulary size of 50K is still
insufficient to cover the diverse vocabulary of EFCAMDAT, thus perform worse than the subword-based
model. We believe that pre-processing and selecting training data through active learning could reduce
the vocabulary size and cope with the rare word problem, thus further improving a word-based model.
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5 Conclusions

We have presented a GEC system that gives corrective feedback for the erroneous sentence. Our sys-
tem achieves competitive performance on the JFLEG test set with publicly available learner corpora
comparing to the previous state-of-the-art NMT based systems.

Many avenues for future research exists. For example, we could remove or correct inconsistent anno-
tations based on statistical and grammatical analysis. As an effect to reduce vocabulary size, we could
perform contextual spelling error correction as a first and separate step before the NMT process.
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Abstract

We present Appraise, an open-source framework for crowd-based annotation tasks, notably for
evaluation of machine translation (MT) output. This is the software used to run the yearly
evaluation campaigns for shared tasks at the WMT Conference on Machine Translation. It has
also been used at IWSLT 2017 and, recently, to measure human parity for machine translation for
Chinese to English news text. The demo will present the full end-to-end life cycle of an Appraise
evaluation campaign, from task creation to annotation and interpretation of results.

1 Motivation

Human evaluation of machine translation is the ultimate measure of translation quality. However, due
to data collection effort and annotation cost, many experiments and publications do not report results
from human evaluation and rely on scores computed by automated metrics such as BLEU (Papineni et
al., 2002) instead. We believe that machine translation researchers should be able to conduct manual
annotation campaigns at scale, without having to re-implement the necessary infrastructure from scratch.
Since 2007, development of the Appraise evaluation framework for machine translation has supported
the research community, trying to bring more human evaluation into MT research.

2 Introduction

The Appraise framework has become a standard tool for machine translation evaluation. It is used for
shared tasks at the yearly Conference on Machine Translation (WMT) (Bojar et al., 2017) and has been
adopted at last year’s IWSLT 2017 workshop (Cettolo et al., 2017). The Microsoft Translator team
utilises the software for its internal quality monitoring. Figure 1 shows the annotation user interface.

Figure 1: Screenshot of user interface for source-based direct assessment as implemented in Appraise.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Figure 2: Visualisation of Appraise direct assessment results for Chinese to English news translation.

In 2018, Appraise was used as part of a research project which proved human parity for machine
translation of Chinese to English news text (Awadalla et al., 2018), based on a large-scale evaluation
campaign run using an Appraise system hosted on Azure. Figure 2 shows a graph visualising results
from this work, comparing score distributions for the human parity system (COMBO-6) and the original
WMT17 reference translation (WMT).

Our system demonstration provides an end-to-end overview on all aspects of a machine translation
evaluation campaign within Appraise. We first describe input data, task creation, and campaign setup,
including best practices regarding user and team management. Then, we show the annotation interface
and discuss how annotator reliability is measured and monitored, allowing to detect spammers assigning
random scores to candidate translations. We describe how statistical significance testing (Wilcoxon,
1945; Mann and Whitney, 1947; Riezler and Maxwell, 2005) can help to solve this problem. Lastly, we
explain how final campaign results can be computed, extracted and visualised effectively, so that results
are easily interpretable.

We also describe the annotation system’s Python-based architecture and highlight implementation
details as well as lessons learnt during ten years of human evaluation campaigns based on Appraise.

3 License

Appraise source code is available on GitHub1 and is shared under a permissive license2.

4 Conclusion

Our system demonstration explains the full end-to-end life cycle of an Appraise evaluation campaign. It
gives an in-depth look into a decade of research on machine translation evaluation, including in-sights
from several WMT campaigns as well as the evaluation part of Microsoft’s recent human parity research
breakthrough. This should lead to interesting discussions.
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Abstract

In today’s globalized world we have the ability to communicate with people around the world.
However, in many situations the language barrier still presents a major issue. For example, many
foreign students studying at KIT are initially unable to follow a lecture in German. Therefore,
we offer an automatic simultaneous interpretation service for students.

To fulfill this task, we have developed a low-latency translation system adapted to the lecture
domain which covers several language pairs. While the switch from traditional statistical ma-
chine translation to neural machine translation (NMT) significantly improved performance, to
integrate NMT into the speech translation framework required several adjustments. We have ad-
dressed the run-time constraints and different types of input. Furthermore, we utilized one-shot
learning to easily add new topic-specific terms to the system. In addition to better performance,
NMT also enabled us increase our covered languages through the use of multilingual models.
Combining these techniques, we are able to provide an adapted speech translation system for
several European languages.

1 Introduction

In today’s globalized world we have the opportunity to communicate with people all over the world. But,
often the language barrier still poses a challenge and prevents communication. At KIT, there are many
international students from around the world. To deal with the language barrier and support foreign
students in lectures, KIT offers an automatic lecture translation (LT) service in many lecture halls. When
a lecture begins, a recording client is triggered which records the lecturer’s speech and presentation
screen, and sends them to our simultaneous LT system which returns both the transcription and translation
in real-time via a web interface.

Starting from the initial version of lecture translation (Fügen et al., 2006), our system has continu-
ously developed (Kolss et al., 2008; Cho et al., 2013). In 2012, the LT system was first operated in
several lecture halls in KIT with limited coverage; German was the primary spoken language, translated
into English. We now support both German and English as input languages with three additional target
languages: French, Spanish, and Italian. Furthermore, a preliminary multilingual system for 24 lan-
guages is also available. In order to provide efficient recognition and translation services to the students,
we address the following research areas: 1) Low-latency: Transcription and translation needs to be syn-
chronized with the speech of the lecturer as much as possible. How can we provide systems with very
low latency? 2) Multilingualism: How can we minimize the effort and maintenance needed to train and
support many languages? 3) Adaptation: Which adaptation techniques are applicable for online and
low-latency speech translation?

2 Low-latency Speech Translation Framework

Speech is simultaneously recorded by a recording client and sent to a server. There, the three main
components of the system, automatic speech recognition (ASR), segmentation, and machine translation

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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(MT), transcribe and translate the audio, which is shown to the user in an interface. The segmentation
system is a monolingual translation system that adds case and punctuation information to the ASR output,
and segments it into appropriate sentences for the translation system. While the main use-case is online
translation, where the user can follow the lecture concurrently on his smart phone or laptop, we also offer
a web-based archive for viewing previously recorded lectures.

One of the main weaknesses in earlier versions of our speech translation framework was the latency
of the system. Since MT systems are usually trained on the sentence-level, the translation would only be
displayed if the whole sentence was recognized. In order to overcome this drawback, we extended our
framework to handle intermediate outputs (Niehues et al., 2016). This allows us to display a translation
for a partly recognized sentence, and later update it with the full sentence translation. The same technique
is also applied to display intermediate hypotheses from the speech recognition which is described in
Section 3.

3 Automatic Speech Recognition

We utilize the DNN-HMM model to build our ASR component. We trained a deep neural network
with several lectures’ audio to model many thousands of context-dependent phonemes. We also utilized
lecturers’ materials such as lecture notes and reading materials to build adapted vocabulary and language
models for the scheduled lectures. While using phoneme-based acoustic modeling is stable for many
different languages, the automatic adaptation of vocabulary and language model allows us to significantly
improve transcription quality based on information from the lectures of the same course and lecturer. A
further advantage to the DNN-HMM model for our use case is that it is a very efficient model for building
low-latency ASR systems. The latency of our ASR system has to be very low to keep transcription and
translation as synchronized with the speech of the lecturer as possible.

Low-latency ASR By using a dynamic decoding framework for ASR, we can avoid the detection of
audio segments, and incrementally perform decoding as soon as a fraction of speech is recorded. This
so-called run-on incremental recognition helps us avoid the latency caused by waiting for the end of the
current segment. Normally, only at the end of an utterance is the most probable hypothesis determined.
However, since waiting until the end of the utterance leads to a high latency, we detect when a part of the
hypothesis becomes stable and can be kept.

Lecture Dictionary Adaptation The web interface allows lecturers to upload lecture materials such as
slides and reading materials that will be accessible for download by students. We make additional use of
these materials by automatically extracting out-of-vocabulary (OOV) words which are not recognizable
by the default ASR system. We generate automatic pronunciations for these word, and map them to a
common word to obtain language model probabilities. This is based on the intuition that these words
are likely to occur in the lecture and should possess higher probability. Adaptation is performed on a
per-lecture basis so that each lecture has its own specialized vocabulary.

4 Neural Machine Translation

The main advancement over previous lecture translation systems is the switch from SMT to NMT, and
the necessary adaptations to do so. In order to use NMT in our framework, we had to develop several
adaptations. First, we improved the run-time for the monolingual translation system by using a dedicated
target encoding. Secondly, we used multi-task learning to improve the performance on translating the
partial sentences necessary in low-latency translation. Finally, we developed methods to easily integrate
topic-specific terms. But the switch also allowed us to significantly increase our language coverage.

Monolingual MT Automatic speech recognition (ASR) systems typically do not generate punctuation
marks or reliable casing. To create segments and better match typical MT training conditions, we use
a monolingual NMT system to add sentence boundaries, insert proper punctuation, and add case where
appropriate before translating (Cho et al., 2017). To train, we create parallel data where the source is
the lowercased sentence with all punctuation removed, and the target is features indicating case with
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punctuation attached. The output vocabulary is then quite small; less than 100. Rare source words
are replaced with POS tags. The training data is randomly segmented so that segment boundaries and
punctuation types are well-distributed throughout the corpus. At test time, we follow the sliding window
technique describe in (Cho et al., 2017), and always keep the previous lw words as context.

Adaption to Speech Since we are using the low-latency framework described in Section 2, the system
does not only need to translate complete sentences, but also partial sentences. In phrase-based MT,
this did not pose a problem. But if the NMT system is only trained on complete sentences, it learns to
always generate complete sentences. Therefore, it will fantasize an ending for an incomplete sentence.
We address this problem by additionally training the system to translate partial sentences. Accordingly,
we first generate artificial training data. To improve corrections while maintaining performance, we use
multi-task learning and train the model to perform both tasks, the translation of partial sentences and the
translation of full sentences (Niehues et al., 2018).

One-Shot Learning In addition to overall translation quality, we identify the importance of translating
rare events which do not appear many times in the training data but are critical to individual lectures They
can be difficult to translate using NMT, but it is crucial for the system to translate them consistently. In
order to incorporate external translations into the system, we designed a framework that allows the model
to dynamically interact with external knowledge bases via both data augmentation and modeling (Pham
et al., 2018). During training, we pre-train phrase-tables with the parallel corpora, and use them to
annotate possible translations for the rare-words that appear less than 3 times in the training data. We
consider word-splitting methods such as BPE crucial efficiently represent words that do not appear in
the training data, and therefore allow proper annotation. By using the COPY-NET the model is able to
learn a bias towards the annotation, which might otherwise have be assigned very small probabilities
by the NMT softmax function. Finally, we use reinforcement learning to guide the search operation to
encourage copying the annotation into the generated sequence.

Multilingual MT In order to build a single neural translation model able to translate into more than
twenty European languages, we follow the approach described in (Pham et al., 2017). Our goal is to
keep the neural architecture as compact as possible while still maintaining parity with the translation
quality of systems trained on individual language pairs on the same data. Fundamentally, we our system
shares its main components across languages: the encoder, the decoder and the attention layer, but em-
ploys different softmax output layers and word embedding layers for different target languages based on
their vocabularies. In this way, the system does not need to calculate over all the words from all target
languages.

5 Results

WERs and Latency of the ASR In Table 1 , we present the performance of our multilingual speech
recognition component in term of word error rates (WER) and word latency. The word latency is mea-
sured as the difference between the time a word is spoken and the time when its transcription is available
at the display component. Since words span a duration we use their end time. Each test set consists of
about 20-30 lecture talks. Typically, recognized words will appear in the display client about 1 second
after real-time. The archived WERs without adaption are below 20.0% for all languages.

# Language WER (%) Word Latency (s)

1 English 15.2 0.84
2 German 19.4 1.03
3 Spanish 14.1 0.79
4 French 19.3 1.11
5 Italian 17.5 0.94

Table 1: WER and Latency of The ASR

Input Das binäre Zahlensystem ist ...
Baseline: The binary payment system is ...
One-Shot: The binary numeral system is ...

Table 2: An example of one-shot learning
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Figure 1: MT Performance when translating from English or German to 24 European languages
Machine Translation Figure 1 shows the results of the multilingual system, translating from English
and German to 24 European languages using a single model trained on the multilingual data. Com-
pared to a standard bilingual system trained on the same data, it achieves better performance: for
English↔German, we see 25.65 BLEU as compared to 24.92 translating into German, and 29.91 BLEU
as compared to 28.74 translating into English. The results confirm our assumption that multilingual
information helps to improve low-resourced translation systems trained individually.

This system achieves its best BLEU scores translating from English to Portuguese and German to
English. This is reasonable, as there are adequate amounts of data in those directions and there are
related languages which can assist by providing additional context. At the other end of the spectrum,
the system obtains its worst results when translating into Finnish as there is not much parallel training
data, and Finnish is the most morphologically-rich language in our set, further impoverishing the data
condition.

When translating in specific domains, words which are generally rare can be incredibly important to
translate correctly. For example, if we consider a lecture about the binary numeral system or Zahlen-
system, it is necessary to translate this term or the meaning of the lecture is lost. One-shot learning
allows us to do so, as shown in Table 2. Without one-shot learning, we have not seen this term before.
Using byte-pair encoding, the system is generate a translation for Zahlensystem, but it incorrectly gen-
erates the translation payment system for the similar German word Zahlsystem. By adding the phrase
{Zahlensystem # numeral system} to our memory, we are able to correctly translate this word in context.

6 Conclusion

This paper describes recent advancements for low-latency speech-to-text translation. Using several tech-
niques, we were able to use fully neural methods for the machine translation component of our system.
Further, by using multi-task and reinforcement learning, we were able to use NMT in a low-latency
framework that can be easily adapted to new topics. These neural methods have allowed us to signif-
icantly increase our covered languages. Our multilingual model is able to translate from two source
languages to 24 target languages, while fitting in memory on a moderate-size GPU.
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Waibel. 2006. Open domain speech recognition & translation: Lectures and speeches. In ICASSP.

Muntsin Kolss, Matthias Wölfel, Florian Kraft, Jan Niehues, Matthias Paulik, and Alex Waibel. 2008. Simultane-
ous german-english lecture translation. In IWSLT 2008, pages 174–181.

92



Jan Niehues, Thai-Son Nguyen, Eunah Cho, Thanh-Le Ha, Kevin Kilgour, Markus Müller, Matthias Sperber,
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Abstract

We introduce Graphene, an Open IE system whose goal is to generate accurate, meaningful and
complete propositions that may facilitate a variety of downstream semantic applications. For this
purpose, we transform syntactically complex input sentences into clean, compact structures in
the form of core facts and accompanying contexts, while identifying the rhetorical relations that
hold between them in order to maintain their semantic relationship. In that way, we preserve the
context of the relational tuples extracted from a source sentence, generating a novel lightweight
semantic representation for Open IE that enhances the expressiveness of the extracted proposi-
tions.

1 Introduction

Information Extraction (IE) is the task of turning the unstructured information expressed in natural lan-
guage (NL) text into a structured representation in the form of relational tuples consisting of a set of
arguments and a phrase denoting a semantic relation between them: 〈arg1; rel; arg2〉. Unlike traditional
IE methods, Open IE is not limited to a small set of target relations known in advance, but rather ex-
tracts all types of relations found in a text. In that way, it facilitates the domain-independent discovery
of relations extracted from text and scales to large, heterogeneous corpora such as the Web. Since its
introduction by Banko et al. (2007), a large body of work on the task of Open IE has been described.
By analyzing the output of state-of-the-art systems (e.g., (Mausam et al., 2012; Del Corro and Gemulla,
2013; Angeli et al., 2015)), we observed three common shortcomings.

First, relations often span over long nested structures or are presented in a non-canonical form that
cannot be easily captured by a small set of extraction patterns. Therefore, such relations are commonly
missed by state-of-the-art approaches. Second, current Open IE systems tend to extract propositions with
long argument phrases that can be further decomposed into meaningful propositions, with each of them
representing a separate fact. Overly specific constituents that mix multiple - potentially semantically
unrelated - propositions are difficult to handle for downstream applications, such as question answering
(QA) or textual entailment tasks. Instead, such approaches benefit from extractions that are as compact
as possible. Third, state-of-the-art Open IE systems lack the expressiveness needed to properly repre-
sent complex assertions, resulting in incomplete, uninformative or incoherent propositions that have no
meaningful interpretation or miss critical information asserted in the input sentence.

To overcome these limitations, we developed an Open IE framework called ”Graphene” that trans-
forms syntactically complex NL sentences into clean, compact structures that present a canonical form
which facilitates the extraction of accurate, meaningful and complete propositions. The contributions
of our work are two-fold. First, to remove the complexity of determining intricate predicate-argument
structures with variable arity from syntactically complex input sentences, we propose a two-layered
transformation process consisting of a clausal and phrasal disembedding layer. It removes clauses and
phrases that convey no central information from the input and converts them into independent con-
text sentences, thereby reducing the source sentence to its main information. In that way, the input

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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is transformed into a novel hierarchical representation in the form of core facts and accompany-
ing contexts. Second, we identify the rhetorical relations by which core sentences and their as-
sociated contexts are connected in order to preserve their semantic relationship. These two in-
novations enable us to enrich extracted relational tuples of the form 〈arg1; rel; arg2〉 with contextual
information that further specifies the tuple and to establish semantic links between them, resulting in
a novel lightweight semantic representation for Open IE that provides highly informative extractions
and thus supports their interpretability in downstream applications. The source code is available at
https://github.com/Lambda-3/Graphene.

2 The System in a Nutshell

Graphene makes use of a two-layered transformation stage consisting of a clausal and phrasal disembed-
ding layer, which is followed by a final relation extraction (RE) stage. It takes a text document as an
input and returns a set of semantically typed and interconnected relational tuples. The workflow of our
approach is displayed in Figure 1.

Input-Document

[...] Although
the Treasury

will announce
details of the

November
refunding on
Monday, the
funding will
be delayed
if Congress

and President
Bush fail to
increase the
Treasury’s
borrowing

capacity. [...]

→

Transformation Stage

DOCUMENT-ROOT

Coordination
Contrast

Subordination
Condition

Coordination
List

President Bush fail to
increase the Treasury’s

borrowing capacity.

Congress fail to
increase the Treasury’s

borrowing capacity.

core core

The funding
will be delayed.

core context

The Treasury will
announce details of

the November refunding.

TEMPORAL(on Monday)

core core

core

→

Relation Extraction

The Treasury will
announce details [...]

TEMPORAL(on Monday)

The funding
will be delayed.

Congress fail
to increase [...]

President Bush fail
to increase [...]

〈The Treasury;
will announce;

details [...]〉
TEMPORAL(on Monday)

〈The funding;
will be delayed; 〉

〈Congress; fail;
to increase [...]〉
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Figure 1: Extraction workflow for an example sentence.

2.1 Transformation Stage
During the transformation process, source sentences that present a complex linguistic structure are con-
verted into a hierarchical representation of core facts and associated contexts that are connected by rhetor-
ical relations capturing their semantic relationship similar to Rhetorical Structure Theory (RST) (Mann
and Thompson, 1988). These compact, syntactically sound structures ease the problem of recognizing
predicate-argument relations that are contained in the input without losing their semantic dependencies.

Clausal Disembedding. In the clausal disembedding layer, we split up complex multi-clause sentences
that are composed of coordinated and subordinated clauses, relative clauses, or attributions into sim-
pler, stand-alone sentences that contain one clause each. This is done in a recursive fashion so that we
obtain a hierarchical structure of the transformation process comparable to the diagrams used in RST.
As opposed to RST, however, the transformation process is carried out in a top-down fashion, starting
with the input document and using a set of hand-crafted syntactic rule patterns that define how to split
up, transform and recurse on complex syntactic patterns1. Each split will create two or more simplified
sentences that are connected with information about (1) their constituency type depicting their seman-
tic relevance (coordinate or subordinate) and (2) the rhetorical relation that holds between them. The
constituency type infers the concept of nuclearity from RST, where coordinate sentences (which we call
core sentences) represent nucleus spans that embody the central part of information, while subordinate
sentences (context sentences) represent satellite spans that provide background information on the nu-
cleus. The classification of the rhetorical relations is based on both syntactic and lexical features. While

1The complete rule set can be found online: https://github.com/Lambda-3/Graphene/blob/master/
wiki/supplementary/syntactic-simplification-patterns.pdf
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former are manifested in the phrasal composition of a sentence’s phrasal parse tree, latter rely on a set
of manually defined cue phrases. In this way, a hierarchical tree representation of the recursive transfor-
mation process for the whole document is constructed which we denote as discourse tree. Its leaf nodes
represent the simplified sentences that were generated during the clausal disembedding layer.

Phrasal Disembedding. After recursively dividing multi-clause sentences into stand-alone sentences
that contain one clause each, they are further simplified on a phrasal level. For this purpose, sentences
are processed separately and transformed into simpler structures by extracting the following phrasal
components from the input: prepositional phrases, participial phrases, adjectival/adverbial phrases,
appositive phrases, lead noun phrases, coordinations of verb phrases, enumerations of noun phrases and
purposes. This task is assisted by the sentence simplification system described in Niklaus et al. (2016).

2.2 Relation Extraction
After the transformation stage, RE is performed by using the simplified sentences as an input. The frame-
work is designed to accept any type of RE implementation which is able to extract relational tuples from
single sentences. The identified rhetorical relations from the transformation stage are then mapped to the
corresponding relational tuples in the form of simple and linked contextual arguments (see Section 3).
As a result, different approaches for RE can be complemented with contextual information that further
specifies the extracted relational tuples. In that way, a new layer of semantics is added to the task of RE
that can be used in other NLP tasks (see Section 6).

3 Output Format

In order to represent contextual relations between propositions, the default representation of a relational
tuple of the form 〈arg1; rel; arg2〉 needs to be extended. Therefore, we present a novel lightweight
semantic representation for Open IE that is both machine processable and human readable. It extends a
binary subject-predicate-object tuple t← (rel, argsubj , argobj) with: a unique identifier id; information
about the contextual hierarchy, the so-called context-layer cl; and two sets of semantically classified con-
textual arguments CS (simple contextual arguments) and CL (linked contextual arguments), yielding the
final representation of (id, cl, t, CS , CL) tuples. The context-layer cl encodes the contextual hierarchy of
core and contextual facts. Propositions with a context-layer of 0 carry the core information of a sentence,
whereas propositions with a context-layer of cl > 0 provide contextual information about propositions
with a context-layer of cl−1. Both types of contextual argumentsCS andCL provide (semantically clas-
sified) contextual information about the statement expressed in t. Whereas a simple contextual argument
cS ∈ CS , cS ← (s, r) contains a textual expression s that is classified by the semantic relation r, a linked
contextual argument cL ∈ CL, cL ← (id(z), r) refers to the content expressed in another proposition z.

To facilitate the inspection of the extracted propositions, a human-readable format, called RDF-NL, is
generated by Graphene (see Figure 2). In this format, propositions are grouped by sentences in which
they occur and are represented by tab-separated strings for the identifier id, context-layer cl and the core
extraction that is represented by the binary relational tuple t← (rel, argsubj , argobj): subject argument
argsubj , relation name r and object argument argobj . Contextual arguments (CS and CL) are indicated
by an extra indentation level to their parent tuples. The representation of a contextual argument consists
of a type string and a tab-separated content. The type string encodes both the context type (S for a
simple contextual argument cS ∈ CS and L for a linked contextual argument cL ∈ CL) and the classified
semantic relation (e.g. Cause, Purpose), if present. The content of a simple contextual argument is the
textual expression, whereas the content of a linked contextual argument is the identifier of the target
proposition.

Besides, the framework can materialize its relations into a graph serialized under the N-Triples2 spec-
ification of the Resource Description Framework (RDF) standard. In that way, the consumption of the
extracted relations by downstream applications is facilitated. A detailed description as well as some
examples of the machine-readable RDF format are available online3.

2https://www.w3.org/TR/n-triples
3https://github.com/Lambda-3/Graphene/blob/master/wiki/RDF-Format.md
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Although the Treasury will announce details of the November refunding on Monday, the funding
will be delayed if Congress and President Bush fail to increase the Treasury’s borrowing capacity.

#1 0 the Treasury will announce details of the November refunding
S:TEMPORAL on Monday
L:CONTRAST #2

#2 0 the funding will be delayed
L:CONTRAST #1
L:CONDITION #3
L:CONDITION #4

#3 1 Congress fail to increase the Treasury ’s borrowing capacity

#4 1 president Bush fail to increase the Treasury ’s borrowing capacity

Figure 2: Proposed representation format (RDF-NL) - human readable representation.

4 Usage

Graphene can be either used as a Java API, imported as a Maven dependency, or as a service which we
provide through a command line interface or a REST-like web service that can be deployed via docker.
A demonstration video is available online4.

5 Benchmarking

Figure 3: Performance of Graphene.

We evaluated the performance of our Open IE sys-
tem Graphene using the benchmark framework pro-
posed in Stanovsky and Dagan (2016), which is
based on a QA-Semantic Role Labeling corpus with
more than 10,000 extractions over 3,200 sentences
from Wikipedia and the Wall Street Journal5. This
benchmark allowed us to compare our framework
with a set of state-of-the-art Open IE approaches in
recall and precision (see Figure 3). With a score
of 50.1% in average precision, Graphene achieves
the best performance of all the systems in extracting
accurate tuples. Considering recall, our framework
(27.2%) is able to compete with the best-performing
baseline approaches (32.5% and 33.0%). The inter-
ested reader can refer to Cetto et al. (2018) for more
details.

6 Application Scenarios of the Lightweight Semantic Open IE representation

The resulting lightweight semantic representation of the source text in the form of a two-layered hier-
archy of semantically-linked relational tuples can be used to facilitate a variety of artificial intelligence
tasks, such as building QA systems, creating text summarization applications or supporting semantic
inferences.

For example, QA systems could build upon the semantically typed and interconnected relational tuples
produced by our Open IE system Graphene to investigate the dependencies between extracted proposi-
tions (such as causalities, attributions and local or temporal contexts) and map specific question types
to the corresponding semantic relationships when querying the underlying data. Based on the example
given in Figure 2, one can imagine the following user query:

Under which circumstances will the funding be delayed?

Here, the system could infer from the interrogative expression ”Under which circumstances?” to
search for propositions that are linked to the extraction stating that 〈the funding; will be delayed; ∅〉

4https://asciinema.org/a/bvhgIP8ZEgDwtmRPFctHyxALu?speed=3
5available under https://github.com/gabrielStanovsky/oie-benchmark
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by a conditional (CONDITION) relation. Accordingly, in this scenario the system is expected to return
propositions #3 and #4 of Figure 2.

7 Conclusion

We presented Graphene, an Open IE system that transforms sentences which present a complex linguistic
structure into a novel hierarchical representation in the form of core facts and accompanying contexts
which are connected by rhetorical relations capturing their semantic relationship. In that way, the input
text is turned into clean, compact structures that show a canonical form, thus facilitating the extraction
of accurate, meaningful and complete propositions based on a novel lightweight semantic representation
consisting of a set of semantically typed and interconnected relational tuples. In the future, we aim to
port this idea to languages other than English.

References
Gabor Angeli, Melvin Jose Johnson Premkumar, and Christopher D. Manning. 2015. Leveraging linguistic struc-

ture for open domain information extraction. In Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural Language Processing, pages
344–354. ACL.

Michele Banko, Michael J. Cafarella, Stephen Soderland, Matt Broadhead, and Oren Etzioni. 2007. Open in-
formation extraction from the web. In Proceedings of the 20th International Joint Conference on Artifical
Intelligence, pages 2670–2676. Morgan Kaufmann Publishers Inc.
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Abstract

In this paper, we present a system, LanguageNet, which can help second language learners to
search for different meanings and usages of a word. We disambiguate word senses based on the
pairs of an English word and its corresponding Chinese translations in a parallel corpus, UM-
Corpus. The process involved performing word alignment, learning vector space representations
of words and training a classifier to distinguish words into groups of senses. LanguageNet di-
rectly shows the definition of a sense, bilingual synonyms and sense relevant examples.

1 Introduction

The polysemy of words, namely words with more than one sense, is one of the major challenges for En-
glish as a Second or Other Language (ESOL) learners. The issue of disambiguating polysemous words
has attracted considerable attention to the NLP community. In order to derive and provide information
about word senses, large knowledge based semantic lexicons have been developed, such as WordNet
(Miller, 1995) and BabelNet (Navigli and Ponzetto, 2012). These resources are useful as a sense inven-
tory for many NLP tasks. However, these knowledge bases contain few or even no example sentences.
Thus, it is important to obtain more sense relevant WordNet examples, which can be more useful for
language learners, or for training sense-aware NLP systems. Previous work has pointed out that “two
languages are more informative” and there is typically “one sense per translation”, since different word
senses typically translate differently into a foreign language. Intuitively, sense relevant examples could
be obtained using parallel corpora to distinguish word sense based on counterpart translations.

For example, the word “plant” has at least two different meanings in English: one is ORGANISM
and the other is BUILDING, with corresponding Chinese translations 植物 and 工廠. Consider the
two senses of the word “plant”. The good example for the sense ORGANISM not “The plant has 300
workers.”, which is irrelevant to the sense, but rather “Rice is a model plant”. The Chinese translation
of the first sentence is “該工廠有300餘名工人。” , while the translation for the second sentence is “水
稻是用於研究的模式植物。” . The two Chinese translations of plant for the sense of building and
organism is respectively “工廠” and “植物”. Intuitively, by learning the characteristic translations of the
category (ORGANISM or BUILDING) of a word sense, we can identify the meaning of head word in
the given sentence, and thus retrieving sense relevant examples.

We use Chinese translations of a English head word, HW in a parallel corpus to disambiguate and
identify the word sense of HW in WordNet, expected to provide example sentences for different senses
of a word. Our approach learns how to effectively classify a word into its intended senses by using a
collection of word-translation pairs (e.g., e-HowNet) and a class system based on basic level concepts in
WordNet.

The rest of the paper is organized as follows. We review the related work in the next section. Next, we
present our method for automatically learning to classify Chinese translations to possible set of senses
and expected to provide good examples. Then we introduce the system design and interface. Finally, we
exploit the great potential of the system and envision the future works.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Figure 1: Example using LanguageNet typing “plant”.

2 Related Work

Word sense disambiguation (WSD) has been an area of active research. WSD involves predicting the
intended sense of a word in context based on a predefined set of senses. (Resnik and Yarowsky, 1999)
use translate distinctions in the foreign language to identify sense distinctions in the source language for
word sense disambiguation.

Recent work (e.g., Guo et al. (2014)), Upadhyay et al. (2017) also use parallel or mutilingual corpora to
learn muti-sense vectors and capture different meanings of the same word in word sense disambiguation.
In the area of word embedding, Chen et al. (2014) and Iacobacci et al. (2016) propose to use word
embeddings instead of surface word as features to improve WSD performance. Yuan et al. (2016) propose
to use similarity based on word embedding to identify the intended word sense.

3 Method

Problem Statement: We are given a polysemy W . We want to disambiguating the meaning of a word in
sentences from a parallel corpus by providing bilingual examples for different senses of a word. Our goal
is to find good examples for a given sense in WordNet. For this, we use a word-aligned parallel corpus,
and then extract and classify translations for each W in question. Once the translations are classified and
sense-tagged, we can then select example sentences for a given word sense.

3.1 Aligning and Extracting Word Translations
We use a large English-Chinese parallel corpus, UM-Corpus to obtain diverse kind of translations of a
source-language word (Tian et al., 2014). For this, we use a word aligner, fast align (Dyer et al., 2013)
to produce word alignments between the source words and translations in a parallel corpus. Then, for
every pair of English word and translation, we computes pair similarity based on Dice coefficient and
extract and classify translation words which frequently appear together with Dice similarity higher than a
threshold. In the final step, we use these pairs of English and Chinese words to select example sentences
and generate sense-tagged data.

3.2 Translation Similarity and Sense Labeling
In order to classify a given translation, we need a similarity measure between translations. First, we train
a vector space representations of words using word2vec (Mikolov et al., 2013) on Chinese Wikipedia.
Then, we define sense categories based on WordNet hierarchy (the top-level hypernym), and take a
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Table 1: Example of word-translation pairs for training the classifier under two sense categories related
to “plant”

Sense Category Words Translations

plant grass, moss, fungus, ginkgo, crop 草類,苔類,菌類,銀杏,作物
building complex factory, mill, sander, workshop 廠家,製造廠,研磨機,製造場

Table 2: Result of classification under sense categories and corresponding gloss in WordNet related to
the word “plant”

Translations Sense category Gloss in WordNet

植物,植株 Plant (botany) a living organism lacking the power
of locomotion

工廠,裝置,廠 Building complex buildings for carrying on industrial labor

collection of word-translation pairs (W, T) in c (e.g., E-HowNet) and assign each translation T to its all
possible sense categories of the English word W based on WordNet hierarchy and a list of Basic Level
Concepts. Since nouns have the explicit hierarchical structure of hypernym relationship in WordNet, we
focus on noun senses. Although these (T, CAT) pairs may contain errors, we use them to train a classifier
for tagging translations and apply the word embeddings trained with word2vec as features. We used
2,442 sense categories of noun based on WordNet concept and take word-translation pairs of 14,991
nouns from the bilingual dictionary for training. Table 1 displays example word-translation pairs for
classifying translations related to the two sense categories related to “plant”.

3.3 Classifying Chinese Translation to WordNet Senses
To identify the sense of a polysemy and its Chinese translation, we use the support vector machine (SVM)
classifier trained on the sense category and translation, as described in the previous subsection. We use
only unambiguous words with only one sense category (even when there are more than one WordNet
sense). The feature is simply the word embedding of the translation. The output of the model are sense
categories with probability and the probable category coinciding with the given English word will be
returned as the output. We train a model to predict each sense category based on vector of translation
T . If an ambiguous word has two senses, our SVM classifier use the feature vectors generated from
training data of these two sense categories to learn a hyperplane which separates these two senses in
high dimensional space. Given a translation of the word, the classifier then predict the sense category
by its word vector and predict the sense according to the side of the hyperplane the vector lies in. After
classification, we convert the category to the relevant sense to the English word belonging to this category.
Table 2 displays the result of classification under sense categories and corresponding gloss in WordNet
related to the word “plant”.

3.4 Selecting example sentences
Finally, the Chinese translations of a English polysemous word which we extracted from corpus are
sense-tagged. To help the user quickly and straightforwardly learn the usage for each sense of a word,
good examples are really important. Therefore, we adopt the GDEX method (Adam Kilgarriff, 2008) to
select representative sentences in candidates with translations of the same sense from the parallel corpus.
The GDEX method score sentences by considering sentence length, word frequency, the presence of
pronouns, location of the head word, and most importantly collocations.

3.5 LanguageNet

Our goal is to disambiguate word sense based on WordNet and provide sense relevant examples for
the user using the additional information of Chinese translations of a English polysemy word. The
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preliminary evaluation shows that the system can predict the relevant sense category with an accuracy
rate of over 90% for a set of 12 words used in the WSD evaluation literature. We develop LanguageNet as
a web application, which can assist second language learners to search for different meanings and usages
of a word. We extracted 5,148 nouns in the UM-corpus to disambiguate senses and produce a bilingual
word sense dataset for the system. An example LanguageNet search for the word “plant” is shown in
Figure 1. LanguageNet has determined the intended senses of “plant” in sentences by predicting the sense
class of the counterpart Chinese translations (e.g.,植物,工廠,廠,植株). LanguageNet is accessible at
(http://nlp-ultron.cs.nthu.edu.tw/langnet/) .

4 Conclusion and Future Work

LanguageNet not only shows the definition and synonyms for each sense of a word, but also provides
good sense relevant examples for the user. The preliminary assessment shows LanguageNet can provide
reasonable accurate sense relevant translations and examples to support learning English with learner’s
native language (e.g., Chinese).

LanguageNet provide the best of the both worlds by combining a dictionary and a concordance to help
English learners. Alternatively, the sense-labeled data can also be used by an NLP system to exploit
semantic information. As future work, we plan to use the sense-labeled data to improve other WSD tasks
and train the sense-specific word embeddings.
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Abstract
In this paper, we demonstrate a system for the automatic extraction and curation of crime-related
information from multi-source digitally published News articles collected over a period of five
years. We have leveraged the use of deep convolution recurrent neural network model to analyze
crime articles to extract different crime related entities and events. The proposed methods are not
restricted to detecting known crimes only but contribute actively towards maintaining an updated
crime ontology. We have done experiments with a collection of 5000 crime-reporting News
articles span over time, and multiple sources. The end-product of our experiments is a crime-
register that contains details of crime committed across geographies and time. This register can
be further utilized for analytical and reporting purposes.

1 Introduction

News articles from different sources regularly report crime incidents that contain details of crime,
information about accused entities, details of the investigation process and finally details of judg-
ment(Westphal, 2008). These details are not all published together, but pour in over time. A curated
crime knowledge base with organized information about criminal activities and possible associated crim-
inals is beneficial to a wide variety of end-users(Westphal, 2008; Furtado et al., 2010; Hassani et al.,
2016; Arulanandam et al., 2014). While law-enforcers of a region have access to details of crime com-
mitted within their own jurisdiction, a shared knowledge-base containing information curated from open
sources can be used by them to track criminal activities in other regions(Chau et al., 2002). These knowl-
edge bases are also in demand by financial organizations who want to make use of these profiles to check
on the credit-worthiness of a customer. Regulatory agencies also want to use these knowledge bases to
verify legal compliance. Crime and corruption, common scourges of modern societies, top the list of
problems cited by public entities in emerging and developing nations.

There are many challenges of such automatic information curation. Ensuring verifiability and reliabil-
ity of information sources is a prime concern for curators. Handling factual variations or contradictions
needs intelligent methods for disambiguation. Incremental compiling of facts from sources generated
over a period of time also needs efficient entity resolution and linking mechanisms to ensure information
continuity. While the present work addresses the later challenges, we do not delve deeper into the issue
of information reliability but rather assume that News articles collected from reliable agencies supply
authentic information.

The salient features of the demonstration are: a) We have leveraged deep convolution recurrent neural
network to extract different crime related entities and events from News documents. This includes,
name of the accused, name of the victim, nature of crime, geographic location, date and time, law
enforcement, charges bought, and action taken (if any) against the accused. b) The model is trained
over a dataset of 5000 documents that spans across time, different sources- containing a multiplicity of
reporting on particular topics. c) We have done experiments with a collection of 1000 new News articles.
The end-product of our experiments is a crime-register that contains details of crime committed across
geographies and time. This register can be further utilized for analytical and reporting purposes.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/
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2 System Architecture
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Figure 1: Overview of the crime event and entity extraction architecture.

The overall architecture depicted in Figure 1, consists of seven primary units: a) Multi-source news
accumulation, b) Crime entity extraction using Convolution Recurrent Neural Network(CRNN) c) Cre-
ating temporary crime registers, d) grouping similar crime reporting, e) Updated crime register, and g)
Reinforcement mechanism.

Multi-source news accumulation: The proposed system consists of multiple web crawlers that con-
tinuously crawls crime news events from 10 different sources in a near runtime manner.

Crime entity extraction using Convolution Recurrent Neural Network(CRNN): Output of the
crawlers are passed to the crime entity extraction unit to extract the following crime components: name
of the accused, name of the victim, nature of crime, geographic location, date and time, law enforcement,
charges bought, and action taken (if any) against the accused. The input to the CRNN are a sequence
of word and characters embeddings. We use the GloVe word vector representations of dimension 300
(Pennington et al., 2014). Both the word and character embeddings are passed to the convolution layer
(CNN). CNNs works best in determining local features from texts. The CNN applies a linear transfor-
mation to all K windows in the given sequence of vectors. Given a word representations X1, X2, ...Xl,
the convolution layer first concatenates these vectors to form a vector x̄ of length l.dLT and then uses
Conv(x̄) = W.̄(x) + b to calculate the output vector of length dc. Where, W and b are the weights that
the network learns. The output of the CNN layer is passed to the RNN layer. We have used bidirec-
tional LSTMs (Bi-LSTM) networks that are connected so that both future and past sequence context can
be examined. After obtaining the intermediate layers from the Bi-LSTM, we use an attention pooling
layer over the sentence representations. The attention pooling helps to acquire the weights of sentence
contribution to final quality of the text. This is represented as: ai = tanh(Wa.hi + ba), αi = ewα.ai∑

ewα.ai ,
O =

∑
(αi.hi). Where Wa, wα are weight matrix and vector respectively, ba is the bias vector, ai is

attention vector for i-th sentence, and αi is the attention weight of i-th sentence. We apply a sigmoid
function to limit the possible scores to the range [0, 1]. The mapping of the linear layer after applying
the sigmoid activation function is given by s(x) = sigmoid(w.x+ b). Where, x is the input vector, w is
the weight vector, and b is bias value.
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Creating crime register for individual news sources: Once the target components are extracted, we
create a temporary crime register of crime entities extracted from each of the individual source news
items. Figure 2 and Figure 3 illustrates the basic working of the crime extraction tool. In the left panel of
Figure 2, there are series of news headline corresponding to a particular date. Once a headline is selected,
the corresponding news details are displayed in the middle panel. Corresponding to the detailed news all
the respective crime entities and events were extracted and labeled in different colors. There are number
of instances where the same crime event is reported in multiple news sources in different ways. There
are also issues related to information richness of one source as compared to other. In particular we have
observed that regional news sources cover deeper information rather than nationalized news sources. In
addition to this there are severe issues related to entity resolution both within the document as well as
outside the document. For example, “Sailesh Patel” may be referred as “Sailesh” or “Patel” in other
articles. In order to resolve such entities, we have used the BMI measure as discussed in (Lau et al.,
2008; Lau et al., 2009). Also, resolution of such named entities help grouping similar crime reporting
together. Thus, it is also important to ensemble information across different news sources together and
construct a unified knowledge representation.

SUV in which the murder took place. Shah, 69, was director of printing of Navneet Education 

and was killed in a moving car on July 25 on SG Road. The LCB officials said that Patel was 

caught when he went to the spot where he had parked his another car used in the crime on 

Prantij−Himmatnagar Road. According to the LCB officials, four teams, led by inspector J D 

Purohit and sub−inspectors H K Solanki, K A Patel and S B Padheriya, are working on the 

case. After the arrest of two accused − Jignesh Bhavsar and Ramesh Patel − by Ahmedabad 

city crime branch, LCB seized a car parked by Shailesh Patel outside Devnarayan Dhaba, a 

roadside eatery, on Monday.

of the two prime accused in the Navin Shah kidnapping−murder case, and also seized theone
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Figure 2: Working of the crime extraction module. The extracted labels are marked in color.

Tracking new progress and outcomes: As discussed earlier, all the details of a crime incident are
not published together, but gradually reported over time. This may span between days to months to
year. Over the time information regarding the crime incident changes and new outcomes emerges. For
example, in Figure 2 our system demonstrates how a particular crime incident about “Sheena Bora mur-
der case” changes over time with new accused names, crime type and victims. Therefore, it becomes
extremely difficult for a curator to manually keep track of all the records form the past repositories. With
respect to this, the present system plays an important role in automatically identifying, tracking, and
maintaining crime incidents that last over years. Once the crime entities of similar crime reports are
grouped together, the entities along with their relations are then stored in an crime ontological structure.
If a new entity arrives, then the corresponding ontology along with its relations will be updated in the
repository.

As discussed earlier, the proposed system in mainly developed to assist analysts and knowledge work-
ers for exploring, reviewing and visualize textual data. With respect to this an important feature of the
proposed system is its ability to adapt based on the users feedback. For example, in Figure 2 the system
provides option to the user to change the system predicted outputs. Based on the users output, the system
has the capability to retrain its classification and extraction model. This in turn help create new and
enriched models.

2.1 Experimentation and Evaluation
In order to evaluate, we took another set of 1000 news articles from 3 different sources over the period
of five years. Each of the articles were manually annotated by a group of experts. The annotation
process involves identifying the major crime components as discussed earlier. The system is evaluated
by comparing its output with that of the expert annotations. We quantify the performance score in terms
of the precision(P), recall(Re), and F-measure(F). Table 1 reports the comparison of performance of
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Figure 3: Working of the visualization tool. (1) display a map view that projects distribution of crime
across geographical regions. (2) displays distribution of a particular crime over the years (3) shows dis-
tribution of crime over geographic region. (5) shows an illustration of a particular news where how crime
information changes over time. (6) displays a projection of crime entity knowledge graph constructed
from the raw news documents over the past five years.

Table 1: Comparing the F-measure score of different crime entity extraction models.
Accused Crime type Location Victim law enforcement Action taken Charges

CNN 69 74 68 58 69 59 73
RNN 73 72 63 67 55 62 76

CRNN 77 71 73 67 72 68 81

the CRNN model with respect to other baseline models like, CNN based model, RNN model and our
proposed CRNN model. For the sake of space we have reported only the F-measure scores.
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Abstract
Traditional chatbots usually need a mass of human dialogue data, especially when using super-
vised machine learning method. Though they can easily deal with single-turn question answer-
ing, for multi-turn the performance is usually unsatisfactory. In this paper, we present Lingke,
an information retrieval augmented chatbot which is able to answer questions based on given
product introduction document and deal with multi-turn conversations. We will introduce a fine-
grained pipeline processing to distill responses based on unstructured documents, and attentive
sequential context-response matching for multi-turn conversations.

1 Introduction

Recently, dialogue and interactive systems have been emerging with huge commercial values (Qiu et
al., 2017; Yan et al., 2016a; Zhang et al., 2017; Huang et al., 2018; Zhang et al., 2018b; Zhang et al.,
2018a), especially in the e-commerce field (Cui et al., 2017; Yan et al., 2016b). Building a chatbot mainly
faces two challenges, the lack of dialogue data and poor performance for multi-turn conversations. This
paper describes a fine-grained information retrieval (IR) augmented multi-turn chatbot - Lingke. It can
learn knowledge without human supervision from conversation records or given product introduction
documents and generate proper response, which alleviates the problem of lacking dialogue corpus to
train a chatbot. First, by using Apache Lucene1 to select top 2 sentences most relevant to the question
and extracting subject-verb-object (SVO) triples from them, a set of candidate responses is generated.
With regard to multi-turn conversations, we adopt a dialogue manager, including self-attention strategy to
distill significant signal of utterances, and sequential utterance-response matching to connect responses
with conversation utterances, which outperforms all other models in multi-turn response selection. An
online demo is available via accessing http://47.96.2.5:8080/ServiceBot/demo/.

2 Architecture

This section presents the architecture of Lingke, which is overall shown in Figure 1.
The technical components include 1) coreference resolution and document separation, 2) target sen-

tences retrieval, 3) candidate responses generation, followed by a dialouge manager including 4) self-
matching attention, 5) response selection and 6) chit-chat response generation.

The first three steps aim at selecting candidate responses, and in the remaining steps, we utilize sen-
tences from previous conversations to select the most proper response. For multi-turn conversation mod-
eling, we develop a dialogue manager which employs self-matching attention strategy and sequential
utterance-response matching to distill pivotal information from the redundant context and determine the
most proper response from the candidates.

† Corresponding author. This paper was partially supported by National Key Research and Development Program of China
(No. 2017YFB0304100), National Natural Science Foundation of China (No. 61672343 and No. 61733011), Key Project of
National Society Science Foundation of China (No. 15-ZDA041), The Art and Science Interdisciplinary Funds of Shanghai
Jiao Tong University (No. 14JCRZ04).

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http:
//creativecommons.org/licenses/by/4.0/.

1http://lucene.apache.org
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Figure 3: Structure overview of the dialogue manager.

Coreference Resolution and Document Separation Since the response is usually supposed to be
concise and coherent, we first separate a given document into sentences. However, long documents
commonly involve complex reference relations. A direct segmentation might result in severe information
loss. So before the separation, we used Stanford CoreNLP (Manning et al., 2014) 2 to accomplish the
coreference resolution. After the resolution, we cut the document into sentences A = {A1, A2, ..., An}.

Target Sentences Retrieval There is abundant information in the whole document, but what current
message cares about just exists in some paragraphs or even sentences. So before precise processing, we
need to roughly select sentences which are relevant with the current message. We used Apache Lucene
to accomplish the retrieval. Given sentence collection A from step 1, we retrieve k relevant sentences
E = {E1, E2, ..., Ek}. In our system, the value of k is 2.

Candidate Responses Generation Generally, the response to a conversation can be expressed as a
simple sentence, even a few of words. However, sentences from a product introduction document are
usually complicated with much information. To extract SVO, we used an open information extraction
framework ReVerb (Fader et al., 2011), which is able to recognize more than one group of SVO triples
(including triples from the clauses). Figure 2 shows an example. Based on an utterance Ei from E, we
extract its SVO triples Es = {Es1, Es2, ..., Esn}, Ev = {Ev1, Ev2, ..., Evn}, Eo = {Eo1, Eo2, ..., Eon},
and by concatenating each triple, we obtain multiple of simple sentences T = {T1, T2, ..., Tn}.

The above first three steps generate all sentences and phrases as candidate responses, which are de-
noted as R = E ∪ T . What we need to do next is to rerank the candidates for the most proper response.

Dialogue Manager We combined self-matching attention strategy and sequential utterance-response
matching to develop a multi-turn dialogue manager. Figure 3 shows the structure.

(1) Self-matching Attention Since not all of the information is useful, it is a natural thought that
adopts self-matching attention strategy to filter redundant information. Before that, we transform raw di-
alogue data into word embedding (Mikolov et al., 2013) firstly. Each conversation utterance or candidate

2https://stanfordnlp.github.io/CoreNLP/index.html
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response is fed to the gated recurrent units (GRUs) (Cho et al., 2014). Then, we adopt a self-matching
attention strategy (Wang et al., 2017) to directly match each utterance or response against itself to distill
the pivotal information and filter irrelevant pieces.

(2) Response Selection Following Sequential Matching Network (SMN) (Wu et al., 2017), we em-
ploy sequential matching for multi-turn response selection. Given the candidate response set, it matches
each response with the conversation utterances in chronological order and obtains accumulated matching
score of the utterance-response pairs to capture significant information and relations among utterances
and each candidate response. The one with highest matching score is selected as final response.

(3) Chit-chat Response Generation When given a question irrelevant to current introduction doc-
ument, Target Sentences Retrieval may fail, so we adopt a chit-chat engine to give response when the
matching scores of all the candidate responses are below the threshold which is empirically set to 0.3.
The chit-chat model is an attention-based seq2seq model (Sutskever et al., 2014) achieved by a generic
deep learning framework OpenNMT3. The model is trained on twitter conversation data, which has 370K
query-reply pairs, and 300K non-duplicate pairs are selected for training.

3 Experiment

Dataset We evaluate Lingke on a dataset from our Taobao4 partners, which is a collection of conversa-
tion records between customers and customer service staffs. It contains over five kinds of conversations,
including chit-chat, product and discount consultation, querying delivery progress and after-sales feed-
back. We converted it into the structured multi-turn format as in (Lowe et al., 2015; Wu et al., 2017).
The training set has 1 million multi-turn dialogues totally, and 10K respectively in validation and test set.

TF-IDF RNN CNN LSTM BiLSTM Multi-View SMN Our model
R10@1 0.159 0.325 0.328 0.365 0.355 0.421 0.453 0.476
R10@2 0.256 0.463 0.515 0.536 0.525 0.601 0.654 0.672
R10@5 0.477 0.775 0.792 0.828 0.825 0.861 0.886 0.893

Table 1: Comparison of different models.

Evaluation Our model is compared with recent single-turn and multi-turn models, of which the former
are in (Kadlec et al., 2015; Lowe et al., 2015) including TF-IDF, Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN), LSTM and biLSTM. These models concatenate the context utterances
together to match a response. Multi-view model (Zhou et al., 2016) models utterance relationships
from word sequence view and utterance sequence view, and Sequential Matching Network (Wu et al.,
2017) matches a response with each utterance in the context. We implemented all the models following
the same hyper-parameters from corresponding literatures (Wu et al., 2017; Lowe et al., 2015). Our
evaluation is based on Recall at position k in n candidates (Rn@k). Results in Table 1 show that our
model outperforms all other models, indicating filtering redundant information within utterances could
improve the performance and relationships among utterances and response can not be neglected.

4 Usability and Analysis

In this section, we will discuss the usability of Lingke. In situation of lacking enough dialogue data such
as when a new product is put on an online shop, Lingke only needs an introduction document to respond
to customers. Because of the chit-chat response generation engine, Lingke can easily deal with any
commodity-independent conversations. Thanks to our multi-turn model, Lingke will not get confused
when customer gives incomplete questions which need to be understood based on context.

Figure 4-5 show two typical application scenarios of Lingke, namely, conversation record based and
document-based ones, which vary based on the training corpus. Figure 4 shows Linke can effectively
respond to the customer shopping consultations. The customer sends a product link and then Lingke

3http://opennmt.net/OpenNMT
4It’s the largest e-commerce platform in China. https://www.taobao.com.
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Figure 4: A conversation record based example.
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Figure 5: A document-based example.

recognizes it, and when the customer asks production specifications Lingke will give responses based
on information from the context and the conversation record. Figure 5 shows a typical scenario when a
customer consults Lingke about a new product. The customer starts with a greeting, which is answered
by chit-chat engine. Then the customer asks certain features of a product. Note that the second response
comes from a sentence which has a redundant clause, and main information the customer cares about has
been extracted. In the third user utterance, words like “What” and “ZenBook Pro” are omitted, which can
be deducted from the prior question. Such pivotal information from the context is distilled and utilized
to determine proper response with the merit of self-matching attention and multi-turn modeling.

The user utterances of examples in this paper and our online demo are relatively simple and short,
which usually aim at only one feature of the product. In some cases, when the customer utterance
becomes more complex, for example, focusing on more than one feature of the product, Lingke may fail
to give complete response. A possible solution is to concatenate two relevant candidate responses, but
the key to the problem is to determine the intents of the customer.
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5 Conclusion

We have presented a fine-grained information retrieval augmented chatbot for multi-turn conversations.
In this paper, we took e-commerce product introduction as example, but our solution will not be limited to
this domain. In our future work, we will add the mechanism of intent detection, and try to find solutions
of how to deal with introduction document that contains more than one object.
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Abstract

Writing MentorTM is a freely available Google Docs add-on designed to provide feedback to
struggling writers and help them improve their writing in a self-paced and self-regulated fash-
ion. Writing Mentor uses natural language processing (NLP) methods and resources to generate
feedback in terms of features that research into post-secondary struggling writers has classified
as developmental (Burstein et al., 2016b). These features span many writing sub-constructs (use
of sources, claims, and evidence; topic development; coherence; and knowledge of English con-
ventions). Preliminary analysis indicates that users have a largely positive impression of Writing
Mentor in terms of usability and potential impact on their writing.

1 Motivation

Low literacy is a social challenge that affects all citizens. For example, theOrganization for Economic Co-
operation and Development (OECD) reports that, on average, about 20% of students in OECD countries
do not attain the baseline level of proficiency in reading (OECD, 2016). In the United States (US), we find
literacy challenges at K-12 and post-secondary levels. The average National Assessment for Educational
Progress (NAEP) reading assessment scores are only marginally proficient for 12th graders in the U.S.
(Musu-Gillette et al., 2017). Another important facet of the U.S. literacy challenge is the large number
of English language learners (ELLs) enrolled in US K-12 schools (4.8 million in 2014–15). In post-
secondary contexts, approximately 20.4 million students in Fall 2017 were expected to be enrolled in 2-
and 4-year institutions. Millions of these students lack the prerequisite skills to succeed (Chen, 2016),
including lack of preparation in reading and writing (Complete College America, 2012).
We describe Writing Mentor, an NLP-based solution to the literacy challenge that is designed to help

struggling writers in 2- and 4-year colleges improve their writing at a self-regulated pace. WritingMentor
is a Google Docs add-on1 that provides automated instructional feedback focused on four key writing
skills: credibility of claims, topic development, coherence, and editing. Writing mentor builds on a large
body of research in the area of automated writing evaluation (AWE) which has so far primarily been
used for scoring standardized assessments (Page, 1966; Burstein et al., 1998; Attali and Burstein, 2006;
Zechner et al., 2009; Bernstein et al., 2010). Burstein et al. (2017) examined relationships between NLP-
derived linguistic features extracted from college writing samples and broader success indicators (such
as, SAT and ACT composite and subject scores). Their findings suggested that AWE can also be useful
for generating automated feedback that can help students with their writing.
Writing Mentor has been developed to provide one-stop-shopping for writers looking for help with

academic writing. Apps such as Grammarly and LanguageTool, cater to individual users but typically
focus on English conventions. Applications such as ETS’ Criterion (Burstein et al., 2004) and Turnitin’s
Revision Assistant provide feedback beyond English conventions, but require institutional subscriptions.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1Freely available for use with Google Docs at https://mentormywriting.org.
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Figure 1: The Writing Mentor interface for categorized, actionable writing feedback.

Convincing
Claims Arguing expressions from a lexicon (Burstein et al., 1998) that contains discourse cue terms

and relations (e.g., contrast, parallel, summary) and arguing expressions classified by stance
(for/against) & type (hedges vs. boosters).

Sources Rule-based system that detects in-text formal citations consistent with MLA, APA and Chicago
styles.

Well-developed
Topic Development Detection of topics and their related word sets (Beigman Klebanov and Flor, 2013; Burstein et

al., 2016a)
Coherent

Flow of Ideas Leverages terms in a document generated for themain topic (as identified by Topic Development
above) and their related word sets.

Transition Terms Identified using the same lexicon as in Claims above.
Long Sentences Sentences with 1 independent clause & 1+ dependent clauses, identified using a syntactic chun-

ker (Abney, 1996; Burstein and Chodorow, 1999)
Headers Rule-based system using regular expressions to identify title & section headers.
Use of Anaphora Pronouns identified using a part-of-speech tagger (Ratnaparkhi, 1996).

Well-Edited
Grammar, Usage, &
Mechanic Errors

9 automatically-detected grammar error feature types, 12 automatically-detected mechanics
error feature types, and 10 automatically-detected word usage error feature types (Attali and
Burstein, 2006).

Claim Verbs Verbs denoting claims from the lexicon used in Claims above.
Word Choice Rule-based system that detects words and expressions related to a set of 13 ‘unnecessary’ words

and terms, e.g. very, literally, a total of.
Contractions Identified using a part-of-speech tagger (Ratnaparkhi, 1996).

Table 1: Inventory of features provided by the NLP backend, grouped byWriting Mentor feedback types.

2 Description

Writing Mentor (WM) can be installed for free from the Google Docs add-on store. The application itself
is based on a client-server model with a scalable, micro-service driven backend (Madnani et al., 2018)
serving a front-end written in Google Apps Script — a JavaScript-based scripting language used for
developing Google Docs extensions and add-ons. Writing Mentor was released on the Google Docs add-
on store in November, 2017. Figure 1 shows the mainWM interface that users interact with while writing
in Google Docs. The panel on the right shows the feedback that WM provides to users – it is categorized
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(a) WM Usability Perception (b) WM Feature Usage
Figure 2: Graphs showing preliminary Writing Mentor evaluations. (a) shows the distribution of ratings
provided by users who chose to respond to a survey containing 10 statements (negative ones (-ve) in
red, positive ones (+ve) in blue) pertaining to the usability of Writing Mentor (N=301). (b) shows the
percentage of users with different levels of reported self-efficacy that preferred to spend the most time
(across all documents and sessions) using each Writing Mentor feedback feature (N=1,638).

based on the writing being Convincing (e.g., use of claims and citation of sources),Well-developed (e.g.,
adequate topic development), Coherent (e.g., a good flow of ideas), andWell-edited (e.g., no grammatical
or spelling errors). Users can receive feedback on these four aspects of their writing by clicking on the
appropriate category and choosing a feedback type. For example, one could click on the Convincing
category, and then click on “Claims” to see claims identified and highlighted in their text.
Table 1 shows an inventory of the NLP features computed by the backend and the corresponding Writ-

ing Mentor feedback type they are used for (in bold). We refer the readers to a detailed video illustrating
all feedback types at https://vimeo.com/238406360.

3 Evaluation

We report evaluation results based on demographic and usability surveys that users voluntarily filled out
and on additional information potentially correlated with the popularity of the various feedback types
captured in WM’s usage logs.2

As of May 2018, Writing Mentor has 1,960 unique users. Of these, 84% reported English being their
first language. In terms of self-efficacy, 8% of all users described themselves as “very confident” writers,
40% as ”pretty confident”, and 52% as ”not very confident”. We also asked the users to rate 10 state-
ments pertaining to WM’s usability, taken from the Standard Usability Survey (Brooke, 1996). For each
statement, users provided a rating on a scale of 1–5, with half point ratings also allowed. Figure 2(a)
shows a distribution of the ratings users provided for each statement provided. The first five statements
(in blue) represent positive impressions, e.g., ”I felt confident navigating Writing Mentor” and the last
five statements (in red) represent negative impressions, e.g., ”I found Writing Mentor too complex”.3
The figure clearly shows that the majority of the users have largely positive impressions when it comes
to the usability of Writing Mentor.
We also computed — from the WM usage logs — which of the specific WM features users spent most

time in (across all of their documents and sessions) and how that varies based on the level of reported
self-efficacy. Figure 2(b) shows that the three most popular features across all groups appear to be the
grammar errors feature, followed by the claims feature, and then the topic development feature which

2No personally identifying information is collected by Writing Mentor. Users, documents, and sessions are assigned ran-
domly generated IDs for logging purposes.

3The full text of the statements and their order the usability survey is available at http://bit.ly/sus-usability.
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are all known to be extremely important for post-secondary writing. It also shows that, overall, users
appear to be trying all WM features. From the usage logs, we also computed that approximately 25% of
users return to Writing Mentor and use it again with multiple documents. Repeat use likely indicates that
a user is actually benefiting from using Writing Mentor.

4 Conclusion

We described Writing Mentor – a freely available Google Docs add-on that can help struggling post-
secondary writers improve their academic writing by providing automatically generated, categorized,
and actionable feedback on various aspects of their writing using NLP resources and techniques. We
conducted some preliminary evaluations and observed that users have a largely positive impression of
Writing Mentor’s usability, they are spending time using Writing Mentor features that are known to be
important for post-secondary academicwriting, and thatmany of them are returning to useWritingMentor
for multiple documents.
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Abstract
Today, we see an ever growing number of tools supporting text annotation. Each of these tools
is optimized for specific use-cases such as named entity recognition. However, we see large
growing knowledge bases such as Wikipedia or the Google Knowledge Graph. In this paper, we
introduce NLATool, a web application developed using a human-centered design process. The
application combines supporting text annotation and enriching the text with additional informa-
tion from a number of sources directly within the application. The tool assists users to efficiently
recognize named entities, annotate text, and automatically provide users additional information
while solving deep text understanding tasks.

1 Introduction

A wide range of subfields in natural language processing (NLP) nowadays see systems emerging that
solve their respective tasks with sufficiently high-quality levels. Especially tools for automatic entity
recognition, entity linking or coreference resolution have advanced rapidly in recent years. Those tasks
are also common sub-problems of general (human) text understanding. Usability and their actual appli-
cability to real-world use cases are however often neglected aspects in the development of NLP tools.

Even analysts can benefit from the hints such an automatic preprocessing might provide. Unfortu-
nately, the majority of NLP applications are tailored to a rather technically skilled user audience of
experts and also typically focus on specific singular problems. The absence of widely applied standards
for representing linguistic data and annotations further hampers interoperability of said systems. As a
result, it is often difficult for technically less skilled users or non-experts in the field or other disciplines
such as digital humanities (DH) to employ those tools successfully for assistance in their own work.

In this paper, we present a web application that aims to fill this gap. It is designed to assist users in
analysis tasks that require deep text understanding without demanding expert or technical knowledge. It
combines automatic predictions for several tasks centered around entity recognition and coreference res-
olution with information derived from a knowledge base. As a result, the tool offers a rich visualization
of texts and the entities mentioned in them through an easy to use web interface.

2 Related Work

The main task performed by our system is comparable to entity linking, that is linking mentions of entities
in unstructured data such as raw text to their corresponding entries in a knowledge base. Due to natural
ambiguities and variations in the way entities can be referenced or mentioned, entity linking remains a
challenging task for automatic systems and even for annotators or analysts. A variety of approaches and
implementations thereof exist, and we refer to Shen et al. (2015) for a comprehensive survey of those.

There are several types of systems related to entity linking that are relevant in the context of this contri-
bution: The simplest are entity disambiguation or linking implementations that also subsequently provide
a visualization of their output. Most systems belong to this category such as DBPedia Spotlight1 (Daiber
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/. See Section 4 for licensing information regarding the actual software.

1http://demo.dbpedia-spotlight.org
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et al., 2013) or the YODIE (Gorrell et al., 2015) module for GATE2. They rarely provide more than
rudimentary highlighting of the found entities and generally are not aimed at more assistive functions or
visualizations. Similar to this, tools for wikification (i.e., annotating mentions with the Wikipedia link of
the respective entity) include for instance the Illinois Cross-Lingual Wikifier (Tsai and Roth, 2016).

More advanced in terms of visualization, TASTY (Arnold et al., 2016) implements an as-you-type ap-
proach to interactive entity linking. It allows users to write a text through the application’s own interface
and be provided with a live outline of complementary information, such as a picture or article link. Its
design is however limited in the scale of how much of this complementary information is visible at once.

3 Design

To determine requirements and desired features of text analysis and information extraction, we performed
a qualitative user study with six computational linguistics (CL) experts (23-38 y.) from our faculty. Semi-
structured interviews were conducted to determine desired functionality and features. After providing
informed consent, participants received in the first phase of the survey four texts in random order (pas-
sages from The Bible, Critique of Pure Reason by Kant, The Earthquake in Chile by von Kleist, and
excerpts from the Nuremberg Trials) to answer questions about comprehension of the texts. No input
by the experimenter was provided. Afterward, we asked participants about features that would help to
extract the information. In the second phase, we introduced our project and the first prototype mockups.
We asked which tools they normally would use and which features they desire for information extraction.
All interviews were transcribed and annotated using Atlas.ti3.

Our results revealed five feature requests: (1) named entity recognition and filtering for information ex-
traction, (2) tools for named entity density analysis, (3) a tool for additional notes and comments, (4) tools
for segmenting and structuring text, and (5) fast inquiries based on background web search performed by
the application. Data analysis of the interviews revealed four desired named entity main classes: persons,
organizations, locations, and misc. For understanding text, participants asked for summaries of content
related information outside the text column. Furthermore, participants desired an overview of named
entity occurrences (corpus statistics) and a web-based entity search providing top matches and sugges-
tions of named entities from the Google Knowledge Graph or Wikipedia. For named entity analysis,
the participants in our study requested additional information with maps, photographs, and additional
text. For misc data, the system should determine the closest match and dynamically present extracted
information via text, image, or map. The participants also desired a correction feature of named entities.
Additionally, we found that with the rise of high resolution screens and multiscreen setups in today’s
office environments a new tool should support making use of the increased screen space.

The requirement analysis of features for text annotation, and fast information extraction was used
to design paper prototypes and mockups of the tool. In a series of design sessions with interaction
designers and NLP professionals we found that a web application is best to implement our Natural
Language Analysis Tool (NLATool). Furthermore, by using well established interaction patters we can
further support the usability.

4 System

The CL community today already offers a quite wide range of very mature tools for numerous specific
NLP tasks. This web-based solution is designed in a modular way to make use of existing analysis infras-
tructure and enable easy integration of other tools. As the main module, we used Stanford dependency
parser (CoreNLP) (Manning et al., 2014) and its’ features for text analysis. Additionally we used the
Google Knowledge Graph to obtain information about the named entities beyond the text itself.

We implemented the NLATool as a web application . The main view is the text view where the user
can view, edit, and delete named entities, the text component. However, it also presents an overview of
all additional information beyond the text, the research component. We followed the metaphor of a split
screen to enable the user to see both side by side. The text component takes up the left side of the screen

2https://gate.ac.uk
3https://atlasti.com
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Figure 1: Screenshot of the system showing the menu on top, the text component on the left and the
research component on the right. The systems presents the wikipedia article of “Santa Fe, New Mexico”,
which here is our example text. By hovering over “New Mexico” all related words are highlighted in a
more saturated yellow to allow for a fast visual search. The yellow line between the word “New Mexico”
and research result fosters spacial relation.

and the research component the right side. Additionally, above both views we implemented a menu strip
similar to Microsoft Word and Excel. In the menu, the user can turn off and on specific highlighting
functions for various named entities classes and enable coreference highlighting. Furthermore, the menu
enables the user to switch into edit mode and comment mode. When switching into one of them the
right side, the research component gets replaced. In edit mode, the user is guided through step by step
instruction to add, change, or delete a certain named entity class which corresponds to one or more words.
The system internally works with the 7-classes model; however, to not clutter the text we group Date,
Time, Duration, Number, Set, and Ordinal into one group named “Other”. Additionally, the user can
link a different entity to the Google Knowledge Graph in case the previously linked entity is considered
incorrect. In comment mode, the user can view all comments in a document, and add, change, or delete
a comment with is either a global comment or conncted to a span of words.

Beyond the text view, the tool offers a view to input plain text which will then be analyzed and pre-
sented in the text view. Additionally, as all text and the corresponding comments and edits are stored
on the server, the tool also offers to load previous texts. User management is not fully implemented
yet as the current intent of the tool is used in a “host your own server” approach as quite often privacy
regulations or licenses might not allow to upload text to third-party servers.

The front end of the tool is designed using the material.io framework which delivers the look and
feel of a web app. The tool itself uses node.js as the main component and a MySQL database for fast
and easy deployment. For the underlying annotation text analysis we use CoreNLP running in a server
instance, this allows the node.js server to parse text which was uploaded by the user immediately. For
the communication between node.js and the CoreNLP server we build on a free wrapper implementation
named node-corenlp4. The source code of the system is publicly available under a GNU v3.0 license
on GitHub5. This allows users to host their own server and enables the community to use the tool more
effectively.

4https://github.com/gerardobort/node-corenlp
5https://github.com/interactionlab/NLATool
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4.1 Research Feature

We use CoreNLP to extract all named entities from a given text during initial text setup. Then for each
named entity we request the corresponding entry in the Google Knowledge Graph using rest API calls.
Each unique result is presented to the user in the research component by the comprehensive text given by
the Knowledge Graph. If a photo is available, it gets presented alongside the text to further support the
user. For Locations and Organizations, an address is also available with the help of the Google Static Map
API. For those cases we additionally show a small map directly within the user interface. By clicking
on the map a larger interactive version opens in a new tab. For additional information beyond the initial
text, the user can click on the text, and third-party content such as the corresponding Wikipedia article
opens. As we request further data about every named entity, the Google Knowledge Graph returns the
same results for similar requests, such as “Albert Einstein” and “Einstein” both return the same result.
We use this property to group all named entities with the same result to reduce the initial clutter of the
tool. The user can ungroup them if the initial grouping was incorrect and add new words to a group
which was not identified by CoreNLP.

4.2 Highlighting Feature

To foster spacial relation between words and the corresponding research result we first highlight all
related words whenever hovering over a word, and second, we add a connection line between the hovered
word and the research result (see Figure 1). In case the research result is not in the viewport the elements
gets scrolled into the view automatic. When hovering a research element, we use the same approach to
foster spacial relationship, the line is drawn, and the words are highlighted.

4.3 Multiscreen Feature

To better support users during text analysis, we implemented a feature to make use of the screen space.
Instead, of just having one pair of text component and research component and scrolling both, we enabled
the system to support multiple pairs next to each other in one row. This allows having one pair of the text
and research component per screen. The number of splits can be defined by the user. When using a split
view the view changes from a scrolling method to a page flipping implementation. Each text component
is filled with text but only up to an amount that visually fits into the component.

5 Conclusion

In this paper, we present our new NLATool to support analysis in deep text understanding. In detail, we
present a web app based on node.js which combines the established text processing pipeline CoreNLP
and the Google Knowledge Graph. We developed the tool using the human-centered design process
to better support analysts in their work. Beyond the text, we support the analysts with more insights
by presenting additional information gained from the Google Knowledge Graph right within the user
interface.
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Abstract

Here we describe SENSALA, an open source framework for the semantic interpretation of natural
language that provides the logical meaning of a given text. The framework’s theory is based on a
lambda calculus with exception handling and uses contexts, continuations, events and dependent
types to handle a wide range of complex linguistic phenomena, such as donkey anaphora, verb
phrase anaphora, propositional anaphora, presuppositions and implicatures.

Title and Abstract in Russian

Sensala: Система динамической семантики для обработки естественного языка

В данной статье описывается Sensala – программная система семантической интер-
претации естественного языка с открытым исходным кодом, позволяющая полу-
чить логический смысл текста. Теоретическим фундаментом для системы послужило
лямбда исчисление с обработкой исключений, а использование контекстов, продол-
жений, событий и зависимых типов позволяет системе интерпретировать широкий
спектр таких лингвистических явлений, как «ослиная» анафора, глагольная анафо-
ра, пропозициональная анафора, пресуппозиция и импликатура.

1 Introduction

Attempts towards a modern logic-based semantics for natural language can be traced back at least to
Montague (1974). He provided a framework for interpreting a fragment of the English language using
lambda calculus, giving birth to a new branch of natural language processing, with roots in formal logic.
Although Montague’s formalisation of the English language is rather limited and serves more as a proof-
of-concept, his work was already sufficiently comprehensive to represent quantification and capture the
nature of ambiguity.

In the following 40 years Montague’s approach was further developed and extended with new tech-
niques for handling various natural language phenomena. Recently, de Groote (2006) showed how to use
continuations and contexts to handle dynamic phenomena while still retaining standard mathematical
logic constructions (first-order logic on top of a simply typed lambda calculus à la Church (1940)). The
lambda calculus of de Groote’s framework was extended by Lebedeva (2012) with an exception raising
and handling mechanism, which allowed cross-sentential anaphora and presupposition triggers to be for-
malized. Itegulov and Lebedeva (2018) further combined it with event semantics and dependent type
semantics (Bekki, 2014) to represent verb phrase anaphora and propositional anaphora.

SENSALA is based on these recent theoretical advances, which are partly summarized in sections 2
and 3. The linguistic phenomena handled by SENSALA are discussed in section 4 and its architecture is
described in section 5. SENSALA has been deployed and can be used through the web interface available
at http://sensala.cecs.anu.edu.au.

This work is licensed under a Creative Commons Attribution 4.0 International License.
License details: http://creativecommons.org/licenses/by/4.0/.
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2 Dynamic Semantics

SENSALA implements the dynamic semantics framework introduced by de Groote (2006) and extended
by Lebedeva (2012). The theory is built upon three atomic types: ι, the type of individuals (a.k.a.
entities), o, the type of propositions, and γ, the type of left contexts. The right context is represented as a
continuation of type γ → o. A semantical interpretation of a single sentence has type γ → (γ → o)→ o.

de Groote (2006) focused on the representation of anaphora assuming that it has already been solved
by some oracle operators, such as selhe, selshe, selit. These operators extract an entity from a left context
passed to them and hence have type γ → ι. de Groote and Lebedeva (2010) proposed to view the context
as a finite list of entities together with their properties. If c is such a list and (a,man(a)) is a new pair,
then (a,male(a)) :: c the new list obtained by pre-pending the pair to the list. Consider the following
example from (de Groote, 2006):

John loves Mary. He smiles at her. (1)

These two sentences can be individually interpreted as formulae in (2)1. Each of these interpretations
can be constructed compositionally by interpreting lexical components of the respective sentences. For
example, proper name John has interpretation λψc.ψ(j, (j,m(j)) :: c) and pronoun he has interpretation
λψc.ψ(selhe(c), c), where ψ are continuations of type ι→ γ → o.

λcφ.love(j,m) ∧ φ((m, f(m)) :: (j,m(j)) :: c)
λcφ.smile(selhe(c), selshe(c)) ∧ φ(c)

(2)

The sequential composition of interpretations in (2) leads to the following normal form:

λcφ.love(j,m) ∧ smiles(selhe((m, f(m)) :: (j,m(j)) :: c), selher((m, f(m)) :: (j,m(j)) :: c))
∧ φ((m, f(m)) :: (j,m(j)) :: c)

After meta-interpretation of the sel-operators, we obtain the following interpretation of discourse (1):
λcφ.love(j,m) ∧ smiles(j,m) ∧ φ((m, f(m)) :: (j,m(j)) :: c)

3 Event Semantics

Event semantics was first described by Davidson (1967) and then extended by Parsons (1990). The
resulting neo-Davidsonian event semantics introduces a new atomic type for events e and a few thematic
predicates for describing properties of events (e.g. agent, patient). Consider, for example, the sentence
and its interpretation according to neo-Davidsonian event semantics in (3), where predicates agent and
patient indicate the event’s participants, while yesterday indicates when the event happened:

John met Mary yesterday.

∃ee.met(e) ∧ agent(e, j) ∧ patient(e,m) ∧ yesterday(e) (3)

4 Linguistic Phenomena handled by Sensala

Pronominal anaphora are phenomena in which the interpretation of a pronoun depends on an an-
tecedent expression in the left context. Currently, SENSALA can interpret most English personal pro-
nouns. For example, the pronoun “he” is interpreted into a selection of an entity with the property
λx.man(x) from the left context and the pronoun “it” is interpreted into a selection of an entity with the
property λx.¬person(x). Then, after extracting the hypernym relationship, as discussed in section 5.3,
SENSALA interprets discourse (4) as (5).

John owns a dog. He loves it. (4)

∃den.dog(d) ∧ ∃eev.owns(e) ∧ agent(e, j) ∧ patient(e, d)
∧ ∃e′ev.loves(e′) ∧ agent(e′, j) ∧ patient(e′, d) (5)

1j stands for the entity John and m stands for the entity Mary. The predicates f and m represent being female and male.
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Propositional anaphora are another type of anaphora, where an anaphoric clause is used to refer
to a whole proposition (e.g., a sentence). SENSALA interprets the demonstrative pronoun “that” in, for
example, (6) into selection of an event from the left context. Thus, SENSALA interprets (6) as (7):

John loves Mary. I heard that from Bob. (6)

∃eev.loves(e) ∧ agent(e, j) ∧ patient(e,m) ∧ ∃e′ev.heard(e′)
∧ agent(e′, speaker) ∧ patient(e′, e) ∧ from(e′, b)

(7)

Verb phrase anaphora involve omissions of a full-fledged verb phrase when the ellipsed part can
be implicitly derived from the context. The interpretation of verb phrase anaphora is more challenging
than the interpretation of propositional and pronominal anaphora: an anaphoric clause in a verb phrase
anaphora usually talks about a new event that inherits some properties of another event. For example,
the second sentence in (8) talks about an event that inherits the property of being a “leaving” event while
also changing the property of being performed by John to the property of being performed by Mary.
SENSALA interprets (8) as (9):

John left. Mary did too. (8)

∃eev.left(e) ∧ agent(e, j) ∧ ∃e′ev.left(e′) ∧ agent(e,m) (9)

Donkey anaphora may occur when the syntactic structure of a sentence does not conform to its
meaning. The classical example of donkey anaphora is (10), which SENSALA interprets as (11) using
techniques in line with the approach described by de Groote (2006).

Every farmer who owns a donkey beats it. (10)

∀fen.farmer(f)→ ∀den.donkey(d)→
∀eev.owns(e) ∧ agent(e, f) ∧ patient(e, d)→ ∃e′ev.beats(e′) ∧ agent(e′, f) ∧ patient(e′, d) (11)

Implicature is something conveyed in a discourse but not explicitly stated by the discourse. Currently,
SENSALA supports deductive implicatures, whose implicit meaning can be derived using classical logic
inference rules, but not abductive implicatures, which would require non-monotonic logics. A deductive
implicature can be observed in (12), where the implicature is the logically deduced fact “John owns a
donkey”.

Every farmer owns a donkey. John is a farmer. (12)

SENSALA uses the automated theorem prover SCAVENGER (Itegulov et al., 2017) to derive new knowl-
edge from the discourse’s interpretation.

5 Software Architecture and Implementation

The architecture of SENSALA has been designed in accordance with software engineering, functional
programming and object-oriented programming principles such as immutability, modularity and refer-
ential transparency. The adherence to these principles has been facilitated by the use of the hybrid
programming language Scala. The source code is available in GitLab at https://gitlab.com/
aossie/Sensala under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 Interna-
tional License.

SENSALA has five main modules:

• core module contains all basic data structures (e.g. lambda terms, types and left context) and all
natural language syntax trees with their interpretation functions.

• parser module contains a transformer from a text to its natural language syntax tree.

• wordnet module contains an interaction with the WordNet database for extracting relationships
between words (e.g. hypernym, synonym).

• cli module contains a simple way to interact with SENSALA from the command line.
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• web module contains a web server with a user interface (UI) and an application program interface
(API) for interacting with SENSALA.

Figure 1 shows SENSALA’s execution pipeline, with stages and corresponding modules. The following
sections describe three main modules of SENSALA.

Module cli

Module web

Module parser Module core

Module wordnet

Text
(input)

CLI

Web

Stanford
Parser

Sensala
Converter

Interpreter

WordNet

Normalizer

Expression
(output)

Figure 1: SENSALA execution pipeline

5.1 Core
Every single phrase interpreted in SENSALA is represented by one of the natural language classes.
The origin trait for all natural language constructions is the NL trait. Second-level traits are English
language parts of speech. SENSALA currently supports the interpretation of common nouns, proper
nouns, definite and indefinite articles (represented by QuantNounPhrase class), pronouns, transitive
and intransitive verbs, adjectives, adverbs and some wh phrases. Discourse is a class representing a
sequential combination of sentences, while a sentence is a noun phrase accompanied by a verb phrase.

5.2 Parser
SENSALA uses the Stanford Parser (Klein and Manning, 2002) to retrieve a Penn-tagged tree from raw
text. As the Stanford Parser’s output trees differ from the classes described in section 5.1. SENSALA

implements a DiscourseParser to convert Stanford Parser trees into SENSALA syntax trees.

5.3 WordNet
WordNet (Fellbaum, 1998) is used in SENSALA to extract hypernym relationships (a.k.a. is-a relation-
ships) between common nouns in text. SENSALA uses JWNL library to interface with the WordNet
database. The library provides a way to extract hypernym relationship trees from the database. For ex-
ample, the tree for the word “farmer” contains hypernyms “creator”,‘ ‘person” and “organism”; and the
tree for the word “donkey” contains hypernyms “ass”, “mammal” and “animal”.

After retrieving all hypernyms of “farmer” and “donkey”, SENSALA interprets the discourse “A farmer
owns a donkey. He loves it.” successfully. The entity farmer has the property of being a person (according
to the WordNet hypernym tree), which is required by “he”; and the entity donkey has a property of being
an animal, which is one of the satisfying properties for the pronoun “it”.

6 Conclusion

SENSALA is a new open source logic-based system for formal semantics of natural language. Although
it is still at an early stage of development, SENSALA can already handle various complex linguistic
phenomena such as some pronominal anaphora, propositional anaphora, verb phrase anaphora, don-
key anaphora, presuppositions and implicatures. It currently supports subsets of English and German.
Planned future work includes support of other natural and domain-specific controlled natural languages.

Given that SENSALA is being developed with rigorous software engineering principles in mind and
with the ambition of being more than just a prototype, and given the scarcity of tools for formal semantics,
we hope SENSALA will become a widely used and useful tool in this research field.
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Abstract

Recent developments in deep learning with application to language modeling have led to success
in tasks of text processing, summarizing and machine translation. However, deploying huge
language models on mobile devices for on-device keyboards poses computation as a bottle-neck
due to their puny computation capacities. In this work, we propose an on-device neural language
model based word prediction method that optimizes run-time memory and also provides a real-
time prediction environment. Our model size is 7.40MB and has average prediction time of 6.47
ms. The proposed model outperforms existing methods for word prediction in terms of keystroke
savings and word prediction rate and has been successfully commercialized.

1 Introduction

Recurrent neural networks (RNNs) have delivered state of the art performance on language modeling
(RNN-LM). A major advantage of RNN-LMs is that these models inherit the property of storing and
accessing information over arbitrary context lengths from RNNs. The model takes as input a textual
context and generates a probability distribution over the words in the vocabulary for the next word in
the text. However, the state of the art RNN-LM requires over 50MB of memory (Zoph and Le (2016)
contains over 25M parameters; quantized to 2 bytes). This has, in the past, hampered deployment of
RNN-LM on mobile devices for word prediction, word completion, and error correction tasks. Even
on high-end mobile devices, keyboards have constraints on memory (10MB) and response time (10ms),
hence we cannot apply RNN-LM directly without compression.

Various deep model compression methods have been developed. Compression through matrix factor-
ization (Sainath et al., 2013; Xue et al., 2013; Nakkiran et al., 2015; Prabhavalkar et al., 2016; Lu et al.,
2016) has shown promising results in model compression but has been applied to the tasks of automatic
speech recognition. Network pruning (Han et al., 2015a; Han et al., 2015b) keeps the most the relevant
parameters while removing the rest. Weight sharing (Gong et al., 2014; Chen et al., 2015; Ullrich et al.,
2017) attempts to quantize the parameters into clusters. Network pruning and weight sharing methods
only consider memory constraints while compressing the models. They achieve high compression but do
not meet the time constraints of mobile devices and hence none of them are suitable for our application.

To address the constraints of both memory size and computation we propose a word prediction method
that optimizes for run-time, and memory to render a smooth performance on embedded devices. We
propose shared matrix factorization to compress the model along with using knowledge distillation to
compensate the loss in accuracy while compressing. The resulting model is approximately 8× com-
pressed with negligible loss in accuracy and has a response time of 6.47ms per prediction on a high-end
mobile devices (e.g. Samsung Galaxy S7). To the best of our knowledge, this is the first approach to
use RNN-LMs for word prediction on mobile devices whereas previous approaches used n-gram based
statistical language models or unpublished. We achieve better performance than existing approaches in
terms of Keystroke Savings (KS) (Fowler et al., 2015) and Word Prediction Rate (WPR). The proposed
method has been successfully commercialized.

* Equal Contribution
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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Figure 1: Overview of the proposed method. oki: the ith logits of kth model, pi: the ith softened output
of ensemble. (Psoftmax × Wshared)T and Pembed × Wshared substitute Wsoftmax and Wembed in the
proposed model respectively.

2 Proposed Method

2.1 Baseline Language Model
Figure 1 shows an overview of our approach. All language models in our pipeline mimic the conventional
RNN-LM architecture. Each model consists of three parts: word embedding, recurrent hidden layers,
and softmax layer. We use the architecture similar to the non-regularized LSTM model by (Zaremba et
al., 2014). The hidden state of the LSTM unit ht is affine-transformed by the softmax function, which
is a probability distribution over all the words in the V . We train the model with cross-entropy loss
function using Adam optimizer. The initial learning rate is set to 0.001 and decays with roll-back after
every epoch with no decrement in perplexity on the validation dataset.

2.2 Distilling Language Model
Knowledge Distillation (KD) (Hinton et al., 2015) uses an ensemble of pre-trained teacher models (typ-
ically deep and large) to train a distilled model (typically shallower). Knowledge Distillation helps
provide global information to the distilled model, and hence regularizes and requires less iteration for
parameter updates. We refer to ‘hard targets’ as true labels from the data which the baseline model uses,
we adapt KD to learn a combined cost function from ‘hard targets’ and ‘soft targets’. ‘Soft targets’ are
generated by adding a temperature T (Eq.1) to averaged logits of teachers’ zi to train distilled model.

pi =
exp( ziT )∑
j exp(

zj
T )

(where zi =
1

K

K∑

k=1

oki) (1)

2.3 Shared Matrix Factorization
We present a compression method using shared matrix factorization for embedding and softmax lay-
ers of the RNN-LM. We facilitate sharing by Wshared for the softmax and embedding layers, al-
lowing for more efficient parameterization of weight matrices. This reduces the total parameters in
embedding and softmax layers by half. We introduce two trainable matrices Pembed and Psoftmax,
called the projection matrices, that adapt the Wshared for the individual tasks of embedding and soft-
max as Wembed = PembedWshared and Wsoftmax = (PsoftmaxWshared)T . Furthermore, in the layers
parametrized byWshared only a few outputs are active for a given input, we suspect that they are probably
correlated and the underlying weight matrix has low rank r. For such a weight matrix, W , there exists a
factorization of Wm×n = WA

m×rW
B
r×n where WA and WB are full rank. In our low-rank compression

strategy, we expect rank of W as r′ which leads to factorization as Wm×n ≈WA
m×r′W

B
r′×n.

Moreover, we compress by applying Singular Value Decomposition (SVD) to initialize the decom-
posed matrices. SVD has been proposed as a promising method to perform factorization for low rank
matrices (Nakkiran et al., 2015; Prabhavalkar et al., 2016). We apply SVD on Wm×n to decompose
it as Wm×n = Um×mΣm×nV T

n×n. U,Σ, V are used to initialize WA and WB for the retraining pro-
cess. We use the top r′ singular values from Σ and corresponding r′ rows from V T . Therefore,
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Model PP Size CR
Baseline 56.55 56.76 -
+ KD 55.76 56.76 -
+ Shared Matrix 55.07 33.87 1.68×
+ SVD, Retrain 59.78 14.80 3.84×
+ Quantization ∼59.78 7.40 7.68×

Table 1: Evaluation of each model in our pipeline. Baseline uses ‘hard targets’ and Knowledge Distilla-
tion (KD) uses ‘soft targets’. Size is in MB and 16-bit quantization is empirically selected for the final
model. PP: Word Perplexity, CR: Compression Rate.

WA = Um×mΣm×r′ and WB = V T
r′×n, we replace all the linear transformations using Wm×n with

WA ×WB . Approximation during factorization leads to degradation in model performance but when
followed by fine-tuning through retraining it results in restoration of accuracy. This compression scheme
without loss of generality is applied to Wshared.

3 Experimental Results

3.1 Evaluation of proposed approach

Train data1 is extracted from resources on the social network services in a raw form it contains 8 billion
words. We uniformly sample 10% (196 million) from the dataset. Then we split dataset as 60% for
training, 10% for validation and 30% for test. We preprocess raw data to remove noise and filter phrases.
We also replace numbers in the dataset with a special symbol, <NUM> and out-of-vocabulary (OOV)
words with <UNK>. We append start of sentence token <s> and end of sentence token </s> to every
sentence. We convert our dataset to lower-case to increase vocabulary coverage and use top 15K words
as the vocabulary. Table 1 shows evaluation result of each step in our pipeline. We empirically select
600 dimensional embedding , a single hidden layer with 600 LSTM hidden units for the baseline model.
Word Perplexity is used to evaluate and compare our models. Perplexity over the test set is computed
as exp(− 1

N

∑N
i=1 log p(wi|w<i)), where N is the number of words in the test set. Our final model is

roughly 8× smaller than the baseline (which is huge and slow) with 5% (3.16) loss in perplexity.

3.2 Performance Comparison

We compare our performance with existing word prediction methods using manually curated dataset2,
which covers general keyboard scenarios. Due to lack of access to language modeling engine used in
other commercial solutions, we are unable to compare with them on word perplexity metric. To the
best of our efforts we try to minimize all the personalization these solutions offer in their prediction
engines while performing the human evaluation on the manually curated dataset. We employed three
evaluators from the inspection group to cross-validate all the tests in Table 2 to eliminate human errors.
We achieve the best performance compared to other solutions in terms of Keystroke Savings (KS) and
Word Prediction Rate (WPR) as shown in Table 2. KS is a percentage of keystrokes not pressed compared
to a keyboard without any prediction or completion capabilities. Every character the user types using the
predictions of the language model counts as keystroke saving. WPR is a percentage of correct word
predictions in the test set.

4 Conclusions

We have proposed a practical method for training and deploying RNN-LM for a mobile device which
can satisfy memory and run-time constraints. Our method utilizes averaged output of teachers to train a
distilled model and compresses its weight matrices by applying shared matrix factorization. Our memory

1The dataset is available at https://github.com/Meinwerk/WordPrediction
2The dataset consists of 102 sentences (926 words, 3,746 characters) which are the collection of formal and informal

utterances from various sources. It is also available at https://github.com/Meinwerk/WordPrediction
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Developer KS(%) WPR(%)
Our model 65.11 34.38
iOS 64.35 33.73
Swiftkey 62.39 31.14
Samsung Galaxy S6 59.81 28.84
G-board 58.89 28.02

Table 2: Performance comparison of our method and other commercialized keyboard solutions by vari-
ous developers. Higher the better.

footprint is 7.40MB and is well within the run-time constraint of 10ms per prediction (6.47ms). Also,
we have compared proposed method to existing commercialized keyboards in terms of keystroke savings
and word prediction rate. In our benchmark tests, our method out-performed the others.
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Abstract

We present WARP-Text, an open-source web-based tool for annotating relationships between
pairs of texts. WARP-Text supports multi-layer annotation and custom definitions of inter-textual
and intra-textual relationships. Annotation can be performed at different granularity levels (such
as sentences, phrases, or tokens). WARP-Text has an intuitive user-friendly interface both for
project managers and annotators. WARP-Text fills a gap in the currently available NLP toolbox,
as open-source alternatives for annotation of pairs of text are not readily available. WARP-Text
has already been used in several annotation tasks and can be of interest to the researchers working
in the areas of Paraphrasing, Entailment, Simplification, and Summarization, among others.

1 Introduction

Multiple research fields in NLP have pairs of texts as their object of study: Paraphrasing, Textual Entail-
ment, Text Summarization, Text Simplification, Question Answering, and Machine Translation, among
others. All these fields benefit from high quality corpora, annotated at different granularity levels. How-
ever, existing annotation tools have limited capabilities to process and annotate such corpora. The most
popular state-of-the-art open source tools do not natively support detailed pairwise annotation and require
significant adaptations and modifications of the code for such tasks.

We present the first version of WARP-Text, an open source1 web-based annotation tool, created and
designed specifically for the annotation of relationships between pairs of texts at multiple layers and at
different granularity levels. Our objective was to create a tool that is functional, flexible, intuitive, and
easy to use. WARP-Text was built using PHP and MySQL standard implementation.

WARP-Text is highly configurable: the administrator interface manages the number, order, and con-
tent of the different annotation layers. The pre-built layers allow for custom definitions of labels and
granularity levels. The system architecture is flexible and modular, which allows for the modification of
the existing layers and the addition of new ones.

The annotator interface is intuitive and easy to use. It does not require previous knowledge or extensive
annotator training. The interface has already been used in the task of annotating atomic paraphrases
(Kovatchev et al., 2018) and is currently being used on two annotation tasks in Text Summarization. The
learning process of the annotators was quick and the feedback was overwhelmingly positive.

The rest of this article is organized as follows. Section 2 presents the Related Work. Section 3 de-
scribes the architecture of the interface, the annotation scheme, the usage cases, and the two interfaces:
administrator and annotator. Finally, Section 4 presents the conclusions and the future work.

2 Related Work

In the last several years, the NLP community has shown growing interest in tools that are web-based,
open source, and multi-purpose: WebAnno (Yimam and Gurevych, 2013), Inforex (Marcińczuk et al.,
2017), and Anafora (Chen and Styler, 2013). Other popular non web-based annotation systems include

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1The code is available at https://github.com/venelink/WARP under Creative Commons Attribution 4.0 International License.
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GATE (Cunningham et al., 2011) and AnCoraPipe (Bertrán et al., 2008). These systems are intended to
be feature-rich and multi-purpose. However, in many tasks, it is often preferable to create a specialized
annotation tool to address problems that are non-trivial to solve using the multi-purpose annotation tools.
One such problem is working with multiple texts in parallel. While multi-purpose annotation tools can be
adapted for such use, this often leads to a more complex annotation scheme, complicates the annotation
process, requires additional annotator training and post-processing of the annotated corpora. Toledo
et al. (2014) and more recently Vivi Nastase and Frank (2018), Vuk Batanovi and Nikoli (2018), and
Arase and Tsujii (2018) emphasize the lack of a feature-rich open-source tool for annotation of pairs of
texts2. Some of these authors develop simple custom-made tools with limited re-usability, designed for
for carrying out one specific annotation task. WARP-Text aims to address this gap in the NLP toolbox
by providing a feature rich system which could be used in all these annotation scenarios.

To the best of our knowledge, the only existing multi-purpose tool that is designed to work with pairs
of text and allows for detailed annotation is CoCo (España Bonet et al., 2009). It has already been used
for annotations in paraphrasing (Vila et al., 2015) and plagiarism detection (Barrón-Cedeño et al., 2013).
However, CoCo is not open source and is currently not being supported or updated.

3 WARP-Text

By addressing various limitations of existing tools, WARP-Text fills a gap in the state-of-the-art NLP
toolbox. It offers project managers and annotators a rich set of functionalities and features: the ability
to work with pairs of texts simultaneously; multi-layer annotation; annotation at different granularity
levels; annotation of discontinuous scope and long-distance dependencies; and the custom definition of
relationships. WARP-Text consists of two separate web interfaces: annotator and administrator. In the
administrator interface the project manager configures the annotation scheme, defines the relationships
and sets all parameters for the annotation process. The annotators work in the annotator interface.

WARP-Text is a tool for qualitative document annotation. It provides a wide range of configuration
options and can be used for fine-grained annotation. It is best suited to medium sized corpora (containing
thousands of small documents) and is not fully optimized for processing, analyzing, searching, and
annotating large corpora (containing millions of documents). WARP-Text has full UTF-8 support and is
language independent in the sense that it can handle documents in any UTF-8 supported natural language.
So far it has been used to annotate texts in English, Bulgarian (Cyrillic), and Arabic.

WARP-Text is a multi-user system and provides two different forms of interaction between the differ-
ent annotators. In the collaborative mode, multiple annotators work on the same text and each annotator
can see and modify the annotations of the others. In the independent mode, the annotators perform the
annotation independently from one another. The different annotations can then be compared in order to
calculate inter-annotator agreement.

3.1 Annotation Scheme

The atomic units of the annotation scheme in WARP-Text are relationships. The properties of the re-
lationships are label and scope. The scope of a relationship is a list of continuous or discontinuous
elements in each of the two texts. The granularity level of the scope determines the element type. An
element can be the whole text, a sentence, a phrase, a token, or can be defined manually. A layer in
WARP-Text is a set of relationships, whose scopes belong to the same granularity level3. The definition
of relationships and their grouping into layers is fully configurable through the administrator interface.
WARP-Text supports multi-layer annotation. That is, the same pair of texts can be annotated multiple
times, at different granularity levels and using different sets of relationships.

2See also the discussion about looking for tools for annotating pairs of texts in the Corpora Mailing List (May 2017):
http://mailman.uib.no/public/corpora/2017-May/026526.html - http://mailman.uib.no/public/corpora/2017-May/026619.html

3There is no one-to-one correspondence between granularity level and annotation layer. Each annotation layer is a sub-task
in the main annotation task. Multiple annotation layers can work at the same granularity level. For example: at layer (1) the
annotator annotates the semantic relations between the tokens in the two texts; at layer (2) the annotator annotates the scope of
negation and the negation cues in the two texts. Both layer (1) and layer (2) work at the token granularity level.
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3.2 Administrator Interface

The administrator interface has three main modules: a) the dataset management module, b) the user man-
agement module, and c) the layer management module. In the dataset management module the project
manager can: a) import a corpus, in a delimited text format, for annotation; b) monitor the current anno-
tation status and statistics; and c) export the annotated corpus as an SQL file or an XML file. In the user
management module the project manager creates new users and modifies existing ones. In this module
the project manager also distributes the tasks (pairs) among the annotators. In the layer management
module the project manager configures each of the layers and determines the order of the layers in the
annotation process. The project manager configures for each individual layer: 1) the granularity level;
2) the relationships that belong to the layer; 3) the sub-relationships or properties of the relationships; 4)
optional parameters such as “sentence lock” and “display previous layers”.

3.3 Annotator Interface

The annotator interface has three main modules: a) the annotation statistics module, b) the review an-
notations module, and c) the annotation panel module. In the annotation statistics module the annotator
monitors the progress of the annotation and sees statistics such as the number of annotated pairs, and
the remaining number of pairs. In the review annotations module the annotator reviews the text pairs
(s)he already annotated and introduces corrections where necessary. The annotation panel module is the
core of the annotator interface. One of our main objectives in the creation of WARP-Text was to make
it easier to use for the annotators and to optimize the annotation time. For that reason we have made
the annotator panel module as automated as possible and have limited the intervention of annotators to
a minimum. The annotation panel module is generated dynamically, based on the user and project con-
figuration. It loads the first text pair, assigned to the current annotator and guides the annotator through
the different layers in the order specified by the project manager. Once the text pair has been annotated
at all configured layers, the module updates the database, loads the next pair and repeats the process.

We illustrate the annotation process with the interface configuration that was used in the annotation of
the Extended Typology Paraphrase Corpus (ETPC) (Kovatchev et al., 2018). The annotation scheme of
ETPC consists of two layers: one layer that is configured for annotation at the text granularity level; and
one layer that is configured for annotation at the token granularity level.

Figure 1: Annotating relationships at textual level.

The textual layer (Figure 1) displays the two texts and allows the annotator to select the values for an
arbitrary number of relationships between the texts. In the case of ETPC, the two textual relationships
that we were interested in were: 1) “The semantic relationship between the two texts”: “Paraphrases” or
“Non-paraphrases”; and 2) “The presence of negation in either of the two sentences”: “Yes” or “No”. In
ETPC, both relationships had two possible options, however WARP-Text supports multiple options for
each relationship. In this first layer, the scope of the relationship is the whole text.

The second layer (Figure 2) has five functional parts, labeled in the figure with numbers from 1 to
5. The annotator can see the two texts in (1), the annotation at the previous layers in (2), and at the
annotation at the current layer in (4). (3) is the navigation panel between the different layers. Finally, (5)
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Figure 2: Annotating relationships at token level.

is where the annotator can choose to add a new relationship. The list of possible relationships is defined
by the project manager in the administrator interface. In the case of ETPC we organized the relationships
in a two-level hierarchical system based on their linguistic meta-category. The token-layer annotation is
more complex than the textual-layer annotation as it requires the annotation of scope in addition to the
annotation a label4. When the annotator chooses a relationship, the ”Add Type” button goes to the scope
selection page (Figure 3). The scope can be discontinuous and can include elements from one of the
texts only or from both. In the case of ETPC, the elements that the annotator can select are tokens. In
other configurations, they can be phrases or sentences.

Figure 3: Scope selection page.

The flexibility of WARP-Text makes it easy to adapt for multiple tasks. The textual layer can be used
in tasks such as the annotation of textual paraphrases, textual entailment, or semantic similarity. The
atomic level annotation layer has even more applications. As we showed in ETPC, it can be used to
annotate fine-grained similarities and differences between pairs of texts. It can also be used for tasks
such as manual correction of text alignment. Another possible use is, given a summary or a simplified
text, to identify in the reference text the exact sentences or phrases which are summarized or simplified.

4 Conclusions and Future Work

In this paper we presented WARP-Text, a web-based tool for annotating relationships between pairs of
texts. Our software fills an important gap as the high quality annotation of pairwise corpora at different

4The token level annotation layer is an instance of the more general “atomic level annotation layer”. The organization and
work flow described here are the same when the granularity level is “paragraph”, “sentence”, “phrase”, or custom defined.
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granularity levels is needed and can benefit multiple fields in NLP. Previously available tools are not well
suited for the task, require substantial modification, or are hard to configure. The main advantages of
WARP-Text are that it is feature-rich, open source, highly configurable, and intuitive and easy to use.

As future work, we plan to add several functionalities to both interfaces. In the administrator interface,
we plan to offer project managers tools for visualization and data analysis, and automatic calculation
of inter-annotator agreement. In the annotator interface, we plan to fully explore the advantages of
multi-layer architecture. By design, WARP-Text can support parent-child dependencies between layers.
However, the pre-built modules available in this first release of the tool use only independent layers.
That is, the annotation at one layer does not affect the configuration of the other layers. We also plan to
explore the possibility of incorporating external automated pre-processing tools.
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Abstract

We present a Chinese writing correction system for learning Chinese as a foreign language.
The system takes a wrong input sentence and generates several correction suggestions. It also re-
trieves example Chinese sentences with English translations, helping users understand the correct
usages of certain grammar patterns. This is the first available Chinese writing error correction
system based on the neural machine translation framework. We discuss several design choices
and show empirical results to support our decisions.

Title and Abstract in Chinese

為非母語中文學習者設計的中文寫作更正系統

我們建立了一個為非母語中文學習者設計的中文寫作更正系統，輸入一個錯誤的句子，
此系統可以產生數個建議更正，並查詢附有英文翻譯的相關例句，幫助使用者理解某些
文法的正確用法。這是第一個基於神經網路機器翻譯框架的中文寫作錯誤更正系統，在
此篇論文中我們討論幾個設計上的選擇，呈現幫助我們做決定的實驗數據。

1 Introduction

Grammatical error correction (GEC) helps users check and correct mistakes in their writing. English
GEC has been incorporated in commercial software; in contrast, there is far fewer readily usable writing
correction tools for Chinese. Chinese has become a popular foreign language to learn worldwide, moti-
vating the development of Chinese writing correction system targeting second language (L2) learners.

Unlike the classification approach, the translation approach to English GEC does not require exact
recognition of error types. With many-to-many mappings handled, it is possible to deal with multiple
errors of various types with a single translation model. An open-source statistical machine translation
(SMT)-based English GEC system is released by Chollampatt and Ng (2017). More recently, neural
machine translation (NMT) is applied to English GEC and improvements over the SMT baseline are
shown (Yuan and Briscoe, 2016). With the use of distributional word representations, NMT has better
ability to generalize to unseen corrections.

The Shared Task for Chinese Grammatical Error Diagnosis (CGED) (Rao et al., 2017) only evaluates
detection but not correction performance until 2017. Some studies focus on certain error types of L2
Chinese, such as word ordering errors (Cheng et al., 2014) and word usage errors (Shiue and Chen,
2016; Shiue et al., 2017). Huang et al. (2016) correct preposition errors. Nevertheless, there has not yet
been a general model that handles all types of Chinese writing errors.

Given the promising results of translation approaches in English, it is worth investigating their effec-
tiveness in Chinese. Because the machine translation models need to be trained with parallel corpus of
wrong-corrected sentences and there is limited amount of Chinese learner data with annotated correc-
tions, we use NMT models and facilitate them with word embeddings pre-trained on large amount of
well-formed Chinese text. To our knowledge, we are the first to apply NMT to Chinese error correction.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Figure 1: Architecture of our Chi-
nese writing error correction system.

Figure 2: Web-based demonstration of our Chinese error cor-
rection system.

To improve writing proficiency, language learners need to know not only how the sentences they
wrote are incorrect, but also how to correctly express their intended meanings. Therefore, in addi-
tion to correction suggestions, our system provides example sentences related to the input with ap-
propriate level of difficulty. Figure 1 illustrates the overall architecture of our system. The two main
components, NMT Correction and Example Sentence Retrieval, will be elaborated in Sections 2 and
3 respectively. All user inputs and system outputs are logged. These records can be utilized to
analyze common learner error patterns, and additional training data can be annotated to incremen-
tally improve the system performance. A web-based demonstration of our system is available at
http://nlg6.csie.ntu.edu.tw/CGED-NMT-demo and a screenshot is shown in Figure 2.

2 Correction with Neural Machine Translation

We treat the error correction task as a translation task from erroneous Chinese to well-formed Chinese.
This idea has been widely adopted for English GEC, but we are the first to apply it to the correction of
Chinese. A typical NMT model is composed of an encoder and a decoder. The encoder transforms the
input sequence into a sequence of hidden states, each of which is calculated with the hidden state of the
previous time step and the input of the current time step. The decoder predicts the distribution of words
for each time step conditioned on the encoder hidden states and the output of all previous time steps. The
encoder-decoder network is trained to maximize the likelihood of the ground-truth translations in the
training data. Our system is built on the top of OpenNMT (Klein et al., 2017). We adopt a bidirectional
Long-short Term Memory (LSTM) encoder and a two-layer LSTM decoder. Global attention over the
sequence of hidden states at the source side is applied. The model generates one to five corrections
according to the n-best decoding result. Several design choices will be discussed in Section 2.2.

2.1 Datasets and Evaluation
To train the NMT correction model, we utilize the publicly available datasets of the NLPTEA 14-17
CGED shared tasks1. As a whole, there are more simplified Chinese sentences than traditional Chinese
ones, so we convert all sentences to simplified Chinese. Each sentence can be completely correct (no
correction is needed), or contain one or more errors. The errors are categorized into redundant word,
missing word, word selection, and word ordering. However, we build a general correction framework
for all types of errors and do not use or predict error type labels. We use the test data of NLPTEA 14
(1,783 sentence) and 15 (1,000 sentences) for validation and testing respectively, and the training data of
NLPTEA 14-17 (totally 38,554 sentences) for training. We do not use the test data of NLPTEA 16 and
17 since there are only error type labels but no correction in the datasets.

The correction performance can be evaluated by judging whether a correction is exactly the same as the
ground-truth. We report the accuracy as well as hit rates of top candidates. However, hit rates can still be

1https://sites.google.com/view/nlptea2018/shared-task
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somehow strict since a model will not get any scores even if the top candidate it proposes is only slightly
different from the answer. Thus, we also report the General Language Evaluation Understanding (GLEU)
metric (Napoles et al., 2015), which is a modification of BLEU that rewards correct modifications while
penalizing unnecessary changes. We use the publicly released toolkit2 to calculate GLEU of n-gram
order 4. GLEU is calculated only for the top candidate.

2.2 Design Choices
There are several design choices for building the NMT-based correction system. We discuss the reasons
for each decision and show experimental results when necessary. In the experiments, we choose the
model with the highest validation GLEU and report the performance on the test set. The GLEU of an
output that is completely the same as the source can be regarded as a baseline.

Character-based vs. Word-based Models
Although a word is a more meaningful semantic unit, word-based models might suffer from noise in-
duced by segmentation errors, which might occur more frequently in learners’ text than in normal well-
formed text. On the other hand, character-based models need to handle longer dependencies. We make
the fundamental design decision of treating an input sentence as a sequence of characters or a sequence
of words based on empirical results. For word segmentation, we use THU Lexical Analyzer for Chinese
(THULAC) (Sun et al., 2016)3, which results in the best correction performance among several Chinese
word segmentation tools.

The performance of the two kinds of models is shown in Table 1. We report character-level GLEUs in
order to make the metric values of the two models comparable. As can be seen, the word-based model
outperforms the character-based model in all evaluation metrics. A possible reason is that the decoder
is trained to output well-formed sentences. Though segmentation errors might affect the understanding
of the source sentence, the decoder is still possible to “complete” the output sentence based on partial
source information. For example, the erroneous sentence “* 我 覺得 他 是 一個 很好人” (* I think
he is a very good-person) is corrected to “我覺得他是一個很好的人” (I think he is a very good
person). Based on these results, we decide to use the word-based NMT model in our system.

Pre-trained Word Embeddings
Initializing word representations in NMT models with pre-trained word vectors can be useful when the
training data is insufficient. In addition to the standard Word2vec continuous bag-of-words (CBOW)
and Skip-gram (SG) embeddings (Mikolov et al., 2013), we also experiment with the continuous win-
dow (CWIN) and structured skip-gram (Struct-SG) embeddings (Ling et al., 2015), which consider the
relative order of context words during training and are shown to be useful for Chinese error detection
(Shiue et al., 2017). We segment the Chinese part of ClueWeb4 with the THULAC toolkit and train the
embeddings with it. The embedding size is fixed to 500 and the context window size is 5 for all kinds
of embeddings. The results are summarized in Table 1. All pre-trained word embeddings bring im-
provement over random embeddings. Generally, the NMT correction model with pre-trained Struct-SG
embeddings achieves the best performance. Thus, we use Struct-SG embeddings in our final system.

Model Features Accuracy Hit@3 Hit@5 char. GLEU word GLEU
(Baseline) - - - - 0.552 0.411
Character-based Rand. emb. 0.145 0.293 0.341 0.625 -
Word-based Rand. emb. 0.190 0.327 0.376 0.650 0.558
Word-based CBOW 0.210 0.368 0.418 0.655 0.564
Word-based SG 0.194 0.369 0.414 0.657 0.564
Word-based CWIN 0.214 0.379 0.433 0.658 0.566
Word-based Struct-SG 0.232 0.387 0.431 0.668 0.580

Table 1: Performance of NMT-based correction models

2https://github.com/cnap/gec-ranking
3http://thulac.thunlp.org/
4http://lemurproject.org/clueweb09.php
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3 Example Sentence Retrieval

Besides giving correction suggestions, our system also shows example sentences to demonstrate how to
correctly use the words and grammar patterns in the user input. These example sentences also serve as
additional evidence of the correctness of some usage patterns.We adopt UM-Corpus (Tian et al., 2014), a
sentence-aligned English-Chinese corpus, as the database of example sentences. We only use sentences
in the “Education” domain, which are extracted from online teaching materials. There are 450,000
English-Chinese sentence pairs. We exclude example sentence pairs in which the Chinese sentence is
longer than 30 Chinese characters since they usually have complex syntactic structures.

Upon user input, ten example sentences are retrieved. They are ranked by the overlaps of Chinese
character bigrams. The more character bigrams an example sentence has in common with the input
sentence, the higher score it gets. The score is normalized by the total number of character bigrams.
Although more recent retrieval models, such as those based on word embeddings, can handle semantic
similarities that are not reflected in the surface form, there is another level of difficulties for foreign
language learners to recognize this kind of similarities. Therefore, bigram matching may help to focus
on the words and grammar patterns being used in the input sentence.

An example input sentence and the top 3 retrieved example sentences are shown below. As can be
seen, the sentences where the phrase “每個月” (every month) is used are selected.
Input: *在泰國每每每個個個月月月天氣都熱 (In Thailand, the weather is hot every month.)
Example sentences:
過去十年她每每每個個個月月月都在存錢。 She had been saving money every month for the last ten years.
你每每每個個個月月月的食宿費用是多少? How much do you charge a month for room and board?
每每每個個個月月月25元的月租就是白送錢。 The monthly rent of 25 yuan per month is white money.

4 Conclusions

We build a writing correction system for learning Chinese as a foreign language. The system not only
provides corrections, but also presents example sentences with English translation, illustrating how to
correctly use the words and grammar patterns related to the input sentence. The correction is performed
with an NMT model enhanced by pre-trained word representations. On the test set of the NLPTEA
15 CGED shared task, the model achieves GLEU 0.67 and 0.58 at the character and the word levels,
respectively. Further research can be conducted on top of our framework, and the web interface can
facilitate user evaluation of different back-end models.
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Abstract

In this paper, we present LTV , a website and an API that generate labeled topic classifications
based on the Dewey Decimal Classification (DDC), an international standard for topic classifi-
cation in libraries. We introduce nnDDC, a largely language-independent neural network-based
classifier for DDC-related topic classification, which we optimized using a wide range of linguis-
tic features to achieve an F-score of 87,4%. To show that our approach is language-independent,
we evaluate nnDDC using up to 40 different languages. We derive a topic model based on
nnDDC, which generates probability distributions over semantic units for any input on sense-,
word- and text-level. Unlike related approaches, however, these probabilities are estimated by
means of nnDDC so that each dimension of the resulting vector representation is uniquely labeled
by a DDC class. In this way, we introduce a neural network-based Classifier-Induced Semantic
Space (nnCISS).

1 Introduction

We present a model for calculating neural network-based Classifier-Induced Semantic Spaces (nnCISS)
using the Dewey Decimal Classification (DDC), that is, an international standard for topic classification
in libraries. Based on this model, input units on the sense-, word-, sentence- or text level can be mapped
onto the same feature space to compute, for example, their semantic similarity (Bär et al., 2012; Pilehvar
and Navigli, 2015). Such an approach is needed whenever multiresolutional semantic information has to
be processed to interrelate, for example, units of different levels of linguistic resolution (e.g., words or
phrases to texts).

Contrary to related approaches (Landauer and Dumais, 1997; Blei et al., 2003) we use classifiers to
define the dimensions of CISS, which are directly labeled by the underlying target class. This has the
advantage that embeddings of linguistic units in semantic spaces can be interpreted directly in relation to
the class labels.

In order to demonstrate the expressiveness of nnCISS, we conduct two classification tasks and show
that using nnCISS-based feature vectors improve any of these classifications.

We generate several DDC corpora by exploring information from Wikidata, Wikipedia and the Inte-
grated Authority File (Gemeinsame Normdatei – GND) of the German National Library. Any Wikipedia
article in such a corpus is linked to an entry in Wikidata, which contains a property1 attribute referring to
the DDC, or to a GND page containing a corresponding DDC tag2. Since many Wikipedia articles refer
to Wikidata or the GND, we were able to explore these articles as training examples of the corresponding
DDC classes. The DDC includes three levels of thematic resolution: The first level distinguishes 10 main
topics, each of which is subdivided into maximally 10 topics on the 2nd level (99 classes), which in turn
are subdivided into maximally 10 topics on the 3rd level (915 classes). We use the 2nd and 3rd level of
DDC as two alternative classification schemes.
This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/

1https://www.wikidata.org/wiki/Property:P1036
2e.g., https://d-nb.info/gnd/4176546-1
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Wikipedia is offered for a wide range of languages, which allows us to create such corpora for different
languages. In addition, translations provided by both Wikipedia and Wikidata enable the creation of
language-specific training corpora by evaluating translation relationships between articles assigned to
the DDC and articles for which these assignments do not exist. In this paper, we focus on Arabic,
English, French, German, Spanish, and Turkish while performing a deeper analysis by example of the
German corpus (#articles 15 136, #tokens per article 1 228, #classes 2nd level 98 and #classes 3rd level
641). Additionally we select more Wikipedias from the List of Wikipedias3, where depth >= 50 and
#articles >= 10 000, to be available through our LTV API.

2 Classification Model

The architecture of the LTV framework consists of four steps:

1. We use TextImager (Hemati et al., 2016) for preprocessing (lemmatization, part of speech tagging)
the German Wikipedia and perform Word Sense Disambiguation (WSD) by means of fastSense
(Uslu et al., 2018a), a WSD tool that is trained on the entire German Wikipedia. Our approach
is in line with (Pilehvar and Navigli, 2015) and, thus, disambiguates input words to obtain sense
representations as input for calculating sense embeddings.

2. The disambiguated Wikipedia corpus is then used to create sense embeddings by means of word2vec
(Mikolov et al., 2013) using all sentences as input.

3. The aim is to obtain disambiguated articles and sense embeddings for training a DDC classifier
and thus generating nnDDC. For this we enrich the disambiguated Wikipedia articles with DDC
information using Wikidata/GND. We use (Uslu et al., 2018b) to classify an input on the sense-,
word, sentence- or document-level regarding the DDC as the target classification. In this paper, we
optimize this classifier with respect to feature selection and extend it by alternatively using sense
embeddings combined with a disambiguated corpus.

4. Next we utilize nnDDC to generate nnCISS for a given input in this way, that each input unit on the
sense-, word- or text-level can be mapped onto an n-dimensional feature vector whose dimensions
correspond to DDC classes. nnCISS generates a probability distribution over the DDC classes (of
either the 2nd or 3rd level).

3 Evaluation

3.1 Evaluating nnDDC

Language DDC 2 DDC 3
German 87,4% 78,1%
English 79,8% 72,6%
Arabic 79,8% 68,8%
Turkish 78,9% 67,5%
French 79,4% 68,1%
Spanish 79,7% 70,5%

Figure 1: F-scores for different languages for 2nd
and 3rd level DDC.

We evaluate nnDDC regarding the question
which features are most successful in DDC-
oriented text classification.

We have trained and evaluated different docu-
ment inputs (articles, sections, paragraphs and
sentences as well as disambiguations and em-
beddings) and features like lemmatization of in-
put token, included POS info, removed func-
tion words, sub-word units or n-gram features.
We have also conducted a parameter study on
various training hyperparameters like number of
epochs and learning rate. In this way, we have
increased the F-score to 87,4%.

Table 1 shows that though nnDDC performs worse in the case of the other languages compared to
German, the results for the 2nd level of the DDC are nevertheless close to 80%. Evaluating the about
40 more languages we achieve an average score of 71%. Since corpus generation for these languages is

3https://en.wikipedia.org/wiki/List_of_Wikipedias#Detailed_list
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straightforward, this also demonstrates that our approach is largely language independent at least what
concerns languages that are sufficiently manifested by language specific releases of Wikipedia.

Switching to the 3rd level of DDC, we observe a drop in F-score, while in case of the German
Wikipedia we still perform at about 78% and any topic vector is now enriched by providing more detailed
information.

3.2 Evaluating nnCISS

Input DBpedia AG News
Text without nnCISS 97,89% 89,88%
Text + nnCISS (DDC 2) 98,00% 90,18%
Text + nnCISS (DDC 3) 98,06% 90,33%

Figure 2: F-Scores in the DBpedia and AG News
classification tasks.

To show that our DDC-based topic model im-
proves classification, we have performed clas-
sification tasks on two data sets: The DBpedia
Ontology Classification Dataset4 and the AG’s
news corpus5. To be independent of the clas-
sifier, this experiment was conducted by means
of StarSpace (Wu et al., 2017). Table 2 shows
the results and the impact of nnCISS, and while
the improvements are not very large, with such
a high classification quality every percentage is important.

4 LTV Software Demonstration

We offer the classifier (nnDDC) and the DDC topic model (nnCISS) for all above mentioned languages
on https://textimager.hucompute.org/DDC/. It is directly accessible as a REST API or via
the UI on the website. We have implemented the classifier for LTV as an UIMA annotator, this allows us
to seamlessly integrate into TextImager and utilize the pipeline feature to process the input text. In the
pipeline we first preprocess the text in exactly the way we prepared our training data and then perform
the classification via our annotator. This eliminates the need for the user to preprocess the input and
also makes the results reproducible. To use the API one performs a POST request which contains the
input text to classify as well as some information about the format and the pipeline to use. All available
pipelines are listed on the site. For example:

{ ” i n p u t T e x t ” : ” B e i s p i e l ü b e r Angela Doro thea Merkel , . . . ” ,
” i n p u t F o r m a t ” : ” p l a i n ” , ” o u t p u t F o r m a t ” : ” ddc j s o n ” , ” o p t i o n s ” : [
{ ” de ” : [

” LanguageToolSegmenter ” , ” P a r a g r a p h S p l i t t e r ” ,
”MarMoTLemma” , ” MarMoTTagger ” ,
” FastTextDDC 2 LemmaNoPunctPOSNoFunct ionwordsWithCategories

T e x t I m a g e r S e r v i c e ” ] } ] }
This request returns an JSON object containing:

{ ” ddc ” : [
{” prob ” : 0 . 9 9 0 2 3 4 , ” l a b e l ” : ” l a b e l d d c 3 2 0 ” , ” t a g s ” : [ ” ddc2 ” ]} ,
. . . ] ,

” s u c c e s s ” : t r u e , ” l a n g u a g e ” : ” de ” }
The website provides an easy access to the API, requiring no programming skills to use. Users can paste
text to classify and select the DDC level and language (it also tries to autodectect the language of the
input text and selects a suitable pipeline for you). The UI then displays the results providing the DDC
description, see Figure 3.

5 Conclusion

We presented a website and API to access and use a neural network based classifier to categorize DDC
classes. For this we have used various features and resources to achieve the best possible classification,

4www.wiki.dbpedia.org/data-set-2014
5www.di.unipi.it/˜gulli/AG_corpus_of_news_articles.html
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Figure 3: Screenshot of the LTV website

managing to achieve a quality of over 87% (and considering the top three classes, we even exceed 96%).
For a given text, the classifier generates a probability distribution over the DDC classes and thus a vector.
This vector can be used as input for other classification tasks and we have shown that improvements can
be achieved.
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Abstract

This paper proposes a neural based system to solve the essential interpretability problem exist-
ing in text classification, especially in charge prediction task. First, we use a deep reinforcement
learning method to extract rationales which mean short, readable and decisive snippets from input
text. Then a rationale augmented classification model is proposed to elevate the prediction accu-
racy. Naturally, the extracted rationales serve as the introspection explanation for the prediction
result of the model, enhancing the transparency of the model. Experimental results demonstrate
that our system is able to extract readable rationales in a high consistency with manual annotation
and is comparable with the attention model in prediction accuracy.

1 Introduction

Given a case’s fact description, charge prediction aims to determine appropriate charge for the criminal
suspect mentioned. Existing works generally treat charge prediction as a text classification problem, and
have made a series of progress(Liu et al., 2004; Liu and Hsieh, 2006; Lin et al., 2012; Luo et al., 2017).
However, in the field of justice, every decision may be a matter of life and death. It is necessary for
judges and lawyers to understand the principles of the decisions, since people cannot completely trust
the machine-generated judgement results without any interpretation provided.

Interpretability which means the ability of AI systems to explain their predictions, has attracted more
and more attention. Hendricks et al. (2016) divide the concept of interpretation into introspection ex-
planation which explains how a model determines its final output and justification explanation which
produces sentences detailing how the evidence is compatible with the system output.

Works have been proposed to enhance the interpretability of AI&Law. From the justification aspect,
Ye et al. (2018) consider court views as the explanation for the pre-decided charges. They use a charge-
conditioned Seq2Seq model to generate court views based on criminal cases’ fact descriptions and the
given charge labels. From the introspection aspect, Luo et al. (2017) propose to select supportive law
articles and use the articles to enhance the charge prediction accuracy. The supportive law articles is
treated as a kind of support for the predicted charge.

In this work, focusing on the introspection explanation of charge prediction, we learn to jointly extract
rationales and make charge prediction. The task is not trivial: (1) The granularity of rationales is difficult
to grasp – sentence level rationales are not concrete enough while word level rationales lose readability.
(2) Corpus with rationale annotation is hard to obtain. (3) Methods of improving the prediction accuracy
while having high interpretability are very essential, but have not been well studied. In order to overcome
the difficulties above, we propose a hybrid neural framework to (1) extract readable and charge-decisive
rationales in the form of key fact snippets from input fact description with the only supervision of charge
labels, and (2) elevate charge prediction accuracy by a rationale augmentation mechanism.

* indicates equal contribution.
† Corresponding author.
This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http:

//creativecommons.org/licenses/by/4.0/
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After hearing, … the defendant Chen
together with other eight or nine
young men stopped Lee who was
riding a motorcycle on street near the
road in Xinliao town Xuwen County,
after that the defendant Chen and
the others beat Lee with steel pipe
and knife. According to forensic
identification, Lee suffered minor
wound. Fact Description

Extractor

Rationale

After hearing, … the defendant Chen
together with other eight or nine
young men stopped Lee who was
riding a motorcycle on street near the
road in Xinliao town Xuwen County,
after that the defendant Chen and
the others beat Lee with steel pipe
and knife. According to forensic
identification, Lee suffered minor
wound.

Classifier
Intentional 

Assault

Rewarder

Extractor Pre-train

Intentional 
Assault

gold charge label

Figure 1: Architecture of Interpretable Rationale Augmented Charge Prediction System

2 Interpretable Rationale Augmented Charge Prediction System

In this section, we will first use mathematical language to define our task and then introduce the proposed
Interpretable Rationale Augmented Charge Prediction System. We define the input fact description as
word sequence x = [x1, x2, . . . , xn], and the gold charge label y as a non-negative integer. Given x, we
aim to extract rationales r = {xi|zi = 1, xi ∈ x} where zi ∈ {0, 1}, and predict the charge based on x
augmented by r. Figure 1 shows the overview of our system. The system takes the fact description in a
case as input and outputs the predicted charge as well as the rationales. The rationales play an important
role in the predicting process, so they can be seen as an explanation of the charge prediction. The
system consists of two main components: Extractor and Classifier. We train these two components
successively.

For the Extractor training phase, we apply a deep reinforcement method learning to extract ra-
tionales with the only supervision of charge labels. For the Classifier training phase, we freeze the
parameters of Extractor, and the importance of each word is used to make a weighted sum over the
RNN hidden states of all words. Then the weighted sum is used to make charge prediction.

2.1 Phrase-level Rationale Extraction

Considering the snippet-like rationales should be more integral in semantics, we propose to represent
fact descriptions with phrases (as opposed to words). We split the fact description into phrases with
a maximum length of 6. The phrase-level fact xp is denoted as [xp1, x

p
2, . . . , x

p
m]. xpi represents the i-th

phrase in the fact description. xpi ’s representation is defined as the average word embedding in the phrase.
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Figure 2: Architecture for Extractor Training

Figure 2 demonstrates the architecture for Ex-
tractor training. We introduce a latent variable z
(z ∈ {0, 1}m) to define the extraction of phrases.
zt = 1 represents the t-th word is chosen as an ra-
tionale phrase. The final goal of rationale extraction
is to learn a distribution p(z|xp) over the phrase se-
quence. At time t, p(zt) is calculated as follows:

p(zt|xp, z<t) = sigmoid(W e[
−→
ht ;
←−
ht ; zt−1] + be)

−→
ht =

−→
f (xpt ,

−−→
ht−1) ;

←−
ht =

←−
f (xpt ,

←−−
ht+1)

where
−→
f and

←−
f are Bi-RNN functions which read

the input sequence forward and backward. Here we
choose Bi-directional Gated Recurrent Units (Bi-
GRU) as the recurrent units. zt is sampled accord-
ing to the probability p(zt). To model the distribu-
tion better, at time t, the information from current

GRU outputs and the states of z<t are jointly considered to predict the label of xpt . The extracted ratio-
nales are r = {xpi |zi = 1, xpi ∈ xp}. The learning of rationale extraction needs a reward function to
guide. Hence, we introduce Rewarder, a deep RNN model with 2 layers to model r, generate distribu-
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tion over charge labels ỹ and then provide the reward. The final embedding of r is the concatenation of
the last states of the two layers. ỹ is calculated as ỹ = sigmoid(W rer + br).

To control the quantity of rationales, we introduce a novel penalty over z as Φ(z) = |‖ z ‖ −η| where
η is a constant to control ‖ z ‖ around η in case of ‖ z ‖ being too small or too large. We set η as 7 in
this work. We define the loss function as Lθ(r, y) =‖ ỹ− y ‖22 +λΦ(z). We use the gradient calculation
in Lei et al. (2016). Sampling technique (Williams, 1992) is used to approximate the gradient.

2.2 Rationale Augmented Charge Prediction

We move to train Classifier utilizing the rationale information generated by Extractor. After the
previous training, Extractor already has the ability to estimate the probabilities of the phrases being
rationales. Though the phrase-level representation elevates the rationales’ semantic integrality, it causes
information loss in the averaging process.

In order to better utilize the information and make charge prediction more accurate, we adop-
t a RNN model with a rationale augment mechanism. Given the fact description word sequence
x = [x1, x2, . . . , xn], the hidden state at time t in the l-th layer is defined as follow:

h
(l)
t =

{
f(h

(l−1)
t , h

(l)
t−1) l >0

f(xt, h
(0)
t−1) l =0

where f is a unidirectional RNN function. The representation of fact description in layer l derived from
the weighted sum of all the hidden states in layer l. Here, p(z) is treated as the importance distribution
on input fact description. And the weights at are calculated by a softmax layer based on p(zt|x), which
is provided by the pre-trained Extractor. More precisely:

e
(l)
doc =

n∑

1

ath
(l)
t

at =
exp(p(zt|x))∑n
t=1 exp(p(zt|x))

The final representation of a fact description is defined as the concatenation of the representation in
each RNN layer: edoc = [e

(0)
doc; e

(1)
doc; · · · ; e

(L−1)
doc ]. Through an activation layer, edoc generates the final

distribution ỹ on the charges: ỹ = sigmoid(W cedoc + bc). The loss function is defined as: Lθ(x, y) =‖
ỹ − y ‖22.

3 Experiments

3.1 Data Preparation

We construct the dataset from China Judgements Online1. 80k, 10k and 10k documents are randomly
selected as training, validation and test set respectively. We extract the fact description and charge
labels using regular expressions. We set up a length threshold of 256. Fact description longer than
that will be stripped. We use HanLP2 to tokenize the Chinese texts. We use CoreNLP (Manning et
al., 2014) to parse the syntax tree, and words in a subtree with a max length of 6 make up a phrase.
There are 2.8 words in each phrase on average. We also use <name>, <num> and <date> to replace
the names, numbers and dates in the corpus. Following Luo et al. (2017), we choose the same charge
set involving 50 most common charges and leave the other charges as negative data. To evaluate the
rationale extraction performance, we randomly select 1000 documents and ask three legal professionals
to annotate the sentences mentioning illegal behaviors. Sentences chosen by at least two professionals are
considered as gold rationale sentences. Kappa (Cohen, 1960) between the annotators is 0.773, proving
the high consistency of the annotation.

1http://wenshu.court.gov.cn/
2https://github.com/hankcs/HanLP
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MODEL COMPARISON OF RATIONALE EXTRACTION PERFORMANCE

Bi-GRUatt
. . . 在狩猎过程中， PP因地滑摔跤，导致其所持鸟铳击发走火，将走在前面的 PP打伤致死 . . .
. . . In the process of hunting, PP fell down due to the slippery ground , leading to the shotgun fire, killing PP who was walking in front . . .

OURS− . . . 在狩猎过程中， PP因地滑摔跤，导致其所持鸟铳击发走火，将走在前面的 PP打伤致死 . . .
. . . In the process of hunting, PP fell down due to the slippery ground , leading to the shotgun fire, killing PP who was walking in front . . .

OURS . . . 在狩猎过程中， PP因地滑摔跤，导致其所持鸟铳击发走火，将走在前面的 PP打伤致死 . . .
. . . In the process of hunting, PP fell down due to the slippery ground , leading to the shotgun fire, killing PP who was walking in front . . .

MORE DEMONSTRATION OF OUR SYSTEM
CASE 1 [Official Embezzlement]charge

. . . PP利用其担任 [公司业务员的职务便利]key point ，从公司仓库提走多部手机，后将手机卖掉，货款挥霍。 . . .

. . . Using his [position as a company salesman]key point, PP took phones from the company’s warehouse, sold the phones, and squandered the money. . .
CASE 2 [Larceny]charge

. . . PP1 [趁 PP2 家中无人之机]key point ，进入到 PP2 家卧室内伺机盗窃。被 PP2 回家后发现， PP1 翻墙逃跑. . .

. . . [When PP2 was not at home ]key point, PP1 went to PP2’s bedroom to steal. When PP2 came home, PP1 fled the wall and ran. . .
CASE 3 [Negligently Causing Fire]charge

. . .在焚烧耕地上的杂草时， [不慎]key point 引发山林火灾。案发后， PP积极救火，主动向上级说明失火情况. . .

. . . When burning weeds on land, PP [inadvertently]key point ignited the mountain fire. PP actively doused the fire and reported the fire situation . . .
CASE 4 [Arson]charge

. . . PP1 因生意竞争与 PP2 产生积怨。PP1 酒后 [萌生放火烧 PP2 手机店的念头]key point，进入 PP2 的店内将纸箱点燃. . .

. . . PP1 hates PP2 for business competition. After drinking, PP1 [wanted to burn PP2’s shop]key point. PP1 entered the shop and lighted the carton. . .
CASE 5 [Negligent Homicide]charge

. . . PP1 驾驶货车在倒车过程中， [因疏忽大意]key point 将负责指挥倒车的 PP2 挤伤，后 PP2 抢救无效死亡. . .

. . . When reserving the truck, PP1 [inadvertently]key point injured PP2, who was in charge of commanding PP1. PP2 died later. . . .
CASE 6 [Intentional Homicide]charge

. . . PP1 从家中携带匕首出门寻找 PP2 [进行报复]key point ，将 PP2 捅倒后，在颈部来回割，致 PP2 当场死亡. . .

. . . PP1 took the dagger and looked for PP2 [for revenge]key point. He stabbed PP2 and cut the neck back and forth, causing PP2 to die on the spot. . .

Table 1: Examples of extracted rationales. The highlighted words are rationales extracted by models.
Different colors are used to align Chinese original text and corresponding English translation. The cores
which can directly influence the charges are artificially marked as “key point”.

MODEL
CHARGE PREDICTION RATIONALE EXTRACTION

MICRO MACRO MACRO ACCP R F P R F P R F
Bi-GRU 89.64 90.60 90.12 81.84 76.25 78.08 – – – –
Bi-GRUatt 90.22 91.16 90.68 83.97 77.78 79.70 74.6 73.7 68.5 76.3
OURS− 86.25 87.29 86.77 77.08 72.79 73.78 78.5 75.7 72.2 79.7
OURS 89.84 91.06 90.45 84.28 77.99 80.34† 70.5 90.75 75.9‡ 79.8‡

Table 2: Charge prediction and rationale extraction results. “‡”: significantly better than Bi-GRUatt

(p<0.01). “†”: better than Bi-GRUatt (p<0.05).

3.2 Baselines

We choose three types of baselines: Bi-GRU, Bi-GRUatt and OURS−. Bi-GRU reads the input sequence
forward and backward. The final fact representation used for charge prediction is the average of the
hidden states. Bi-GRUatt is the base Bi-GRU model with an attention mechanism followed. We adopt
similar attention calculation in Yang et al. (2016). OURS− consists of Extractor and the Rewarder
used for training. That is, only the extracted rationales are used to make charge prediction. Additionally,
it discards the concept of phrase. It can be seen as a modified version of Lei et al. (2016): simpler
structure in p(z|x) modeling, but almost the same classification performance.

3.3 Experimental Results and Case Study

Rationale Extraction We choose 20 most heavily weighted words in each document as extracted ra-
tionale words (almost equal to the rationale word count extracted by OURS). The result in Table 2 proves
that our model significantly outperforms the attention model on rationale extraction. Table 1 presents the
models’ performance on rationale extraction. The first three same sentences are selected from a case
with a charge of negligent homicide which is suitable for people causing one’s death due to negligence.
Only our model notices the fact that the shotgun fire was due to the slippery fall, which is a key point
distinguishing the case from intentional homicide.

In addition, in the lower part of Table 1, we further present the rationale extraction performance of our
system on several pairs of example with different but confusing charges. These examples demonstrate
that our system can capture key points to distinguish the similar charges. In case 1, our system observes
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the fact “his position as a company salesman” which is the key point of distinguishing Official Embezzle-
men from Larceny. For the remaining cases, our system also seizes a series of key details such as “When
PP2was not at home”, “inadvertently”, and “for revenge”, and correctly predicts the charges.

Charge Prediction We evaluate charge prediction performance using precision, recall and F1, in both
micro and macro level. As shown in Table 2, Bi-GRU proves to be a strong baseline and the effect of
attention mechanisms is obvious. Interestingly, though Bi-GRUatt ranks first on all micro metrics, our
model has better performance on macro metrics. This proves our method’s competitive ability on subtle
differences capturing, especially when making decision among infrequent but confusing charges. The
huge gap between OURS− and OURS on charge prediction proves that our two-step rationale augmented
base strategy fully utilizes the information contained in non-rationale text.

4 Conclusion

We propose a neural based system to jointly extract readable rationales and elevate charge prediction
accuracy by a rationale augment mechanism. Sufficient experiments demonstrate that our model outper-
forms the attention based model on rationale capturing while having comparable classification accuracy.

Acknowledgements

We would like to appreciate the comments from anonymous reviewers and the data annotation from
the the legal professionals. This work is supported by National Key Research and Development Pro-
gram of China (Grant No. 2017YFB1402400) and National Natural Science Foundation of China (No.
61602490).

References
Jacob Cohen. 1960. A coefficient of agreement for nominal scales. Educational and psychological measurement,

20(1):37–46.

Lisa Anne Hendricks, Zeynep Akata, Marcus Rohrbach, Jeff Donahue, Bernt Schiele, and Trevor Darrell. 2016.
Generating visual explanations. In ECCV (4), volume 9908 of Lecture Notes in Computer Science, pages 3–19.
Springer.

Tao Lei, Regina Barzilay, and Tommi S. Jaakkola. 2016. Rationalizing neural predictions. In Proceedings of the
2016 Conference on Empirical Methods in Natural Language Processing, EMNLP 2016, Austin, Texas, USA,
November 1-4, 2016, pages 107–117.

Wan-Chen Lin, Tsung-Ting Kuo, Tung-Jia Chang, Chueh-An Yen, Chao-Ju Chen, and Shou-de Lin. 2012. Ex-
ploiting machine learning models for chinese legal documents labeling, case classification, and sentencing pre-
diction. volume 17.

Chao-Lin Liu and Chwen-Dar Hsieh. 2006. Exploring phrase-based classification of judicial documents for
criminal charges in chinese. In ISMIS, volume 4203 of Lecture Notes in Computer Science, pages 681–690.
Springer.

Chao-Lin Liu, Cheng-Tsung Chang, and Jim-How Ho. 2004. Case instance generation and refinement for case-
based criminal summary judgments in chinese. J. Inf. Sci. Eng., 20(4):783–800.

Bingfeng Luo, Yansong Feng, Jianbo Xu, Xiang Zhang, and Dongyan Zhao. 2017. Learning to predict charges
for criminal cases with legal basis. In Proceedings of the 2017 Conference on Empirical Methods in Natural
Language Processing, EMNLP 2017, Copenhagen, Denmark, September 9-11, 2017, pages 2727–2736.

Christopher D. Manning, Mihai Surdeanu, John Bauer, Jenny Rose Finkel, Steven Bethard, and David McClosky.
2014. The stanford corenlp natural language processing toolkit. In ACL (System Demonstrations), pages 55–60.
The Association for Computer Linguistics.

Ronald J. Williams. 1992. Simple statistical gradient-following algorithms for connectionist reinforcement learn-
ing. Machine Learning, 8:229–256.

150



Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He, Alexander J. Smola, and Eduard H. Hovy. 2016. Hierar-
chical attention networks for document classification. In HLT-NAACL, pages 1480–1489. The Association for
Computational Linguistics.

Hai Ye, Xin Jiang, Zhunchen Luo, and Wenhan Chao. 2018. Interpretable charge predictions for criminal cases:
Learning to generate court views from fact descriptions. In Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computational Linguistics: Human Language Technologies, NAACL-
HLT 2018, New Orleans, Louisiana, USA, June 1-6, 2018, Volume 1 (Long Papers), pages 1854–1864.

151



Proceedings of the 27th International Conference on Computational Linguistics: System Demonstrations, pages 152–156
Santa Fe, New Mexico, USA, August 20-26, 2018.

A Cross-lingual Messenger with Keyword Searchable Phrases
for the Travel Domain

Shehroze Khan, Jihyun Kim, Tarik Zulfikarpasic, Peter Chen, Nizar Habash
New York University Abu Dhabi

{shehroze,jihyun,tz638,peter.wei.chen,nizar.habash}@nyu.edu

Abstract

We present Qutr (Query Translator), a smart cross-lingual communication application for the
travel domain. Qutr is a real-time messaging app that automatically translates conversations
while supporting keyword-to-sentence matching. Qutr relies on querying a database that holds
commonly used pre-translated travel-domain phrases and phrase templates in different languages
with the use of keywords. The query matching supports paraphrases, incomplete keywords and
some input spelling errors. The application addresses common cross-lingual communication
issues such as translation accuracy, speed, privacy, and personalization.

1 Introduction

The increasing mobility of today’s world population naturally leads to the need for easier and more
accurate cross-lingual communication tools. Solutions to help transcend language barriers range from
using body language, travel phrasebooks and, more recently, machine translation software and hardware
devices. However, these methods come with different limitations. Traditional travel phrasebooks, while
useful for looking up travel-specific vocabulary, require tedious effort to flip through pages and only
allows one-way communication. Recent advancements in machine translation, such as using Google’s
neural machine translation (Wu et al., 2016), has enabled fast, accurate translations between numerous
language pairs, but has limitations for travelers since most machine translation systems are trained on the
news domain, and are not optimized for conversational or travel domain language. In this demo paper,
we present Qutr (Query Translator), a real-time cross-lingual messaging app. Qutr relies on querying
a database that holds commonly used pre-translated travel-domain phrases with the use of keywords.
While both users need to have the app downloaded, each user only needs the database for their language
of preference, since Qutr internally uses an interlingual representation. As such, a Qutr user need not
know what the other user’s language is. Qutr addresses the two limitations mentioned above by providing
an easily searchable phrasebook that focuses on travel domain conversational language.

We next present some related work (Section 2), followed by system description (Section 3). After
concluding and discussing future directions (Section4), we summarize the demo plan (Section 5).

2 Related Work

The mobile application Yochina aimed to aid cross-lingual and cross-cultural understanding by sup-
porting dialogues between English and Chinese, and German and Chinese (Xu et al., 2014). This app
addressed many of the problems of existing apps for cross-lingual communication in travel, but still faced
issues of operating on a single device and relying on a more manual input of phrase selection, which re-
duced the speed of communication. Finch et al. (2011) suggest the use of picture icons as input sequences
to speed up the communication process. Other translation apps, such as Speak&Translate, support bidi-
rectional and speech-to-text conversation, but all require sharing of a single device, which travelers might
find uncomfortable when communicating with a stranger in a completely new environment. Furthermore,
apps that rely on speech-to-text interfaces suffer from reduced conversational privacy, lowered quality in
noisy environments and diminished accessibility for deaf and hard-of-hearing individuals.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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(a) (b) (c) (d)

Figure 1: Qutr User Interface screens: (a) QR code, (b) Phrase Suggestions (c) English user side conver-
sation, (d) Arabic user side conversation

3 System Description

Our system, Qutr, tackles the abovementioned issues with a real-time messenger app that enables users
to communicate on their individual devices in a fast, highly-accurate and user friendly manner. Qutr
models a modern form of a travel phrasebook that is easily searchable by natural language querying and
that operates on separate devices. Our phrasal database is queried with users’ keywords in order to re-
trieve suggestions for best matches, which are then matched to existing, high-quality translations. Unlike
other translation apps that require databases for the source and target languages to be pre-downloaded,
Qutr only expects databases for the individual user’s language, which relate it to the Qutr interlingua rep-
resentation. This allows one Qutr user to communicate with any other user regardless of their preferred
language. While the prerequisite of having the app installed on both users’ end could be a potential
drawback, it addresses the discomfort and risks of sharing a single device. Qutr users establish instant
connection using QR code scanning, thus preventing delay or disruption in the flow of real-life communi-
cation. The QR code ‘handshake’ supports privacy as the two users do not need to share any information
about themselves. The text input and output interface also supports privacy and overcomes the challenges
faced when one or both users are deaf or hard-of-hearing. To maximize the usability of Qutr, we have
built fully functioning versions in both Android and iOS. We imagine that Qutr can be first rolled out to
airport information desks and hotel front desks where travelers are likely to use it more. Next, we present
the various Qutr system components.

3.1 User Interface
Our application interface follows a very intuitive schema. Upon opening the application, users are di-
rected to a screen displaying their unique QR code which they will scan to setup a connection with the
other user, as shown in Figure 1 (a). When one of the users scans the other’s QR code, they are both
redirected to a private chat screen. They begin by inputting keywords and selecting one of the shown
suggestions in the suggestion bar that best matches what they wish to communicate – Figure 1 (b). Users
have to select from at least one of the suggestions (or concepts) before sending it, ensuring that the trans-
lated version exists on the other side. A sample conversation between an Arabic-speaking user and an
English-speaking user is shown in Figure 1 (c,d).

3.2 Phrase Corpus Design
The phrases that users select and communicate with are queried from our pre-translated phrase database.
The current version contains translation triples of 3,500 iconic phrases in Arabic, Chinese and English.
Each of these triples is associated with a Concept ID and a Phrase Structure tag. The Concept ID is a
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Figure 2: Sample English word trie to identify phrases from query words

unique index that points to the iconic version of the phrase. Alternative phrases in some languages may
exist and will point to the same unique index. This index is the only information that is passed between
users’ interfaces when communicating. The non-iconic phrases (or paraphrases) are used to increase the
possibility of matching a concept. The iconic version is the one that is presented to the user. The Phrase
Structure Tag is inspired by the Universal Part-of-Speech (POS) Tagset (Petrov et al., 2012), but also
includes phrase-level tags such as “sentence,” “noun phrase,” and “verb phrase,” in addition to POS tags
such as “particle,” “adjective” and “adverb.”

Having a large and accurate database of colloquial and alternative paraphrases in all three languages
was key to improving the system’s usability and coverage. Since there was no existing corpus available
for travel-specific paraphrases, we created our own by scraping translated phrases from a wide range
of websites, such as Wikitravel and educational English as Second Language (ESL) resources. This
approach came with challenges such as language-specific formatting or missing and/or inaccurate trans-
lations in the third language (e.g., Arabic when using Chinese sources), which we accounted for by using
multiple open-source Natural Language Processing tools. For example, we used a Chinese Segmentation
library Jieba (Sun, 2017) to split Chinese phrases into semantic tokens, a necessary step for suggesting
accurate phrase matches. For abnormalities that were too ambiguous or hard to find and change using
code, we relied on human translators.

Most of the original scraped phrases were context-specific and pre-filled with named entities, such as
“I want a flight to Tokyo.” We used a pre-trained named entity recognition model from the SpaCy1 to
replace such named entities with the template placeholder, denoted by asterisk (*). Template phrases
refer to near-complete sentences with subject or object noun placeholders. An example template phrase
is “I want *” which can have any noun phrases replace the asterisk, but not a verb phrase such as “buy
apples.” To handle the latter case, we have another phrase “I want to buy *.” By allowing noun phrases
but not verb phrases, we restrict the possibility of recursive sentence construction due to subordinate
clauses and compound sentences.

3.3 Query to Phrase Mapping

Dynamic parsing of user input to retrieve closely matching phrase suggestions is cardinal for guiding user
conversation. Kumar et al. (2018) have demonstrated that the problem of composing well-formed natural

1https://spacy.io/
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Figure 3: Sentence Generation Process

language questions from user input queries has many useful applications, not only for web search en-
gines, question answering systems and bot communication systems, but also for digital assistants where
guiding users to their exact needs is paramount. While they reduce this query-to-question conversion to
a translation problem, we utilize the same idea to navigate our users’ conversations through suggesting
phrases from our database that match an input query.

Ortega et al. (2003) suggest the use of a trie to rapidly search autocompletion strings from user input
queries; autocompletion terms stored along the trie are dynamically scored higher if they match user
input every time they enter a new character. The authors encourage tagging these terms, enabling efficient
searching due to the added filtering and contextualizing. Following a similar implementation scheme, we
stored our phrases (iconic and paraphrases) in a trie, where each of the constituent words in a particular
phrase are stored with the corresponding concept ID of that phrase. Figure 2 depicts a possible English
phrase trie. Note how the paraphrase words Hello, Hi, and Hey will all return the same concept ID [p1].

The phrase suggestion algorithm iterates over the input characters, traversing the trie from the root
node. If an exact match is found, we return the corresponding list of concepts. Otherwise, we auto-
complete by traversing from the last reached node to all possible completion nodes. The concepts are
ranked with preference for exact match and minimal edit distance from the input word. The trie also
tolerates one character error per word. Imperfect word matches and autocompletions are ranked lower in
the identified set of phrases. If users input custom words that are not in our database, we send the words
themselves as foreign words. Digit sequences and emoji are also sent as is.

3.4 Paraphrase to Iconic Phrase Mapping

It is not always possible to have one-to-one mapping of paraphrases between languages since many
colloquial expressions are language and culture specific. We therefore handle paraphrases at language-
specific levels by adding extra information to the concept IDs of each paraphrase. For example, “Hello”
may have a concept ID of [p1] while “Hey,” its paraphrase, would be linked to [p1.en.00] to indicate that
it is the first paraphrase of concept [p1] in our database. This additional paraphrase marking scheme can
easily scale not only to cover synonyms, but also gender and other inflections of an iconic phrase. For
example, in Arabic, the phrase “Would you like coffee?” would have two forms depending on gender
of the second person. In this case, we would append extra information to its concept ID to resemble
[p500.ar.00.sf] and [p500.ar.00.sm] to differentiate between singular female and singular male versions
of a phrase depending on the other user’s profile. This is a possible solution for correctly personalizing
machine translated conversations based on the user’s profile-specified gender, which no existing transla-
tion systems do to our knowledge. The current prototype version does not yet support translations that
account for inflections in our existing phrases, but we plan on adding it in the future.

3.5 Cross-lingual Sentence Generation

Sentence generation in Qutr happens twice per message: once to the user’s source language (from se-
lected concepts) and once to the target language (from received concepts). The former serves to map into
the iconic phrase from the query which may have a typo or is a non-iconic paraphrase. The generation
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function takes in an unordered array of concept IDs and target language as two parameters and returns
the full sentence as an output (Figure 3). The algorithm relies on a set of language-agnostic generation
rules that order phrases by looking at the phrase structure tags of each phrase. The parallel phrase trans-
lations, which maintain the same syntactic roles and template structure for each concept ID, guarantee
consistency and universal applicability of the rules. The nature of task-driven communication between
different native speakers also means that the sentences can be very succinct, informal or even incomplete.

4 Conclusion and Future Work

We presented Qutr, a cross-lingual messenger app for the travel domain with support for English, Chinese
and Arabic. Qutr’s interface relies on users in one language utilizing query words to find and construct
phrases that are sent as concept IDs to users speaking a different language. In the future, we plan to
further improve on coverage and conversation flow. We plan to add not only more iconic phrases, but
also paraphrases. We plan to complete gender inflections for existing phrases to fully support the correct
inflection in conversations. Furthermore, while we have conducted limited pilot tests, we plan a large
multi-user evaluation to test the quality of Qutr compared to using phrasebooks or Google Translate.
We also plan to add new language phrase databases for wider multilingual support. With the addition
of more languages, we envision that Qutr could be used as a language learning tool by giving users an
option to view the translated versions of the phrases they wish to communicate on the other side.

5 Demo Plan

In the demo of this work, we will provide six mobile phones (three iOS and three Android), with
two phones for each of the three supported languages: Arabic, English and Chinese. We will also
provide a laptop showing an instructional video demonstrating how to use the Qutr app, and pro-
vide some specific scenarios to guide conference attendees interested in this app to role play use
cases with the demo presenters and with each other. An example of the demo video is shown here:
https://vimeo.com/262015667.
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Abstract

Large organizations spend considerable resources in reviewing regulations and ensuring that their
business processes are compliant with the law. To make compliance workflows more efficient
and responsive, we present a system for machine-driven annotations of legal documents. A set of
natural language processing pipelines are designed and aimed at addressing some key questions
in this domain: (a) is this (new) regulation relevant for me? (b) what set of requirements does this
law impose?, and (c) what is the regulatory intent of a law? The system is currently undergoing
user trials within our organization.

1 Setting

Large organizations spend considerable resources on reviewing regulations and ensuring that their oper-
ations, policies and procedures are compliant with the law. There has been a rapid growth in the number
of regulations globally with more than 12,000 enacted/pending in 2016 compared to roughly 4,000 in
2008 (Compliance and Risks, 2016). In response, organizations are looking to make their compliance
processes more responsive and efficient.

To better understand the existing workflows, we undertook a series of 14 interviews with compliance
experts within our organization. Each expert is responsible for a certain class of legal requirements within
a particular jurisdiction. For example, one of the experts was responsible for labeling requirements in
North America, another for battery regulations in Chile etc.

Most experts have access to services that provide periodic briefs on regulatory changes. Once a new
regulation is received, a legal review is conducted to broadly classify the document into the business
categories that it most likely impacts. Many documents require translation before this legal review,
since they originate from non-English speaking countries. Based on the labels, a more detailed review
is carried out by each specific department. The review results in a list of requirements that need to be
addressed. Compliance experts then map the requirements to current policies and evaluate if changes are
needed for compliance. Changes recommended are handled by implementation teams.

The main pain points uncovered during the interviews where (a) too much (irrelevant) information
from services that alert the experts on regulations, (b) lengthy and time consuming processes to deter-
mine whether specific products are relevant to the legislation (e.g. translation), (c) diverse set of regu-
lations, some short (2 pages) and some long (∼800 pages) with no way to prioritize them. The experts
indicated interest in tools to help them “get from the law to ‘action required’ status” quickly, and distill
requirements to “likely to impact us”.

Natural language processing (NLP) applications in this domain are not new. Previous efforts have
shown obligation extraction using semantic annotations (Kiyavitskaya et al., 2008), use of deep question
answering architecture to evaluate compliance (Pasetto et al., 2013) and perform entity extraction using
a domain ontology (Sapkota et al., 2012). We limit our review due to space restrictions.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
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In this paper, we present a system to extract business constraints from regulatory text1. We design three
NLP pipelines aimed at addressing some of the challenges identified in the interviews. The pipelines
address the questions (a) what set of requirements does a law impose (Section 2.2)? (b) what is the
regulatory scope/intent of a law (Section 2.3)?, and (c) is this (new) regulation relevant for me (Section
2.4)?

2 Models

We focus on global regulations in the import-export area, which consists of laws related to batteries,
labeling, electronic waste/product take back, emissions, energy efficiency, chemical and environmental
legislation. Figure 1 shows the three pipelines. These are described next with the data used to train the
system.

Obligation
detection

(Section 2.2)

Regulatory
documents

Obligation set

Compliance entity
models

(Section 2.3)

Definitions,
obligation targets,

content

Content-based
recommender
(Section 2.4)

Top k other
documents

User preferences

What are the requirements?

Who does this requirement
pertain to?

What other laws are impor-
tant for me?

Figure 1: Overview of pipelines

2.1 Data

Our analysis is based on two primary data sources, as well as one semi-automatically annotated dataset.
The primary source is an internal dataset, containing several thousand regulations from 168 jurisdictions,
curated by legal experts since 2008. The dataset contains translations into English where necessary,
along with manually generated summaries and product classifications. A second primary source is a
set of requirements that have been manually extracted from these laws that impact one specific division
within IBM. While this represents positive examples, we sampled from unrelated documents to generate
negative samples for our classification task in Section 2.2.

Based on these primary sources, using a semi-automatic annotation process, the set of 129,313 obli-
gations was parsed with a set of patterns. Patterns were manually extracted from a sample of obligations.
The annotation process generated regulatory entity annotations (see Section 2.3) iteratively generating a
corpus of 100,831 annotations covering 54,632 obligations.

2.2 Obligation detection

The obligation detection task seeks to classify input sentences into binary classes representing require-
ments or not.

Classical approaches involve using handcrafted features following by a supervised classification
model. Features could include one hot encoding of words, distributed word representations, or TF-
IDF vectors. More recently, deep learning architectures, such as LSTM’s and CNN’s have been shown
to give good results. We experimented with these approaches. Of all the features, character n-grams
performed the best along with TF-IDF vectors. Features derived from distributed word representations
did the worst. Table 1 shows accuracy scores for the top performing pipelines. We chose to implement
the random forest model with TF-IDF features and bigrams of character n-grams (n = 3). Character

1A video of the system can be viewed at https://www.youtube.com/watch?v=Xt9j0qb_yT0
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n-grams improved classification scores over simply using TF-IDF vectors presumably by accounting for
spelling variations.

Model Features Mean Acc. Min Acc. Max Acc.
Random forest TFIDF-bigrams 0.930 0.912 0.943
Linear SVM - L1 TFIDF-bigrams 0.920 0.908 0.943
Random forest TFIDF 0.919 0.885 0.941
Passive-Aggressive TFIDF-bigrams 0.911 0.889 0.939

Table 1: Accuracy of top-4 pipelines for the obligation classification task (5-fold cross validation)

In our corpus, we found that obligation clauses tend to be longer than general descriptive text, on av-
erage roughly∼ 50%. The system gathers user feedback on obligations clauses to improve classification
scores over time.

2.3 Compliance Entity Extraction

The compliance entity extraction task seeks to determine to whom specific requirements pertain to. We
distinguish two broad classes of entities (figure 2), (a) definition entities - within clauses that represent
stakeholders or specific equipment, and (b) obligation entities - that are the legislative target of a specific
clause. Within each class of entities, we further extract targets that is the specific entity, and content
which describes the target. Taken together, the definitions and obligation targets, allows the system to
determine if a specific obligation has a material impact on a business.

Extracting definitions is challenging for several reasons. Definition entities can be located in a dedi-
cated section of laws, or scattered across different sections. This makes it difficult to assess the relevancy
of a document. Definitions may be inconsistent across documents or even sections. For example, man-
ufacturers of batteries in one document might be referring specifically to manufacturers of zinc-carbon
batteries, while another document might be referring to manufacturers of batteries located in the Euro-
pean Union.

Extraction of obligation targets within clauses is challenging using traditional information retrieval
approaches. These approaches can, at best, only return whether business entities are mentioned or not.
This is usually insufficient to determine the legislative target. For example, consider the case of manu-
facturers of batteries in the following clause ”Distributors of lithium batteries should provide consumers
with recycling services depending upon the recycling requirement stated by manufacturers of batteries”
where it is not the target.

The model consists of a perceptron algorithm trained using as an input, the sentences previously clas-
sified as an obligation (section 2.2). For each of the tokens in these obligation sentences, the entity
extraction model is provided with, as an input, features consisting of each token’s original string, lemma,
part of speech, lower case string and shape (whether the token is a number, abbreviation, legal article
number etc.). The algorithm was trained using a mini-batch approach with the semi-automatic annotated
dataset described in Section 2.1 and produces labels in IOB format for each of the four possible annota-
tion outputs described in figure 2. The model achieves a token-level accuracy of 0.95 across labels. An
example of the four entities extracted by the model are shown in Figure 2.

“The O
B importer and manufacturer of mercury-added button cell batteries must have O
B the documents confirming the quantity of exported products . By

D
F mercury-added button cell batteries , this document refers specifically to D
F non-rechargeable electrochemical batteries, which use a zinc electrodes

D
F in an alkaline electrolyte and retain a constant voltage of 1.35 Volts during discharge . Any O
B equipment containing mercury-added button cell batteries

should not be disposed in regular landfills due to their toxicity. It is the responsibility of the O
B agent selling mercury based battery equipment to

O
B provide a suitable disposal alternative .”

Figure 2: Clauses annotated by the entities model showing obligation O
B targets and O
B content along

with definition D
F targets and D
F content
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2.4 Content-based legislation recommender
Given (a) a corpus of regulatory documents and (b) user preferences for regulatory topics, the recom-
mendation task seeks to determine the top k documents that best match user preferences. The purpose of
this task is to aid compliance experts in regulation discovery.

The approach is driven by a simple domain insight gleaned during one of our interviews. Large
legislative initiatives happen infrequently and result in large framework type documents. Over time,
legislative bodies then issue amendments to fix issues with law or close loop holes. Compliance experts
in turn reference a handful of these ‘framework’ type regulations often.

We therefore define a user profile as a set of documents, called a user library. For each document
in the corpus, we generate a feature vector X based on TD-IDF vectors along with additional hand
crafted features of one hot encoding of jurisdictions. Based on positive samples from the user library,
and negative samples randomly sampled to have balanced classes, we train a user-specific linear SVM
y = fu(X) to determine the separating hyperplane for a user. Given a set of new documents, the
recommendation procedure sorts them by distance to the hyperplane and reports the top k documents.

We do not present a formal evaluation of this pipeline, since user trials are ongoing. However, we
report on preliminary experiments with two ‘framework’ agreements, the REACH legislation (chemical
restriction laws) passed in 2006, and the WEEE directives (waste electronics laws) passed in 2003 both
in the EU. Using a set of documents that represent a hypothetical user library (the regulation along with
guidance and explainer documents), the system recommended all the amendments to these laws within
the top 20 recommended documents.

3 Architecture

The implemented system does a web crawl of authoritative sources for 8 jurisdictions and continuously
updates the corpus. The platform relies on a mix of open and proprietary components to implement these
pipelines. It is deployed for internal use on a kubernetes cluster on IBM Cloud, and scales easily on
demand. The system is undergoing user trials with a panel of compliance experts within IBM. Feedback
on annotation quality, document recommendation value and other user focused metrics are being gathered
as part of this. Early feedback suggests improved ways to present information on the extracted entities
and their definitions across documents.

4 Challenges and future work

Several technical challenges remain. Parsing of text from some document formats is unreliable, notably
PDFs. Legislative documents come in varied formats, and occasionally are multi-lingual. Sentence
structures of obligations are complex and it is unclear if pipelines, such as those presented here, readily
transfer across various regulatory domains. Lastly, obligation clauses are open to interpretation.2
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Abstract

This paper presents DAMESRL1, a flexible and open source framework for deep semantic role
labeling (SRL). DAMESRL aims to facilitate easy exploration of model structures for multi-
ple languages with different characteristics. It provides flexibility in its model construction in
terms of word representation, sequence representation, output modeling, and inference styles
and comes with clear output visualization. Additionally, it handles various input and output for-
mats and comes with clear output visualization. The framework is available under the Apache
2.0 license.

1 Introduction

During the first decade of the 21st century, mapping from the syntactic analysis of a sentence to its se-
mantic representation has received a central interest in the natural language processing (NLP) community.
Semantic role labeling, which is a sentence-level semantic task aimed at identifying “Who did What to
Whom, and How, When and Where?” (Palmer et al., 2010), has strengthened this focus. Recently, sev-
eral neural mechanisms have been used to train end-to-end SRL models that do not require task-specific
feature engineering as the traditional SRL models do. Zhou and Xu (2015) introduced the first deep
end-to-end model for SRL using a stacked Bi-LSTM network with a conditional random field (CRF) as
the top layer. He et al. (2017) simplified their architecture using a highway Bi-LSTM network. More
recently, Tan et al. (2018) replaced the common recurrent architecture with a self-attention network, di-
rectly capturing relationships between tokens regardless of their distance, resulting in better results and
faster training. The work in deep end-to-end SRL has focused heavily on applying deep learning ad-
vances without considering the multilingual aspect. However, language-specific characteristics and the
available amount of training data highly influence the optimal model structure.

DAMESRL facilitates exploration and fair evaluation of new SRL models for different languages by
providing flexible neural model construction on different modeling levels, the handling of various input
and output formats, and clear output visualization. Beyond the existing state-of-the-art models (Zhou and
Xu, 2015; He et al., 2017; Tan et al., 2018), we exploit character-level modeling, beneficial when con-
sidering multiple languages. To demonstrate the merits of easy cross-lingual exploration and evaluation
of model structures for SRL provided by DAMESRL, we report performance of several distinct models
integrated into our framework for English, German and Arabic, as they have very different linguistic
characteristics.

2 Task Definition

Formally, the goal of end-to-end SRL is to predict a sequence (l1, l2, . . . , ln) of semantic labels given
a sentence (w1, w2, . . . , wn), and its predicate wp as input. Each li, which belongs to a discrete set of
PropBank BIO tags, is the semantic tag corresponding to the word wi in the semantic frame evoked

1The source code can be found at: https://liir.cs.kuleuven.be/software_pages/damesrl.php.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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by wp. Here, words outside argument spans have the tag O, and words at the beginning and inside of
argument spans with role r have the tags Br and Ir, respectively. For example, the sentence “the cat
chases the dog .” should be annotated as “theB−A0 catI−A0 chasesB−V theB−A1 dogI−A1 .O”.

3 System Architecture

OutputSRL Model Construction 

                           I                                              II                                 III                          IV 
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Greedy
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Figure 1: Schematic overview of the DAMESRL architecture from input to output.

DAMESRL’s architecture (see Fig. 1) facilitates the construction of models that prioritize certain
language-dependent linguistic properties, such as the importance of word order and inflection, or that
adapt to the amount of available training data. The framework, implemented in Python 3.5 using Tensor-
Flow, can be used to train new models, or make predictions with the provided pre-trained models.

3.1 Input and Output
The input/output format of DAMESRL is a shortened version of the CoNLL’05 format, which only
contains the Words, Targets and (possibly) Props columns2. DAMESRL also provides an HTML format
that can be directly visualized in the web browser (as in Fig. 2).

3.2 Model Construction Modules
As can be seen in Fig. 1, the framework divides model construction in four phases: (I) word representa-
tion, (II) sentence representation, (III) output modeling, and (IV) inference.

Phase I: The word representation of a word wi consist of three optional concatenated components: a
word-embedding, a Boolean indicating if wi is the predicate of the semantic frame (wp), and a character
representation. DAMESRL provides a Bi-LSTM network to learn character-level word representations
helping for languages where important SRL cues are given through inflections, such as case markings in
German and Arabic. Despite the foreseen importance, character-level embeddings have not been used in
previous work (Zhou and Xu, 2015; He et al., 2017; Tan et al., 2018).

Phase II: As core sequence representation component, users can choose between a self-attention en-
coding (Tan et al., 2018), a regular Bi-LSTM (Hochreiter and Schmidhuber, 1997) or a highway Bi-
LSTM (Zhang et al., 2016; He et al., 2017).

Phase III: To compute model probabilities, users can choose a regular softmax, or a linear chain CRF
as proposed by (Zhou and Xu, 2015), which can be useful for languages where word order is an important
SRL cue, such as English, or when less training data is available (shown in Section 4).

2http://www.lsi.upc.edu/s̃rlconll/conll05st-release/README

Figure 2: Screen-shot of the HTML Output
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Phase IV: The inference phase provides two options for label inference from the computed model
probabilities including greedy prediction and Viterbi decoding.

4 Experiments

4.1 Settings

To evaluate our framework, and show the benefits of choosing certain model components, we construct
five models: HLstm, Char, CRFm, Att, and CharAtt, whose configurations are shown in Tab. 1. The

Table 1: Configurations of experimental models.
HLstm Char CRFm Att CharAtt

Word Emb. ✓ ✓ ✓
Word + Character Emb. ✓ ✓
Highway LSTM ✓ ✓ ✓
Self-Attention ✓ ✓
Softmax ✓ ✓ ✓ ✓
CRF ✓

Table 2: Training data.
English German Arabic

Source CoNLL’05 CoNLL’09 CoNLL’12
# Sentences 39832 36020 7422
Vocab. size 35094 67495 45683
# Predicates 90750 17400 20001

selected models are evaluated in three languages: English, German and Arabic (see Tab. 2) using the
standard CoNLL’05 metrics. Information about the used SRL data is shown in Tab. 2. We initialize
the weights of all sub-layers as random orthogonal matrices. The learning rate is fixed in the first N1

training epochs, and halved after every next N2 epochs. Detailed settings and the word embeddings used
to initialize the word representation layer used per language are found in Tab. 3.

Table 3: Experimental settings.
Setting Model Value
Optimizer All AdaDelta, ϵ = 1e−06
Learning rate All 1.0
Dropout probability All 0.1
Label smoothing value All 0.1
Word-emb size All 100
Word-emb type All GloVe
Batch size All 80 predicates
Early stopping patience All 100
N1 HLstm, Char, Att, CharAtt 400
N2 HLstm, Char, Att, CharAtt 100
N1 CRFm 100
N2 CRFm 30
# Max. training epochs Att, CharAtt 800
# Hidden layers Att, CharAtt 10
# Max. training epochs HLstm, Char, CRFm 500
# Hidden layers HLstm, Char, CRFm 8
Hidden layer size HLstm, Char, CRFm 300
Character-emb. size Char, CharAtt 100
Position Encoding Att, CharAtt Timing
Word-emb. data English Wikipedia+Gigaword3

Word-emb. data German Wikipedia
Word-emb. data Arabic None

Table 4: Training (Tr.) and prediction (Pr.) times (greedy) for English.
Tr. time / epoch Pr. time / predicate

HLstm 10 mins 8.5 ms
Char 12 mins 15.5 ms
CRFm 8 mins 11.4 ms
Att 2 mins 3.4 ms
CharAtt 5 mins 4.2 ms

3From: https://nlp.stanford.edu/projects/glove/
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Table 5: Results on CoNLL’12 Arabic and CoNLL’09 German data: precision (P), recall (R), and F1.4
Arabic German

Model
Development Evaluation Development Out-Of-Domain Evaluation

P R F1 P R F1 P R F1 P R F1 P R F1
HLstm 46.2 45.2 45.7 47.4 45.3 46.3 67.9 66.4 67.1 55.6 57.2 56.4 68.2 67.1 67.6
Char 51.2 50.2 50.7 47.5 46.0 46.7 69.1 66.5 67.8 54.0 55.2 54.6 68.2 67.0 67.6
CRFm 50.8 47.7 49.2 51.9 48.0 49.9 68.7 66.0 67.3 55.3 53.8 54.6 65.8 64.4 65.1
Att 50.4 48.0 49.2 50.0 46.7 48.3 71.6 70.8 71.2 54.7 56.8 55.7 71.9 71.5 71.7
CharAtt 56.9 56.0 56.5 56.0 54.5 55.2 74.8 73.8 74.3 57.2 57.3 57.3 73.4 73.6 73.5

Table 6: Results on CoNLL’05 English data: precision (P), recall (R), and F1. We compare our results
with other state-of-the-art deep single models.

Model
Development Out-Of-Domain Evaluation

P R F1 P R F1 P R F1
Lstm + CRF (Zhou and Xu, 2015) 79.7 79.4 79.6 70.7 68.2 69.4 82.9 82.8 82.8
HLstm (He et al., 2017) 81.6 81.6 81.6 72.9 71.4 72.1 83.1 83.0 83.1
Att (Tan et al., 2018) 82.6 83.6 83.1 73.5 74.6 74.1 84.5 85.2 84.8
HLstm-ours 82.2 81.9 82.0 72.6 71.2 71.9 83.4 82.8 83.1
Char 82.3 82.1 82.2 73.3 71.7 72.5 83.8 82.9 83.4
CRFm 81.9 81.5 81.7 72.0 69.6 70.9 84.0 83.1 83.5
Att-ours 83.0 83.4 83.2 74.5 72.9 73.7 84.8 84.7 84.8
CharAtt 83.6 83.5 83.5 73.5 72.6 73.0 85.0 84.8 84.9

Table 7: F1 scores on CoNLL’05 English data, CoNLL’09 German data and CoNLL’12 Arabic data using
2000 random training sentences: Dev (Development), Eval (Evaluation), and Ood (Out of Domain).

Model
English German Arabic

Dev Eval Ood Dev Eval Ood Dev Eval
HLstm-ours 62.8 54.3 64.9 42.34 45.58 40.44 35.12 34.42
Char 64.8 55.2 65.8 43.99 47.64 42.39 36.52 37.01
CRFm 65.8 57.5 67.0 43.42 44.06 40.73 38.91 38.36
Att-ours 57.4 51.7 59.6 32.48 37.13 31.45 23.38 23.32
CharAtt 58.2 52.4 60.7 33.35 38.49 31.91 35.10 34.70

4.2 Results and Discussion

In Tab. 5-6, we compare the five models on English, German and Arabic. The proposed CharAtt out-
performs all other models in almost all cases except the English out-of-domain setting. As can be seen
in Tab. 6, our implementation achieves competitive performance to other state-of-the-art systems for En-
glish. To the best of our knowledge, we report the first SRL results (in CoNLL’05 metrics) for German
and Arabic without using linguistic features.

In general, we find that using character embeddings improves the performance of HLstm and Att, al-
though at a cost of increased processing time. Interestingly, using character embeddings is particularly
effective for the Att model. One explanation could be that character embeddings are important for learn-
ing good attention masks as they encode information about the syntax of words and the sentence, e.g., it
facilitates the system in learning that the number (singular/plural) of a subject and its verb should match.

Among the three languages, the performance gain by character-level representations is larger for Ger-
man and Arabic than for English. This can be explained by the much larger vocabularies for German and
Arabic combined with the smaller training datasets (#sentences, and #predicates) for these languages.
Moreover, many grammatical cases, which are very strong predictors for semantic roles, are explicitly

4Note that the CoNLL’09 data is automatically converted to CoNLL’05 format using the script by Björkelund et al. (2009).
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marked through use of inflection in German and Arabic.
To evaluate the influence of the training size on model performance, we train the models on a random

sample of 2000 sentences for each language (see Tab. 7). Intriguingly, the attention models perform worst
in this setting, indicating their need of large datasets. A reason for this could be that the attention models
consider the sequential dependency between hidden states to a lesser degree than recurrent models do. In
contrast, CRFm achieves the best results for English and Arabic, and the second best result for German.
In fact, CRFm exploits not only the input sequence – using the LSTM – but also the sequential output
dependencies, to compute output probabilities. We can see that this is very beneficial when less training
data is available, especially when word order is a strong cue for SRL, which applies well for a strict
word order language like English. For such cases the output dependencies can be learned even from less
training data, which results in the CRFm model to excel. As can be seen in Tab. 7, when comparing Char
with HLstm-ours and CharAtt with Att-ours, the benefit of using character embeddings is demonstrated
on small datasets as well.

5 Conclusions

We introduced an open source SRL framework, DAMESRL, which provides flexible model construction,
using state-of-the-art model components, handles various input and output formats, and which comes
with clear output visualization. Using our framework, we slightly improve the state-of-the-art results of
single end-to-end deep systems on the English CoNLL’05, and report the first experimental end-to-end
deep SRL results for German5 and Arabic5. We have shown that the flexible model construction provided
by the framework is crucial for exploring good model structures when considering different languages
with different characteristics, especially when training data is limited. DAMESRL is made available
under the Apache 2.0 license.
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