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Abstract class labels extracted for a given instance influ-
ences any applications using the labels.
A weakly supervised method uses Our paper proposes the use of features other

anonymized search queries to induce a than those computed over the underlying doc-
ranking among class labels extracted from ument collection, such as the frequency of co-
unstructured text for various instances. occurrence or diversity of extraction patterns pro-
The accuracy of the extracted class labels ducing a given pair (Etzioni et al., 2005), to deter-
exceeds that of previous methods, over mine the relative ranking of various class labels,
evaluation sets of instances associated given a class instance. Concretely, the method

with Web search queries. takes advantage of the co-occurrence of a class
label and an instance within search queries from
1 Introduction anonymized query logs. It re-ranks lists of class

_ labels produced for an instance by standard ex-
Classes pertaining to unrestricted domains (€.Graction patterns, to promote class labels that co-
west african countrigsscience fiction filmsslr  oceyr with the instance. This corresponds to a soft
camerag and their instancesc@pe verdeavatar,  ranking approach, focusing on the ranking of can-
canon eos 7pplay a disproportionately important gigate extractions such as the less relevant ones
role in Web search. They occur prominently ingre ranked lower, as opposed to removed when
Web documents and among search queries SUsemed unreliable based on various clues.
mitted most frequently by Web users (Jansen et By using queries in ranking, the ranked lists
al., 2000). They also serve as building blocks iRy ¢lass |abels available for various instances are
formal representation of human knowledge, anggirymental in determining the classes to which
are useful in a variety of text processing tasks. given sets of instances belong. The accuracy of
Recent work on offline acquisition of fine- the class labels exceeds that of previous work,
grained, labeled classes of instances appligger evaluation sets of instances associated with
manually-created (Banko et al., 2007; Talukdar ajyepy search queries. The results confirm the use-
al., 2008) or automatically-learned (Snow et al.fyiness of the extracted ISA repository, which re-

2006) extraction patterns to large document colyains general-purpose and is not tailored to any
lections. Although various methods exploit addinarticular task.

tional textual resources to increase accuracy (Van

Durme and Pasca, 2008) and coverage (Talukd@r Instance Class Ranking

et al., 2008), some of the extracted class labels )

are inevitably less usefuorkg or spurious ¢ar 2.1 Extraction of Instances and Classes
maker3 for an associated instancav@tar). In  The initial extraction of labeled instances relies
Web search, the relative ranking of documents resn hand-written patterns from (Hearst, 1992),
turned for a query directly affects the outcome ofvidely used in work on extracting hierarchies
the search. Similarly, the relative ranking amondrom text (Snow et al., 2006; Ponzetto and Strube,
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2007): 2.2 Ranking of Classes per Instance

([-] € [such agincluding] 7 [and,[.]), As an alternative, the soft ranking approach pro-
whereZ is a potential instance (e.gliderod and  yosed here attempts to rank better class labels
C is a potential class label (e.gvriters). higher, without necessarily removing class labels

Following (Van Durme and Pasca, 2008), thejeemed incorrect according to various criteria.

boundaries of potential class lab€lsire approx- For each instancg, the associated class labels are
imated from the part-of-speech tags of the senranked in the following stages:

tence words, whereas the boundaries of instances1) Apply the scoring formula below, resulting

7 are identified by checking that occurs as an n a ranked list of class labels, (Z):

entire query in query logs. Since users type many

queries in lower case, the collected data is con-Score(Z,C) = Size({Pattern(Z,C)})* x Freq(Z,C)

verted to Iowgr case.. . Thus, a class labdl is deemed more relevant
When applied to inherently-noisy Web docu-

) . for an instance if C is extracted by multiple ex-
ments, the extraction patterns may produce irrel

. SFaction patterns and its original frequency-based
vant extractions (Kozareva et al., 2008). Causes gf? ore is higher.

errors include incorrect detection of possible enu- 2) For each term within any class label from

merations, as irtompanies such as Procter and
' . . L1(Z), compute a score equal to the frequenc
Gamble(Downey et al., 2007); incorrect estima- 1(Z) P d d y

i f the boundari f ol labels. due to i sum of the term within anonymized queries con-
IOProt tet ?]l:: r‘?[“es o Crafsrsr: is’ Iirl:fi}t 3 In'Eaining the instanc& as a prefix, and the term
correct aflachment as yearsirom on a © cjanywhere else in the queries. Each class label is
number of vehicles over the past few years, includ-_~. . .
ina the Chevrolet Corvettasubiective fam assigned the geometric mean of the scores of its
¢ g ?—I € toel 2%05 Iesul Jte;c i(a oﬁ ac terms, after ignoring stop words. The class labels
ors)é ;)vy de a, d )t,hre a_lonla (Dmpeflldtt)rs are ranked according to the means, resulting in a
neart y'an Tark)s;ar;) IO_ erwise e;ss UZ? 0- ranked list Ly(Z). In case of ties, L(Z) preserves
ers, topicg class labels; or questionable sourc he relative ranking from L(Z). Thus, a class la-
sentences, as ioarge mammals such as deer an

id turk b Van D qp el is deemed more relevant if its individual terms
\;VC')OS)W eys can be [..\Van Durme and Pasca, occur in popular gueries containing the instance.

) - . 3) Compute a merged ranked list of class labels
As a solution, recent work uses additional eViyut of the ranked lists KT) and Ly(Z), by sorting

dence, as a means to filter the pairs extracted iy ¢|a5s labels in decreasing order of the inverse
patterns, thus trading off coverage for higher prégg ihe average rank, computed with the following
cision. The repository extracted from a similarly-formma:

sized Web document collection using the same

initial extraction patterns as here, after a weighted MergedScore(C)
intersection of pairs extracted with patterns and

clusters of distributionally similar phrases, conwhere 2 is the number of input lists of class la-
tains a total of 9,080 class labels associated withels, and Rank], L,) is the rank ofC in the list
263,000 instances in (Van Durme and Pascé, of class labels computed for the correspond-
2008). Subsequent extensions of the repositoring input instance. The rank is set to 1000(if
using data derived from tables within Web docis not present in the list L By using only the
uments, increase instance coverage and induceedative ranks of the class labels within the input
ranking among class labels of each instance, blists, and not on their scores, the outcome of the
do not increase the number of class labels (Taluknerging is less sensitive to how class labels of a
dar et al., 2008). Due to aggressive filtering, thgiven instance are scored within the ISA reposi-
resulting number of class labels is higher than thiory. In case of ties, the scores of the class labels
often-small sets of entity types studied previouslyfrom L (Z) serve as a secondary ranking criterion.
but may still be insufficient given the diversity of Note that the third stage is introduced because
Web search queries. relying on query logs to estimate the relevance of

2
" Rank(C,L1) + Rank(C, L2)
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class labels exposes the ranking method to signif8.3 Evaluation Procedure

cant noise. On one hand, arguably useful class lqhe manual evaluation of open-domain informa-
be_zls (e.g.authors)_ maly not occur in queries along tion extraction output is time consuming (Banko
with the respective instancesligero). On the et 51 2007). Fortunately, it is possible to im-
other hand, for each query containing an instanG@ement an automatic evaluation procedure for
and (part of) useful class labels, there are manynyed lists of class labels, based on existing re-
other queries containing, e.g., attributeiderot ¢,rces and systems. Assume that a gold stan-

biography or diderot beliefy or the name of a garq is available, containing gold class labels that
book in the quenyiderot the nun Therefore, the 56 each associated with a gold set of their in-

ranked lists L(Z) may be too noisy to be used di-giances. The creation of such gold standards is

rectly as rankings of the class labels for discussed later. Based on the gold standard, the
ranked lists of class labels available within an ISA
3 Experimental Setting repository can be automatically evaluated as fol-
lows. First, for each gold label, the ranked lists
of class labels of individual gold instances are re-
The acquisition of the IsA repository relies on unirieved from the ISA repository. Second, the in-
structured text available within Web documentglividual retrieved lists are merged into a ranked
and search queries. The collection of queries iist of class labels, associated with the gold label.
a sample of 50 million unique, fully-anonymized The merged list is computed using an extension
queries in English submitted by Web users i®f the MergedScore formula described earlier
2009. Each query is accompanied by its frequendy Section 2. Third, the merged list is compared
of occurrence in the logs. The document colagainst the gold label, to estimate the accuracy of
lection consists of a sample of 100 million doc-the merged list. Intuitively, a ranked list of class
uments in English. The textual portion of thelabels is a better approximation of a gold label, if
documents is cleaned ®fTML, tokenized, split class labels situated at better ranks in the list are
into sentences and part-of-speech tagged using th@ser in meaning to the gold label.
TnT tagger (Brants, 2000).

3.1 Textual Data Sources

3.4 Evaluation Metric

3.2 Experimental Runs Given a gold label and a list of class labels, if any,
_ , derived from the ISA repository, the rank of the
The experimental runs correspond to differenfighest class label that matches the gold label de-
methods for extracting and ranking pairs of an intarmines the score assigned to the gold label, in
stance and a class: the form of the reciprocal rank, max(1/ranken)-
Thus, if the gold label matches a class label at rank
e as available in the repository from (Talukdary, 2, 3, 4 or 5 in the computed list, the gold label
etal., 2008), which is collected from a docu-receives a score of 1, 0.5, 0.33, 0.25 or 0.2 respec-
ment collection similar in size to the one usedively. The score is 0 if the gold label does not
here plus a collection of Web tables, in a rurmatch any of the top 20 class labels. The overall
denoted R; score over the entire set of gold labels is the mean
reciprocal rank (MRR) score over all gold labels
o from the repository extracted here, with clas$rom the set. Two types of MRR scores are auto-
labels of an instance ranked based on the frenatically computed:

guency and the number of extraction patterns .
(seeScore(Z,C) in Section 2), in run R e MRR/ considers a gold label and a class la-
’ ’ § bel to match if they are identical;

o from the repository extracted here, with class o MRR,, considers a gold label and a class la-
labels of an instance ranked based on the pel to match if one or more of their tokens

MergedScore from Section 2, in run R that are not stop words are identical.
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During matching, all string comparisons arel Query Set: Sample of Queries

case-insensitive, and all tokens are first convertg
to their singular form (e.g.european countries
to european county when available, by using
WordNet's morphological routines. Thussur-
ance carriersandinsurance companieare con-
sidered to not match in MRRscores, but match
in MRR, scores, whereamsurance companies
andinsurance compansnatch in both MRR and
MRR, scores. Note that both MRRand MRR,
scores fail to give any credit to arguably valid
and useful class labels, such iasurersfor the
gold labelinsurance carriers or asian nations
for the gold labelasia countries On the other
hand, MRR, scores may give credit to less rele-

dQ,. (807 queries): 2009 movies, amino acig
asian countries, bank, board games, buildin
capitals, chemical functional groups, clothg
computer language, dairy farms near mode
ca, disease, egyptian pharaohs, eu count
french presidents, german islands, hawaiiarj
lands, illegal drugs, irc clients, lakes, md
intosh models, mobile operator india, n
players, nobel prize winners, orchids, phg

IS,
gs,
BS,
sto
[ies,
S_
C_
ba
to

editors, programming languages, renaissance

artists, roller costers, science fiction tv seri
slr cameras, soul singers, states of india,
iban members, thomas edison inventions,
presidents, us president, water slides

eS,
tal-
.S.

vant class labels, such esurance policie$or the
gold labelinsurance carriers Therefore, MRB

is an approximate, and MRRs a conservative,
lower-bound estimate of the actual usefulness (¢
the computed ranked lists of class labels as aj
proximations of the semantics of the gold labels.

4 Evaluation Results

Q.. (40 queries): actors, airlines, birds, c

celebrities, computer languages, digital cjm-

era, dog breeds, drugs, endangered anin
feuropean countries, fruits, greek gods, h
D-ror movies, ipods, names, netbooks, ope
ing systems, park slope restaurants, preside
ps3 games, religions, renaissance artists, I
bands, universities, university, vitamins

4.1 Evaluation Sets of Queries

S,

als,
or-
rat-
nts,
ock

Table 1: Size and composition of evaluation sets

A random sample of anonymized, class-seekingf queries associated with non-filtered .jQor

gueries (e.g.video game charactersr smart-

phong submitted by Web users to Google
Squared over a 30-day interval is filtered, to re-
move queries for which Google Squared return

tion. The resulting evaluation set of queries, de
noted Q, contains 807 queries, each associate
with a ranked list of between 10 and 100 instance,
automatically extracted by Google Squared.
Since the instances available as input for eac
query as part of Qare automatically extracted,
they may (e.g.acorn a7009 or may not (e.g.,
konrad zusgbe true instances of the respectiv
gueries (e.g.computers A second evaluation
set Q, is assembled as a subset of 40 queri
from Q., such that the instances available for eac

e

instance returned by Google Squared for the

insurance companig¢sand returning lists of instances (e.g.
allstate state farm insurange along with attributes (e.gin-
dustry, headquartersand values for each instance.
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a
are slight lexical variations of one another, such as
s, presidentandus presidentsn Q., or univer-

sitiesanduniversityin Q,,. In general, however,

the sets cover a wide range of domains of inter-

manually-filtered (Q,) instances

Instances deemed highly

nnotator agreement are retained. As a resu

gueries from Q, is reviewed by at least three hu-

. . man annotators.
fewer than 10 instances at the time of the evalua\1/—ant (out of 5 possible grades) with high inter-

rele-

It, the

0 queries from Q are associated with between

8 and 33 human-validated instances.
Table 1 shows a sample of the queries from Q

hnd gueries from Q. A small number of queri

S

es

ﬁst, including entertainment f@009 moviesand

query in Q, are correct. For this purpose, eachrOCk bands biology for endangered animaland

mino acids geography forasian countriesand
awaiian islandsfood forfruits; history foregyp-

'Google Squared (http://www.google.com/squared) is #an pharaohsand greek gods health fordrugs
Web search tool taking as input class-seeking queries (e.gynd vitaming and technology fophoto editors

'and ipods Some of the queries from Table 1
are specific enough that computing them exactly,



Accuracy

lo 3 5 10 15

Cs 5] 10] 20 5] 10] 20 5] 10] 20 5] 10] 20
MRR; computed over Q
R, | 0.106| 0.112| 0.112 0.121| 0.122| 0.123 || 0.131| 0.135| 0.127 || 0.134| 0.132| 0.127
Rs; | 0.186| 0.195| 0.198| 0.198| 0.207| 0.210|| 0.204 | 0.214 | 0.218 || 0.206 | 0.216 | 0.221
R, | 0.202| 0.211| 0.216 || 0.232| 0.238| 0.244 || 0.245| 0.255| 0.257 || 0.245| 0.252 | 0.254
MRR,, computed over Q
R, | 0.390| 0.399| 0.394 0.420| 0.420| 0.413 || 0.443| 0.443| 0.435| 0.439| 0.431| 0.425
Rs | 0.489| 0.495| 0.495| 0.517| 0.528| 0.529| 0.541| 0.553| 0.557 || 0.551| 0.557 | 0.557
R, | 0.520| 0.531| 0.533| 0.564| 0.573| 0.578 | 0.590| 0.601| 0.602 | 0.598| 0.603| 0.601
MRR, computed over Q:
R, | 0.284] 0.289| 0.295| 0.305| 0.327| 0.322 || 0.320| 0.335| 0.335| 0.334| 0.328 | 0.337
Rs | 0.406| 0.436| 0.442| 0.431| 0.447| 0.466 | 0.467 | 0.470| 0.501 || 0.484| 0.501 | 0.554
R, | 0.423| 0.426| 0.429| 0.436| 0.483| 0.508 | 0.500| 0.526 | 0.530 || 0.520| 0.540| 0.524
MRR, computed over Q:
R, | 0.507| 0.517 | 0.531 0.495| 0.509| 0.518 || 0.555| 0.553| 0.550 || 0.563| 0.561 | 0.572
Rs | 0.667| 0.662| 0.660| 0.675| 0.677| 0.699| 0.702| 0.695| 0.716 || 0.756 | 0.765| 0.787
R, | 0.711| 0.703| 0.680| 0.734| 0.731| 0.748 || 0.733| 0.797| 0.782| 0.799| 0.834| 0.819

Table 2: Accuracy of instance set labeling, as full-matchiR@R4) or partial-match (MRR) scores over
the evaluation sets of queries associated with non-filterstdnces (Q) or manually-filtered instances
(Qn), for various experimental runsgfEnumber of instances available in the input evaluation thetts
are used for retrieving class labelsifhumber of class labels retrieved from ISA repository peuin
instance)

even from a comprehensive, perfect list of exthe corresponding queries from. Qr Q,,, on the
tracted instance, would be very difficult whethemther hand.

done automatically or manually. Examples of

such queries ardairy farms near modesto @nd 4.2 Accuracy of Class Labels

science fiction tv seriesut alsomobile opera-
tor india (phrase expressed as keywords) in @
park slope restaurantéspecific location) in Q..

Table 2 summarizes results from comparative ex-
periments, quantifying a) horizontally, the impact

of alternative parameter settings on the computed
Access to a system such as Google Squared)jsts of class labels; and b) vertically, the compar-

useful, but not necessary to conduct the evaluggive accuracy of the experimental runs over the
ward, albeit time consuming, to create evaluatiogymper of input instances from the evaluation sets
sets similar to Q,, by manually compiling correct that are used for retrieving class labels, set to

instances, for each selected query or concept. 3 5 10 and 15: and the number of class labels

Following the general evaluation procedurel€trieved per input instance,;Cset to 5, 10 and

each query from the sets.@nd Q,, acts as agold 20.

class label associated with its set of instances. The scores over Q are higher than those
Given a query and its instancg&sfrom the evalu- over Q., confirming the intuition that the higher-
ation sets Qor Q,,, we compute merged, rankedquality input set of instances available in,Qel-
lists of class labels, by merging the ranked lists cétive to Q should lead to higher-quality class la-
class labels available in the underlying IsA reposibels for the corresponding queries. Whenis
tory for each instanc&. The evaluation compares fixed, increasing ¢ leads to small, if any, score
the merged lists of class labels, on one hand, anchprovements. Conversely, when; Gs fixed,
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even small values ofg, such as 3 or 5 (that is, sociated with a class label (Pantel and Pennac-
very small sets of instances provided as input) prazhiotti, 2006; Banko et al., 2007; Wang and Co-
duce scores that are competitive with those oliien, 2009). When associated with a class la-
tained with a higher value like. This suggests thabel, the sets of instances may be organized as
useful class labels can be generated even in effat sets or hierarchically, relative to existing hi-
treme scenarios, where the number of instancesarchies such as WordNet (Snow et al., 2006) or
available as input is as small as 3 or 5. the category network within Wikipedia (Wu and
For most combinations of parameter setting¥Veld, 2008; Ponzetto and Navigli, 2009). Semi-
and on both query sets, run,Rroduces the high- structured text was shown to be a complemen-
est scores. In particular, whep Is set to 10 and tary resource to unstructured text, for the purpose
C; to 20, run R, identifies the original query as of extracting relations from Web documents (Ca-
an exact match among the top four class labefarella et al., 2008).
returned; and as a partial match among the top The role of anonymized query logs in Web-
two class labels returned, as an average over thased information extraction has been explored
Q. set. In this case, the original query is idenin the tasks of class attribute extraction (Pasca
tified at ranks 1, 2, 3, 4 and 5 for 16.8%, 8.7%and Van Durme, 2007) and instance set ex-
6.1%, 3.7% and 1.7% of the queries, as an eypansion (Pennacchiotti and Pantel, 2009). Our
act match; and for 48.8%, 14.2%, 6.1%, 3.6% anthethod illustrates the usefulness of queries con-
1.9% respectively, as a partial match. The corresidered in isolation from one another, in ranking
sponding MRR score of 0.257 over the Qset class labels in extracted ISA repositories.
obtained with run R is higher than with run R
and much higher than with run,R In all experi- 5.2 Labeling of Instance Sets

ments, the higher scores of,Ran be attributed to previous work on generating relevant labels, given
higher coverage of class labels, relative o 8d  sets or clusters of items, focuses on scenarios
higher-quality lists of class labels, relative 1Q R where the items within the clusters are descrip-
but also to B, despite the fact that Rcombines tions of, or full-length documents within docu-
high-precision seed data with using both unstrugnent collections. The documents are available as
tured and structured text as sources of class labg{§|at set (Cutting et al., 1993; Carmel et al., 2009)
(cf. (Talukdar et al., 2008)). Among combinationspr are hierarchically organized (Treeratpituk and
of parameter settings described in Table 2, valugsgjjan, 2006). Relying on semi-structured con-
around 15 for 4 and 20 for G give the highest ent assembled manually as part of the struc-

scores over both Qand Q.. ture of Wikipedia articles, such as article titles
or categories, the method introduced in (Carmel
5 Related Work et al., 2009) derives labels for clusters contain-

ing 100 full-length documents each. In contrast,
our method relies on IsA relations automatically
Knowledge including instances and classes can lextracted from unstructured text within arbitrary
manually compiled by experts (Fellbaum, 1998Web documents, and computes labels given tex-
or collaboratively by non-experts (Singh et al.tual input that is orders of magnitude smaller, i.e.,
2002). Alternatively, classes of instances acquiredround 10 phrases (instances). The experiments
automatically from text are potentially less ex-described in (Carmel et al., 2009) assign labels to
pensive to acquire, maintain and grow, and theione of 20 sets of newsgroup documents from a
coverage and scope are theoretically bound onktandard benchmark. Each set of documents is as-
by the size of the underlying data source. Exsociated with a higher-level, coarse-grained label
isting methods for extracting classes of instancassed as a gold label against which the generated
acquire sets of instances that are each either ulabels are compared. In comparison, our experi-
labeled (Wang and Cohen, 2008; Pennacchiotthents compute text-derived class labels for finer-
and Pantel, 2009; Lin and Wu, 2009), or asgrained, often highly-specific gold labels.

5.1 Extraction of IsA Repositories
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Reducing the granularity of the items to be lainherently-noisy queries, rather than making bi-
beled from full documents to condensed docurary, coverage-reducing quality decisions on the
ment descriptions, (Geraci et al., 2006) submitextracted data. Current work investigates the use-
arbitrary search queries to external Web search efulness of the extracted class labels in the gener-
gines. It organizes the top 200 returned Web doation of flat or hierarchical query refinements for
uments into clusters, by analyzing the text snipelass-seeking queries.
pets associated with each document in the output
from the search engines. Any words and phrasdicknowledgments

from the snippets may be selected as labels for thehe quthor thanks Randolph Brown for assistance

clusters, which in general leads to labels that ar@ assembling the evaluation sets of class-seeking
notintended to capture any classes that may be ageries.

sociated to the query. For example, labels of clus-
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