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Abstract
Large Language Models (LLMs) have
demonstrated significant capabilities across
numerous application domains. A key chal-
lenge is to keep these models updated with
latest available information, which limits
the true potential of these models. Al-
though, there have been numerous attempts
for LLMs’ Knowledge Editing (KE), i.e., to
update and/or edit the LLMs’ prior knowl-
edge and in turn test it via Multi-hop Ques-
tion Answering under KE (MQA-KE),
yet these studies are primarily focused on
English language. In this paper, we ex-
tend MQA-KE for Arabic language. For
this, we propose: Multi-hop Questioning
Answering under Knowledge Editing for
Arabic Language (MQA-KEAL). MQA-
KEAL stores knowledge edits as structured
knowledge units in the external memory.
In order to solve multi-hop question, it first
uses task-decomposition to decompose the
question into smaller sub-problems. Later,
for each sub-problem it iteratively queries
the external memory and/or target LLM
in order to generate the final response. In
addition, we also contribute MQUAKE-
AR (Arabic translation of English bench-
mark MQUAKE), as well as curate a new
benchmark MQA-AEVAL for rigorous per-
formance evaluation of MQA-KE for Ara-
bic language. Experimentation evaluation
reveals MQA-KEAL outperforms the base-
line models by a significant margin. We re-
lease the codes for MQA-KEAL at https:
//github.com/asif6827/MQA-Keal.

1 Introduction
Large Language Models (LLMs) have demon-
strated immense potential across a wide range of

*J Qin and D Wang are co-corresponding authors.

Figure 1: An example illustration of multi-hop question
answering under knowledge editing for Arabic and En-
glish language.

natural language applications (Zhu et al., 2023;
Huang et al., 2023a; Zhao et al., 2023; Hu et al.,
2024; Yang et al., 2024d; Hong et al., 2024; Xu
et al., 2023; Yang et al., 2024b,c; Su et al., 2023).
A key challenge for these models is their limited
adaptability to recent events and/or new data. For
instance, training data for Llama-2 (Touvron et al.,
2023a) only encompasses information about events
till September 2022. This in turn restricts the true
potential of these models to generate accurate re-
sponses about emerging events and questions be-
yond their training scope/timeline.

For this, numerous Knowledge Editing (KE)
methods have been proposed that attempt to inject
information about new facts, while avoiding mas-
sive costs associated with model re-training (Hu
et al., 2021; Mitchell et al., 2021; Meng et al.,
2022a,b; Zhang et al., 2024). However, these meth-
ods do not provide a comprehensive solution for
the KE problem. For example, these models di-
rectly test the updated model for the edited knowl-

https://github.com/asif6827/MQA-Keal
https://github.com/asif6827/MQA-Keal


5630

edge without worrying about its impact on model’s
prior knowledge and/or facts explicitly correlated
with the edits. An example illustration in this
regard is shown in Figure 1, which emphasizes
that if we edit the information about the “Ahmed’s
workplace", corresponding knowledge/information
about “Ahmed’s Boss/CEO" also needs to be up-
dated, a phenomenon widely known in literature as

“ripple effect”.
To overcome these limitations, recently there

have been numerous research attempts in order to
design and develop robust KE methods and cor-
responding evaluation benchmarks that allow test-
ing KE at multiple hops centered around the edit,
also known as Multi-hop Question Answering un-
der Knowledge editing (MQA-KE). Existing re-
search on MQA-KE is primarily classified into
parameter-based (Hu et al., 2021; Shi and Lipani,
2023) and memory-based variants (Mitchell et al.,
2022; Zhong et al., 2023; Gu et al., 2023; Cheng
et al., 2024b,a), with memory-based methods out-
performing the parameter-based methods. We ob-
serve, that majority of the existing solutions for
MQA-KE and their evaluation benchmarks are
peculiarly tailored for English language. While,
recently LLMs have been extended to languages
other than English, e.g., AceGPT (Huang et al.,
2023b) for Arabic language; Jias (Sengupta et al.,
2023) a bilingual model supporting English and
Arabic languages; and multi-lingual LLMs (Qin
et al., 2024). There is a need to extend these meth-
ods to languages other than English.

In this work we extend existing work on MQA-
KE to Arabic language. For this, we enumerate
some of the key challenges as follows: Firstly, ex-
isting best-performing memory-based solutions are
inadequate, because these methods save edits as
unstructured text embeddings in a shared memory,
making it non-trivial to retrieve the correct edit
for a given question. This situation gets worse,
especially when the number of fact edits grow be-
yond a certain limit. Secondly, there is a need for
an effective mechanism that can effectively cor-
relate the edit with its most relevant part and/or
sub-part in the question in order to augment the
end-performance of the model. Thirdly, there is
a need for appropriate evaluation benchmarks for
a rigorous evaluation of these systems for Arabic
language.

Nevertheless, in this work we propose: Multi-
hop Questioning Answering under Knowledge
Editing for Arabic Language (MQA-KEAL), a

novel approach, for MQA-KE in Arabic language.
MQA-KEAL relies on following key components:
(a) “Structured Knowledge Retrieval", used to store
the fact edits as a structured relational tuples in a
shared memory. (b) “Task-Decomposition", for
decomposing the multi-hop questions into smaller
sub-problems and/or knowledge units. (c) “Itera-
tive Traversal" that traverses over the sub-problem
to generate a list of responses as candidate answers,
as well as filtering the candidate answers by lever-
age logic rules in order to come up with the inter-
mediate and/or the final response.

For evaluation, we use: (i) MQUAKE-AR,
an Arabic translation of an existing bench-
mark MQUAKE. (ii) MQA-AEVAL, a novel
benchmark introduced in this work encompassing
a wide range of single-hop and multi-hop questions
primarily focused on Arabic Peninsula. Compre-
hensive experimental evaluation shows that MQA-
KEAL outperforms the baseline models by a signif-
icant margin.

We outline the key contributions of this work as
follows:

1. We propose MQA-KEAL, a novel approach
for MQA-KE for Arabic language that ini-
tially decomposes multi-hop question into
small sub-problems to generate candidate an-
swers, later leverages logic rules to prune the
candidates to come up with the final response.

2. We introduce two evaluation benchmarks, i.e.,
MQUAKE-AR and MQA-AEVAL for MQA-
KE for Arabic language.

3. We performed a comprehensive performance
evaluation of MQA-KEAL, showcasing that
the proposed model outperforms the baseline
models by a significant margin.

2 Related Work
We classify the existing work on MQA-KE into:
parameter based, and memory based methods.

The parameter based methods aim to fine-tune
parameters of the large models in order to incor-
porate new knowledge and information. Usually,
fine-tuning is a highly time-consuming process and
is also highly vulnerable to catastrophic forgetting,
i.e., a phenomenon where model may forget and/or
fail to retain its previous knowledge (Chen et al.,
2020; Ding et al., 2024). In order to avoid higher
computational costs parameter-efficient variants
were introduced. These models use an auxiliary
set of parameters for fine-tuning, e.g., LoRA (Hu
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et al., 2021), Prompt Tuning (Shi and Lipani, 2023),
QLoRA (Dettmers et al., 2024), MoRAL (Yang
et al., 2024a).

The memory based methods on the other hand
store the edit information in an explicit memory,
later use retrieval methods to retrieve the edit that
is most relevant to the question. Some examples
include: SERAC by Mitchell et al. (2022), MeLLO
by Zhong et al. (2023), PoKeMQA by Gu et al.
(2023).

Generally, memory-based methods outperform
the parameter-based methods. However, we ob-
serve, a key limitation of the memory-based meth-
ods is storing edits as embeddings learnt from un-
structured text in a shared memory. This makes
it challenging to disambiguate among different se-
mantically relevant edits in the edit memory to re-
trieve the right fact edit. This situation exacerbates
especially, when the number of edits in the edit
memory grow beyond a certain limit. To overcome
this MQA-KEAL stores edits as structured knowl-
edge units, allowing relation-specific pruning etc.,
helpful to perform the end-task in a performance-
augmented way.

3 Preliminaries
In this section, we introduce the mathematical no-
tation and formulate our problem definition.

3.1 Notation
For this work, we use knowledge graph triplets
(s, r, o) to represent the fact/knowledge, where s,
r and o represent the subject, relation and ob-
ject respectively. We use e = (s, r, o → o∗)
to represent an individual fact edit. It empha-
sizes that object of relation r with subject s is up-
dated from o to o∗. We use E = {e1, e2, · · · , en}
to represent the collection of edits. We use
q ∈ Q to represent multi-hop question. Answer-
ing q requires multiple reasoning steps in order
to compute the final response. We use P =
⟨p1, · · · , pn⟩ = ⟨(s1, r1, o1), · · · , (sn, rn, on)⟩ to
represent a chain of reasoning steps, with on as
the final response. For MQA-KE, if one of the
fact undergoes an edit ei, all subsequent facts in
the knowledge chain needs to be updated. The
resulting knowledge chain with updated path is rep-
resented as P∗ = ⟨(s1, r1, o1), · · · , (si, ri, oi →
o∗i ), · · · , (s∗n, rn, o∗n)⟩ with o∗n as the final answer.
We use f() to represent the target LLM. We use
ψi ∈ ΨI and ψc ∈ ΨC to represent the implication
and compositional rules respectively.

3.2 Problem Definition
The task of knowledge editing is to update and/or
modify the knowledge in the LLMs without fine-
tuning the entire model. Formally, given the
LLM f(·), and a collection of fact edits E =
{e1, e2, · · · , en}, we aim to augment the knowl-
edge of f(·) using the facts edit information in
ei ∈ E , such that it overrides the model’s infor-
mation about facts/knowledge correlated with E ,
while keeping the other knowledge intact. Later,
use updated model to generate and/or deduce the
final response o∗n for the multiple-hop question q.

4 MQA-KEAL

Overview. In this paper, we propose Multi-hop
Questioning Answering under Knowledge Editing
for Arabic Language (MQA-KEAL), shown in Fig-
ure 2. MQA-KEAL first uses “Structured knowl-
edge Retrieval” to store the fact edits in a shared
memory as structured relational triplets. Later, it
employs: “Task Decomposition”, to decompose
the multi-hop question q into sub-parts, and “Itera-
tive Traversal” to traverse the sub-parts to generate
the response for q. Note, to the best of our knowl-
edge this work is amongst the initial attempts for
knowledge editing and in turn testing it via multi-
hop question answering for the Arabic languages.

4.1 Structured knowledge Retrieval
In order to successfully answer the multi-hop ques-
tions the retriever must be able to understand and
comprehend multiple information units requisite to
accurately answer the question. In order to over-
come the limitations posed by existing work that
store edits as embeddings learnt over unstructured
text, we store and retrieve fact edits as embeddings
learnt over structured relational triplets. Underly-
ing reason in this regard is the fact that usually the
key information within an individual edit ei may
be primarily organized in form of relational triplets
that allows relation-specific information filtering at
later stages.

For example, the sentence: “The president of
Iran is Masoud Pezeshkian" may be organized
as: <Iran; president_is; Masoud Pezeshkian>. At
the same time, we can sub-divide the multi-hop
question into smaller information units and/or sub-
problems (details in Section 4.2), and accordingly
iteratively query the retriever with the sub-parts of
the multi-hop question in order to generate the final
response.

We also illustrate this phenomenon in Figure 3,
where the upper half of the Figure shows that for
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Figure 2: Workflow of MQA-KEAL. The left part of the Figure shows how we store fact edits. The central
part illustrates task decomposition and candidate generation from the memory. The right part of the Figure shows
candidate refinement and final response generation.

Figure 3: An example illustrating the limitation of exist-
ing memory-based methods that store knowledge edits
as unstructured text, vs structured knowledge retrieval
employed by MQA-KEAL.

the two-hop question: {“What is the hometown of
author of Reading Lolita in Tehran”?}, the fact
edit that is most semantically similar to the ques-
tion comes out to be: {“The hometown of Lolita
is Tehran”}. However, this retrieved fact does not
guarantee whether we can use this information to
successfully answer the question. On the other
hand, lower-half of the Figure shows our formu-
lation of structured knowledge retrieval, that em-
phasizes if we store the edits as relational triplets,
and accordingly query the model by decomposing
the multi-hop question into sub-parts, we can ac-
curately yield the edits that are relevant to each
sub-part of q iteratively.

Formally, for edits ei ∈ E , we decompose the

edits as relational triplets ei = < s, r, o > and use
a retrieval model, i.e., Contriever (Izacard et al.,
2021), to embed and save these edits as a retrieval
index. Later, during the model inference the index
takes the query as input and generates top-k facts
most relevant to the input query.
Example. An example illustration of the structured
memory retrieval module of MQA-KEAL is shown
in the left half of Figure 2, where the unstructured
text {“The homeland of Ahmed is Shiraz”}, is em-
bed in the memory as {< Ahmed; homeland_is;
Shiraz >}.

4.2 Task Decomposition
Task decomposition module of MQA-KEAL aims
to decompose the multi-hop question q in to smaller
sub-components in order to come up with a reason-
ing path and/or chain (P) that can be traversed
iteratively in order to generate the final response.

For this, we leverage the instruction following
abilities of the LLMs to decompose the multi-hop
question q using an in-context learning prompt.
Formally, we use the target model f(·) to decom-
pose the q as follows:

µ,P =< p1, p2, · · · pn >= f(Trelation, q) (1)

here, Trelation represents the in-context learning
prompt used to decompose q, as outlined in Ap-
pendix E. The output of the model is a chain of
reasoning path indicative of the key components in
q, i.e., P, and the starting point of the path traver-
sal, i.e., µ. Note, the start point µ is an entity and
individual facts in P are organized in the form of
relational triplets.

This formulation makes it convenient to iter-
atively traverse the P by either retrieving corre-
sponding facts in the edit memory or querying the
target LLM to come up with the final response.
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Example. Continuing our previous example, the
upper centre half of the Figure 2 shows how MQA-
KEAL decomposes a 3-hop question: {“Who is
the head of the hometown of author of Reading
Lolita in Tehran”?} into µ = “Reading Lolita
n Tehran” and P = {p1, p2, p3} with p1 =
<“Reading Lolita in Tehran”; author_is; ?>, p2 =
<? ; hometown_is; ?>, and p3 = <? ; head_is; ?>.

4.3 Iterative Traversal over P
After decomposing the multi-hop question q into
multiple sub-problems, the iterative traversal part
of MQA-KEAL iterates through the P one step
at a time with µ as the starting point. During each
step, it attempts to solve a smaller sub-problems
with results to be used as starting point for the next
round. For this, MQA-KEAL repeatedly iterates
through multiple rounds of response generation
using shared memory and target LLM.

Formally, for each sub-problem (pj ∈ P), the
candidate generation modules looks for probable
candidates {o∗i } for the answer. Given the fact, the
end-goal of knowledge editing is to update the pri-
orly contained knowledge of the LLMs. Thus, for
response generation, we prioritize the responses
retrieved from the from the edit memory, in case
the information about a certain entity and/or facts
has been updated (Section 4.3.1). For cases, the
model is not able to generate substantial response
from the edit memory, we resort back to query-
ing the target model to generate the final response
(Section 4.3.2).

4.3.1 Response from Structured Retrieval
In contrast to the existing memory based meth-
ods (Zhong et al., 2023) that only consider top-
most index semantically related to the input query,
we retrieve top-k edits as candidate answers, later
refine these candidates via different pruning heuris-
tics in order to generate the response o∗i . We argue,
this formulation of retrieving response by selecting
multiple candidates as probable answers helps in
overcoming the limitations posed by the memory-
based systems and eventually helps in significantly
augmenting the end-performance of MQA-KEAL.

Formally, for a given sub-problem (pj ∈ P), we
look for the top-k fact edits that are most relevant
to the sub-problem, as follows:

C = [e1, · · · , ek] = k-argmax
ei⊂E:|ei|=k

sim(ei, pj) (2)

where k-argmax returns the indices of the top
scored k fact edits. sim() is used to compute the

Algorithm 1 CANDIDATE FILTERING

Input: η : thr; C : candidates; pj ; {p1 · · · pn} ∈ P
Output: o∗i

1: o∗i ← null; found← False
2: for ei ∈ C do
3: #1. Relational Implication (ΨI )
4: ## subject in alias check
5: if s(pj) ∈ [alias(s(ei))] then
6: ## relational implication
7: if ψi :r(pj)→ r(ei) then
8: o∗i ← o(ei) & found← True
9: end if

10: end if
11: #2. Relational Composition (ΨC)
12: if found == False then
13: if ψc :r(p1)∧· · ·∧ r(pj)→ r(ei) then
14: o∗i ← o(ei) & found← True
15: end if
16: end if
17: end for
18: #3. Maximum Similarity
19: if found == False then
20: e∗i = argmaxei∈C1 sim(ei, pj) ≥ η
21: o∗i ← o(e∗i )
22: end if
23: return o∗i

embedding similarity of the embedding vectors1.
Finally, we consider C as the final set of candidates
passed through the candidate filtering process, as
detailed below.
Candidate Filtering. The process-flow of candi-
date filtering is illustrated in Algorithm 1. It takes
similarity threshold η, list of candidate answers C,
the sub-problem pj ∈ P as input, and generates the
final response o∗i as output for the sub-problem pj .

For this, it initializes the variable o∗i to null, and
uses a variable {found} initialized to False, used
to keep track of the response generation. Later,
for each candidate (i.e., ei ∈ C), the Algorithm 1
iterates through three different stages, enumerated
as follows:
1. Relational Implication. This is outlined in lines
(3-10) in Algorithm 1. It considers the logical im-
plication of relation pairs in the sub-problem (pj)
and candidate edit (ei) in order to capture semanti-
cally related relations. We define relational impli-
cation as:

1Note, we use dot product as a metric indicative of similar-
ity among embedding vectors.
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Definition: For two relations, r1 implies r2 (or
r1 =⇒ r2) iff ∀(s, o) ∈ r1 =⇒ (s, o) ∈ r2
or r1 ⊂ r2.
Some examples in this regard include: father_of
=⇒ parent_of; lives_in =⇒ belong_to, etc.
For instance, if John is father of Tom, then John is
also parent of Tom.

Formally, given two relations r1 and r2, we
aim to compute whether r1 =⇒ r2. For
this, we first perform subject entity disambigua-
tion by analyzing if the subject of the pj , i.e., s(pj)
matches with the alias names of subject in ei, i.e.,
[alias(s(ei))], as outlined in lines (4-5). Later,
in lines (6-7) we look for implication of relation
pairs, i.e., r(pj) =⇒ r(ei) to assign the o(ei) as
the answer o∗i , as shown in line-8. Details about
the implication rule extraction are explained in Ap-
pendix B.1.
2. Relational Composition. This is outlined in
lines (11-17) in Algorithm 1. It aims to compute
the relational composition along the knowledge
path pj ∈ P . For this, we use horn rule to compute
the relational composition, defined as follows.
Definition: Horn rule is a special class of first-
order logic rules that is composed of conjunctive
predicates: rb = {rb1 , · · · rbn} known as rule body
or pre-condition, and a predicate rh as the rule
head or consequence, represented as follows:
rb1(s, z1) ∧ · · · ∧ rbn(zn−1, o) =⇒ rh(s, o)

Some exemplar horn rules regard include:
lives_in_city ∧ city_in_continent =⇒
lives_in_continent. This rules aims to look for
the candidate fact edits ei ∈ C that are strongly
correlated with the fact chain {p1, p2 · · · pn}.

As mentioned in lines (13-14), if the relational
predicates satisfy the precondition along with
the relational part of the edit satisfying the con-
sequence of the horn rule ψc, we use correspond-
ing o(ei) as the answer o∗i . Further details about
compositional rule extraction are explained in Ap-
pendix B.2.
3. Maximum Similarity. This step is outlined in
lines (18-22) in Algorithm 1. It aims to capture
fact edit exhibiting higher embedding similarity
with the sub-problem. For this, we select the fact
edit (ei) exhibiting similarity with pj , compared
against a threshold η, i.e., sim() ≥ η to assign the
corresponding o(ei) as the response o∗i .

4.3.2 Response via target LLM
For the cases, MQA-KEAL is not able to generate
substantial response from the structured knowledge

retrieval, we resort to the information contained in
the target LLM in order to generate the response.
For this, we leverage the in-context learning abili-
ties of the target LLM f(·), to generate a response
for pj , as follows:

o∗i = f(Tquery, pj) (3)

where pj corresponds to the j-th sub-problem of the
multi-hop question q, and Tquery is the prompt used
to query the target model (outlined in Appendix E).

The final response generated in this stage is used
as an initial step for the subsequent steps to be
traversed over the path P , finally resulting in o∗n as
the end response for the multi-hop question q.

5 Experimentation
5.1 Experimental Settings
Datasets. In order to evaluate the perfor-
mance of MQA-KEAL, we translated exist-
ing widely used data sets for MQA under
KE, i.e., MQUAKE (Zhong et al., 2023), renamed
as MQUAKE-AR (encompassing MQUAKE-T-
AR and MQUAKE-CF-AR). Note, these data sets
were translated using automated tools and man-
ually validated by local Arabic language experts.
Apart from this, we also curated a new data set,
namely : Multi hop Question Answering under
knowledge editing for Arabic-region EVALuation
(MQA-AEVAL) that portray a more realistic set-
ting for MQA under KE typically tailored for lo-
cal Arab world. Further details about the datasets,
translation process and statistics of the data sets are
provided in Appendix C.1.
Baseline Models. We use existing best performing
solutions for KE and MQA-KE as baselines. These
include: (i) Fine-Tuning (FT) (Zhu et al., 2020), (ii)
ROME (Meng et al., 2022a), (iii) MEMIT (Meng
et al., 2022b), and (iv) MeLLo (Zhong et al., 2023).
Further details about the baseline models are pro-
vided in Appendix C.2.
Evaluation Metrics. For performance evaluation,
we use multi-hop accuracy (M-Acc) (Zhong et al.,
2023), and hop-wise accuracy (H-Acc) (Gu et al.,
2023). Further details about the evaluation metrics
and their mathematical formulation are provided in
Appendix C.4.

Experimental Setup. For experimentation, we
use GPT-3.5-TURBO-INSTRUCT2, as well as
existing Arabic-centric LLMs, i.e., AceGPT-
13B (Huang et al., 2023b) and Jias-13B (Sen-
gupta et al., 2023), as target LLMs. Further

2https://platform.openai.com/

https://platform.openai.com/
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Method
MQUAKE-CF-AR MQUAKE-T-AR

1-edited 100-edited 3000-edited 1-edited 100-edited 1868-editted

M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc
JIAS-13B

FT 11.30 2.10 1.40 0.05 0.01 - 28.47 19.11 23.54 11.43 0.54 0.11
ROME 5.79 1.70 2.90 0.07 2.45 0.57 14.57 8.95 17.15 8.75 1.45 0.78
MEMIT 6.14 3.40 5.75 2.60 1.97 0.75 17.44 7.85 13.13 6.95 11.87 5.18
MeLLo 15.35 7.58 14.50 6.75 12.55 4.58 35.22 24.38 33.19 24.15 27.27 18.96

MQA-KEAL 24.69 13.15 22.05 14.47 18.17 14.32 47.21 35.90 45.27 36.30 42.89 34.15
ACEGPT-13B

MeLLo 17.83 9.78 15.32 4.97 13.25 4.54 67.35 45.44 57.12 41.21 39.17 33.21
MQA-KEAL 28.13 18.11 22.47 12.51 19.75 8.95 74.50 67.15 69.10 61.58 63.84 57.85

GPT-3.5-TURBO-INSTRUCT

MeLLo 21.20 7.5 18.70 9.52 15.07 5.69 72.37 61.19 67.47 58.43 45.41 34.87
MQA-KEAL 30.14 24.59 25.27 21.95 22.50 18.95 79.52 73.46 73.52 66.23 65.45 57.33

Table 1: Experimental results for MQUAKE-AR. The result of MQA-KEAL (i.e., M-Acc and H-Acc) for
different datasets and target LLMs compared against the baseline methods. For each target LLM, we boldface
overall best scores with the second best underlined.

Method
MQA-AEVAL

1-edited 100-edited 229-edited

M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc
JIAS-13B

FT 5.74 1.15 2.24 0.95 1.95 0.05
ROME 2.34 0.07 3.45 0.98 3.95 0.85
MEMIT 3.45 0.45 4.85 0.55 4.54 1.10
MeLLo 24.42 13.45 23.25 17.58 22.65 17.07

MQA-KEAL 37.64 29.45 35.32 28.53 34.38 24.45
ACEGPT-13B

MeLLo 27.50 20.21 25.13 17.59 24.17 18.01
MQA-KEAL 41.85 31.59 39.51 27.31 38.32 30.45

GPT-3.5-TURBO-INSTRUCT

MeLLo 35.57 23.41 33.51 28.87 32.64 26.45
MQA-KEAL 44.17 39.45 42.91 37.41 41.65 31.81

Table 2: Experimental results for MQA-AEVAL. We
report the scores of MQA-KEAL (i.e., M-Acc and H-
Acc), compared against baseline models. We boldface
overall best scores with second best underlined.

details about these LLMs are provided in Ap-
pendix C.3. Value of η is set to 0.6 and 0.7
for MQUAKE-AR and MQA-AEVAL respectively.
Similar to MeLLO (Zhong et al., 2023), for eval-
uation of MQA-KEAL, we used a batch of k in-
stances, i.e., k ∈ {1, 100, 3000} for MQUAKE-
CF-AR, k ∈ {1, 100, 1868} for MQUAKE-T-
AR, and k ∈ {1, 100, 229} for MQA-AEVAL. In
Section 4.3.1, value of k=10 for top-k candidate
fact edits. All experiments were repeated for five
rounds, and average scores are reported.

5.2 Main Results
The results of MQA-KEAL for MQUAKE-AR

and different target LLMs are shown in Table 1.
Here, we report M-Acc and H-Acc scores of MQA-
KEAL compared against the baseline models.
Analysing the results for the baseline models (i.e.,
FT, ROME, MEMIT), we observe that widely
used knowledge editing methods perform poorly
on MQA-KE, which showcases the true knowl-
edge augmentation potential of these models for

LLMs.
Overall results in Table 1 show that MQA-KEAL

consistently outperforms the baseline models by
a significant margin across both metrics. For in-
stance, for MQUAKE-CF-AR using GPT-3.5-
TURBO-INSTRUCT as the target LLM MQA-KEAL

improves the M-Acc scores by {42.1%, 35.1%
and 49.3%} respectively for {1, 100 and 3000}
edited cases. Likewise, for MQUAKE-T-AR, and
GPT-3.5-TURBO-INSTRUCT as target LLM, the
improvement in performance is {9.8%, 8.9% and
44.1%} respectively for {1, 100 and 1868}-edited
cases. The results of MQA-KEAL with Jias-13B
and AceGPT-13B as target LLM exhibit similar
behaviors with our proposed model outperforming
the best performing baseline models.

Analyzing the results of MQA-KEAL for newly
proposed data (i.e., MQA-AEVAL) in Table 2
shows a similar behaviour with MQA-KEAL yield-
ing better performance than the baseline mod-
els. However, we observe the model performance
on MQA-AEVAL is relatively lower compared to
that of MQUAKE-T-AR. We enumerate some of
the probable justifications in this regard as follows:
(i) the instances in MQA-AEVAL are localized for
local Arabic region which may not be adequately
covered in LLMs’ training corpora, as most of
the existing LLMs are trained using knowledge
directly acquired and/or translated from western
regions (Naous et al., 2023); (ii) majority of the
information in MQA-AEVAL (and corresponding
reasoning path P∗) is about recent events, beyond
the cut-off of LLMs training data; and (iii) it is
not easy to get aliases for entities for Arabic lan-
guage, which limits the entity matching abilities
of MQA-KEAL (line-5 in Algorithm 1).

We observe, amongst all data sets, MQA-KEAL
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Method
MQUAKE-T-AR

1-edited 100-edited 1868-edited

M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc
GPT-3.5-TURBO-INSTRUCT

MQA-KEAL (–I) 71.31 67.45 65.38 61.57 59.55 52.10
MQA-KEAL (–C) 77.44 71.56 72.87 64.33 62.58 55.19
MQA-KEAL (–IC) 68.45 64.31 61.45 57.24 55.01 50.48

MQA-KEAL 79.52 73.46 73.52 66.23 65.45 57.33

Table 3: Ablation analysis for MQUAKE-T-AR under
varying conditions and GPT-3.5-TURBO-INSTRUCT as
target LLM.

yields best scores for MQUAKE-T-AR followed
by MQA-AEVAL and MQUAKE-CF-AR. This be-
havior is also consistent with the baseline models.
Analysing the results for different target LLMs,
we observe GPT-3.5-TURBO-INSTRUCT yields
best performance overall followed by AceGPT-13B
and Jias-13B. A possible reason in this regard is the
fact that AceGPT-13B being an instruction-tuned
variant of Llama-2 (Touvron et al., 2023b) inher-
its better task-decomposition abilities compared to
that of Jias-13B. We also observe that with higher
number of fact edits, the performance of the model
decreases. This is attributable to multiple different
factors as analyzed in Section 6.2. However, this
effect is more pronounced for the baseline models
compared to that of MQA-KEAL.
6 Analyses
In this section, we perform a detailed analyses
of MQA-KEAL under different settings. This in-
cludes: (i) Ablation Analyses (ii) Error Analyses.
Note, some additional experimental analyses are
also reported in Appendix C.

6.1 Ablation Analyses
Ablation analysis aims to analyze the performance
attributable to individual model components. For
this, we report the performance of MQA-KEAL for
(i) –I (w/o implication rules), (ii) –C (w/o compo-
sitional rules), (iii) –IC (w/o both implication and
compositional rules).

Corresponding results of MQA-KEAL

with GPT-3.5-TURBO-INSTRUCT as target LLM
and MQUAKE-T-AR data set are shown in
Table 3. These results show that omission of
implication rules have a more pronounced impact
on the model performance compared to that of the
compositional rules. For instance, compared with
the complete model, the variant MQA-KEAL(–I)
exhibits {10.3, 11.1, 9.0}% reduction in perfor-
mance; whereas, MQA-KEAL(–C) results in
{2.6, 0.8, 4.3}% decline in performance for {1,
100, and 1868}-edited cases respectively. This
is understandable owing to the fact that overall

implication rules have a broader coverage and are
more likely to be satisfied compared to that of
the compositional rules. Also, jointly omitting
the implication and compositional rules exhibits
a compounding effect, as evident in Table 3
with MQA-KEAL(–IC) showing an accumulated
decrease of {13.9, 16.4, 15.9}% in M-Acc scores
for {1, 100, and 1868}-edited cases.

Also, comparing the results of MQA-KEAL(–
IC) with last row in Table 1, we observe that
even if we omit the candidate filtering, the end-
results of MQA-KEAL are still better than MeLLo,
i.e., M-Acc = 55.01 for MQA-KEAL(–IC) com-
pared with M-Acc = 45.41 for MeLLo under 1868-
edited cases. To summarize, these results show that
the “structured knowledge reterieval” employed
by MQA-KEAL followed by candidate filtering
offer a robust setting helpful in performing the
end MQA-KE task in a performance enhanced
way.

6.2 Error Cases.
We analyzed a random sample of 50 error cases
of MQA-KEAL in order to understand and compre-
hend the limitations of the model. We categorize
these error cases into following different categories:
(a) errors by target LLMs, (b) errors by structured
retrieval, (c) errors in task decomposition by LLM,
and (d) miscellaneous errors.

For the variant of MQA-KEAL with MQA-
AEVAL and AceGPT-13B as the target model, we
observe that almost 11% of the errors were caused
by the erroneous response generated by the tar-
get LLM (most probably because model is ignorant
about some recent events beyond its training scope),
25% of the errors are caused by the structured
fact retrieval, and 17% errors were caused by in-
appropriate task-decomposition by LLM. Rest of
the errors were categorized to miscellaneous errors.
This analysis shows that although our formulation
of task decomposition along with structured knowl-
edge retrieval employed by MQA-KEAL were able
to significantly improve the performance compared
to the unstructured text embeddings, yet it did not
completely eradicate the issue.
7 Conclusions and Future Work
In this work, we proposed MQA-KEAL, a novel
approach for Knowledge Editing and in turn test
the edited knowledge via multi-hop question an-
swering for Arabic language. Apart from that,
we also contributed MQUAKE-AR an Arabic
translated and humanly-validated version of ex-
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isting MQUAKE (Zhong et al., 2023) data set;
and MQA-AEVAL as new MQA-KE data set tar-
geting information primarily on Arabian Penin-
sula. In the future, we aim to extend this work
to multi-lingual LLMs, by unifying diverse con-
cepts (Ali et al., 2020, 2021) and/or controlling
the relative isomorphism of the vector spaces (Ali
et al., 2023b,a).

Limitations
Some of the core limitations of the proposed ap-
proach are outlined as follows:

• MQA-KEAL uses an iterative approach for
generating response for multi-hop questions.
Errors in the intermediate path may propagate
and impact the final answer. Currently, the
is no effective mechanism for recovery from
errors in the intermediate path.

• Our work assumes, for the cases where there
is no fact edit directly and/or indirectly cor-
related with a particular entity, MQA-KEAL

entirely relies on the target output. For these
cases, the end-result will be incorrect if the
target model yields incorrect results.

• For performance comparison, MQA-KEAL

uses corresponding target LLM to decom-
pose the multi-hop question into smaller sub-
problems. For cases with target LLM exhibit-
ing relatively inferior knowledge decomposi-
tion abilities, the end-result of MQA-KEAL

is severely impacted.
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A Background

A.1 Knowledge Representation

We use graph triplets (s, r, o) to represent the
fact/knowledge, where s, r and o represent the
subject, relation and object respectively. This is
commonly used to represent the facts in the Knowl-
edge graphs.

A.2 Knowledge Editing (KE)

We use e = (s, r, o→ o∗) to represent an individ-
ual knowledge update. It emphasize that the object
of subject s under relation r is updated from o to
o∗. A collection of knowledge edits is represented
by E = {e1, e2, · · · , en}.

A.3 Multi-hop Question Answering under KE

A multi-hop question q requires multiple rea-
soning steps in order to come up with the fi-
nal answer/response. Generally, these reason-
ing steps formulate a chain of facts C =
⟨(s1, r1, o1), · · · , rn(sn, rn, on)⟩. The consecu-
tive facts in C are chained together, i.e., oi
from the proceeding step is si+1 for the subse-
quent fact, with on as the final outcome. For
multi-hop question answering under KE, if one
of the fact (si, ri, oi) in C undergoes an edit
(ei ∈ E), the resulting chain for the subsequent
facts need to be updated. The updated chain
becomes: C = ⟨(s1, r1, o1), · · · , (si, ri, oi →
o∗i ), · · · , (s∗n, rn, on → o∗n)⟩, with o∗n as the final
outcome. The end-goal of multi-hop question an-
swering is to come up with the answer for q based
on edits in E .

Multi-hop question answering under knowledge
editing is a key challenge for LLMs. Some illustra-
tive examples are shown below:

B Rule Extraction

This work uses implication and compositional rules
for filtering candidate response from structured
memory for multi-hop questions. Details about
the rule discovery process are explained as below:

B.1 Implication Rules

For implication rule mining, we used translated the
existing set of implication rules provided by (Wang
et al., 2015; Fatemi et al., 2019). The translated
rules were manually validated by local domain ex-
perts.

Data #Edits 2-hop 3-hop 4-hop Total
1 2454 855 446 3755
2 2425 853 467 3745

MQUAKE-CF-AR 3 827 455 1282
4 436 436
All 4879 2535 1804 9218

MQUAKE-T-AR 1 (All) 1421 445 2 1868
MQA-AEVAL 1 (All) 209 10 10 229

Table 4: Statistics of data sets.

B.2 Compositional Rules

For compositional rule mining, we use RNN-
Logic (Qu et al., 2020) as our mining tool, to extract
a set of compositional logic rules (ΨC) over Ara-
bic Wikipedia3. After rule mining, we use rule’s
support threshold (AΨC

) as a criterion for rule se-
lection.

C Additional Experimental Settings

C.1 Dataset

For experimental evaluation, we curate an Ara-
bic dataset named: MQA-AEVAL encompassing
information about recent events in the Arabian
Peninsula. Apart from that, we also use existing
knowledge editing benchmarks under single-hop
and multi-hop settings. These data sets were trans-
lated to the Arabic language followed by validation
from native speakers. The statistics of the data set
are given in Table 4, their details are as follows:
(i) MQUAKE-AR. MQUAKE-AR is the Arabic
translated data of the o riginal MQUAKE data
by (Zhong et al., 2023). We translate both com-
ponents of MQUAKE, i.e., MQUAKE-CF and
MQUAKE-T. MQUAKE-CF-AR include 3,000
k-hop questions (k ∈ 2, 3, 4) based on counter-
factual editing. MQUAKE-T-AR is based on real-
world knowledge changes to construct edit, but not
given time scope. The statistics of data set is given
in Table 4. For data translation, we use a semi-
automated pipeline similar to the one used by (Pieri
et al., 2024), i.e., using a two step process: (i) itera-
tive translation and scoring using LLMs (e.g., Chat-
GPT), (ii) manual refinement of low scored sam-
ples as well as random samples from high-scoring
samples.
(ii) MQA-AEVAL. Given that MQA-KEAL is
focused on knowledge editing and correspond-
ing multi-hop question answering for Arabic lan-
guage. Thus, in order to rigorously test the per-
formance of MQA-KEAL, we curated a new data
set, namely: Multi hop Question Answering under

3https://dumps.wikimedia.org/arwiki/

https://dumps.wikimedia.org/arwiki/
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knowledge editing for Arabic-region EVALuation
(MQA-AEVAL) The statistics of data set is given in
Table 4. An instance of MQA-AEVAL is illustrated
in the following example:
Example. An example instance of our newly gen-
erated data MQA-AEVAL is shown in Figure 4,
given below.

Figure 4: An example illustration of MQA-AEVAL.

C.2 Baseline Models

The details about the baseline models are provided
as follows:

(i) Fine-tuning (FT). It uses updated/edited
knowledge to fine-tune the model parameters
through gradient descent (Zhu et al., 2020).

(ii) ROME. ROME is based on the assumption
that knowledge is stored in the feed-forward layers
of transformer network. And, we can incorporate
new knowledge in the model by simply locating
and updating the parameters of these layers (Meng
et al., 2022a).

(iii) MEMIT. MEMIT extends ROME by allow-
ing a multi-edit scenario by editing multiple layers
of model (Meng et al., 2022b).

(iv) MeLLo. MeLLo is a memory-based system
to store the edited facts in an explicit memory, and
prompts LLM to generate final response consistent
with the edited facts (Zhong et al., 2023).

C.3 Large Models

We use existing Arabic centric language models

(a) GPT-3.5-TURBO-INSTRUCT. GPT-3.5-
TURBO-INSTRUCT is released by Open-AI4, in
November 2023. This model uses a context

4https://platform.openai.com/

window of 16,385 tokens and is trained till on
a training data with a cut-off date of September,
2021.

(b) Jias-13B. Jias-13B is a state-of-the-art
Arabic-centric generative language model trained
on a mixture of Arabic, English and programming
languages text (Sengupta et al., 2023). We use
foundation model with 13 billion parameters.

(c) AceGPT-13B. AceGPT-13B is an attempt to
incrementally pre-train existing LLMs using Ara-
bic data to incorporate Arabic grammar, culture
and values (Huang et al., 2023b). We use 13 billion
variant for foundation model.

C.4 Evaluation Metrics

Details about the evaluation metrics and their math-
ematical formulation are provided as follows:
(a) Multi-hop Accuracy (M-Acc). M-Acc is used
to compute the accuracy of the language models
on multi-hop questions. For M-Acc, we use the
same settings as Zhong et al. (2023). Formally,
given a data instance d = (E , q, o, o∗,P,P∗), the
calculation formula for M-Acc for the base model
f(·) is as follows:

1

∨
q∈Q

[f(q) = o]

 . (4)

Likewise the M-Acc for the edited model f∗(·) is
computed as:

1

∨
q∈Q

[f∗(q) = o∗]

 . (5)

(b) Hop-wise Accuracy (H-Acc). H-Acc is used
to compute the correctness of the intermediate rea-
soning paths for MQA-KE. In order to compute
H-Acc, we follow the same settings as outlined
by Gu et al. (2023). Given edited knowledge path
P∗, we define H-Acc as:

1

 ∧
(s,r,o∗)∈P∗

[f∗(s, r) = o∗]

 . (6)

D Additional Experimental Results.

D.1 Number of Hops

We also compute the M-Acc for MQA-KEAL un-
der varying numbers of hops. For this, we report

https://platform.openai.com/
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the performance of MQA-KEAL for MQUAKE-
T-AR. Corresponding results in Table 5 compared
against the baseline models show that the baseline
models experience a rapid decline in performance
especially as the number of hops are greater than or
equal to four (≥ 4). On the contrary MQA-KEAL

yields relatively stable model performance with the
increase in the number of hops.

# Hops= 2-hop 3-hop 4-hop
MeLLo 85.67 75.67 23.45
MQA-KEAL 92.17 82.25 64.14

Table 5: M-Acc results for MQA-KEAL vs best per-
forming baseline model using MQUAKE-T-AR and
GPT-3.5-TURBO-INSTRUCTfor 1-edited cases under
varying number of hops.

D.2 Performance for English Language
We also compared the end-performance of MQA-
KEAL for English language. Corresponding re-
sults of MQA-KEAL and MQUAKE-T data set
compared against MeLLo (Zhong et al., 2023) are
shown in Table 6. These results show MQA-KEAL

outperforms MeLLo across both metrics (M-Acc,
H-Acc) by a significant margin.

Method
MQUAKE-T

1-edited 100-edited 1868-edited

M-Acc H-Acc M-Acc H-Acc M-Acc H-Acc
GPT-3.5-TURBO-INSTRUCT

MeLLo 77.58 71.13 82.10 74.51 73.77 55.41
MQA-KEAL 90.13 82.85 87.02 81.15 79.73 71.78

Table 6: Performance comparison of MQA-KEAL com-
pared against MeLLo (Zhong et al., 2023) for English
language. For these results, we consider a batch of k
instances, i.e., k ∈ {1, 100, 1868} for MQUAKE-T.
We boldface the best scores.
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E.1 Prompts for Task Decomposition (Trelation)
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E.2 Prompts for Querying Target Model Tquery
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