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Abstract

This paper presents the contributions of Charles
University teams to the WMT24 General Trans-
lation task (English to Czech, German and Rus-
sian, and Czech to Ukrainian) and the WMT24
Translation into Low-Resource Languages of
Spain task. Our most elaborate submission,
CUNI-MH for en2cs, is the result of fine-tuning
Mistral 7B v0.1 for translation using a three-
stage process: Supervised fine-tuning using
QLoRA, Contrastive Preference Optimization,
and merging of model checkpoints. We also de-
scribe the CUNI-GA, CUNI-Transformer and
CUNI-DocTransformer submissions, which are
based on our systems from the previous year.

Our en2ru system CUNI-DS uses a similar first
stage as CUNI-MH (QLoRA for en2cs) and
follows with transfer learning for en2ru.

For en2de (CUNI-NL), we experimented with
an LLM-based speech translation system, to
translate without the speech input.

For the Translation into Low-Resource Lan-
guages of Spain task, we performed QLoRA
fine-tuning of a large LLM on a small amount
of synthetic (backtranslated) data.

1 Introduction

This paper describes the CUNI submissions to the
WMT24 General Translation task (from English to
Czech, German and Russian, and from Czech to
Ukrainian) and the Translation into Low-Resource
Languages of Spain task.

Our underlying goal for this year was to test the
applicability of primarily small open-source LLMs
to the languages of interest, and we also provide
our English-to-Czech systems from the previous
years for comparison.

The setups for the various target languages differ
considerably in the methods used. Table 1 provides
an overview of the individual system highlights. In
Section 2, we detail the basic building steps and
methods across our systems (not all setups use all

of them). Section 3 describes the training and de-
velopment data used across the target languages.
In Section 4, we evaluate the systems and com-
pare their results with various available baselines
and benchmarks. Section 5 summarizes our future
plans, and we conclude in Section 6.

2 Methods

For the CUNI-MH submission, we fine-tuned Mis-
tral 7B v0.1 (Jiang et al., 2023) using three stages:

1. Supervised fine-tuning on CzEng 2.0 training
dataset (Kocmi et al., 2020)1, see Section 2.3.

2. Contrastive Preference Optimization (Xu
et al., 2024b), see Section 2.4.

3. Averaging model checkpoints (Utans, 1996;
Wortsman et al., 2022; Gueta et al., 2023), see
Section 2.5.

CUNI-Transformer and CUNI-DocTransformer
are the same systems as submitted last year (Jon
et al., 2023), relying on standard NMT training
with Block backtranslation (Section 2.1) and op-
tionally document-level training (Section 2.2).

For CUNI-GA, in English-to-Czech, we used
outputs from CUNI-Transformer and a genetic al-
gorithm to combine and modify them, again in the
same way as previous year (Section 2.8; Jon et al.,
2023; Jon and Bojar, 2023). For coincidentally
identically called CUNI-GA submission in Trans-
lation into Low-Resource Languages of Spain task,
we fine-tune larger LLMs (Command-R and Aya-
23), without applying the genetic algorithm.

For the CUNI-NL system, we fine-tuned Llama 2
7B (Touvron et al., 2023) for the speech translation
task, while also adapting it for text-only translation
at the same time; see Section 2.6.

Finally CUNI-DS starts as step 1 of CUNI-MH
but continues with transfer learning to target Rus-
sian instead of Czech, see Section 2.7.

1http://ufal.mff.cuni.cz/czeng/
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Task CUNI-* Model Initial LLM SFT Data SFT Highlights (§2.3) Final Stages
cs2uk Transformer - Opus, CzEng BlockBT §2.1 -
en2cs DocTransformer - CzEng 2.0 BlockBT §2.1, doc-

level §2.2
-

en2cs GA - - - GA §2.8
en2cs MH Mistral 7B v0.1 CzEng 2.0 QLoRA, Packing,

AdamW
CPO §2.4; Checkpoint
Merging §2.5

spa GA Command-R,
Aya

PILAR BT QLoRA -

en2de NL HuBERT,
Llama-2-7b

MuST-C Text-only use of a speech translation system §2.6

en2ru DS Mistral 7B v0.1 CzEng, Yandex,
News Commen-
tary

Transfer from en2cs
§2.7

-

Table 1: Overview of CUNI systems in WMT24 General Translation task and Translation into Low-Resource
Languages of Spain task (spa). Systems in the upper part of the table are our last year’s baselines. §· refer to the
methods in Section 2.

2.1 BlockBT

For training CUNI-Transformer and CUNI-
DocTransformer, we used iterated Block backtrans-
lation (BlockBT) (Popel, 2018; Popel et al., 2020;
Gebauer et al., 2021; Jon et al., 2022) in a standard
Transformer (Vaswani et al., 2017) NMT training
from scratch. The BlockBT method organizes the
training data, so that the model can optimize the bal-
ance between authentic English-to-Czech parallel
texts (exhibiting more translationese artifacts) and
synthetic data created by back-translating Czech-
only texts) by averaging eight checkpoints reflect-
ing more of the former or the latter domain. The use
of eight checkpoints for averaging is derived from
the original paper (Popel, 2018) and a study on
hyperparametrs for training Transformers (Popel
and Bojar, 2018).

2.2 Document-level training

The approach for training CUNI-DocTransformer
is described in Popel et al. (2019). Starting with the
initial sentence-level model (CUNI-Transformer),
we continued training on sequences of consecu-
tive sentences coming from a coherent text with
at most 3000 characters, where both sides (en and
cs) have the same number of sentences. The sen-
tences are separated by a special token in each of
the languages.

2.3 Supervised fine-tuning (SFT)

For the CUNI-MH submission, we used 4-bit
QLoRA (Dettmers et al., 2023) with a large LoRA
rank of r = 512. We used a batch size of 32, a
learning rate of 2e − 5, 20 warm-up steps, 8-bit
AdamW (Loshchilov and Hutter, 2019) optimizer

and weight decay of 0.01. We also used a scheduler
with linear learning rate decay. Starting from the
freely available Mistral 7B v0.1 model, we trained
in a language modeling fashion on individual sen-
tences, calculating the loss on each token. To re-
duce the number of padding tokens, we also used
packing: examples are concatenated with the EOS
token as a separator to achieve a total sequence
length of 1000. In Appendix A, we present our
translation prompt template and example of its pro-
cessed form with packing as used during training.

We trained for a single epoch on the authentic
part of CzEng 2.0. In Figure 1, we show how the
performance of the model develops during the first
stage, starting from 100 steps. A notable observa-
tion is that the COMET22 and COMETKIWI22
scores seem to plateau relatively early, despite the
evaluation loss steadily decreasing, while BLEU
seems to be steadily increasing. This appears to be
consistent with the results presented by Xu et al.
(2024a), although we suspect it could also be the
result of insufficient regularization.

For training, we used the HuggingFace Trans-
formers and TRL libraries by Wolf et al. (2020)
and von Werra et al. (2020). We also used the Un-
sloth library,2 which provides speed and VRAM
optimizations to Transformers and TRL libraries.

Another of our submissions that made use of a
pre-trained LLM and SFT was CUNI-GA in the
Translation into Low-Resource Languages of Spain
task. We used 4-bit QLoRA with the rank of r = 16
and the learning rate of 4e− 4 for fine-tuning the
pretrained Command-R model, and 1e− 3 for fine-
tuning the Aya model, with an effective batch size

2https://github.com/unslothai/unsloth/
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Figure 1: CUNI-MH Stage 1 – metrics during training.

of 32 and an AdamW optimizer with the weight
decay value of 0.001.

2.4 Contrastive Preference Optimization
(CPO)

CPO is a fine-tuning method introduced by Xu et al.
(2024b) as an approximation of Direct Preference
Optimization (Rafailov et al., 2024).

The goal of CPO is to fine-tune the model to
directly optimize for preferences between trans-
lation candidates, rather than just optimizing the
likelihood of the reference translations.

From a high-level point of view, the main differ-
ence between using SFT and CPO for translation
is that for a given source text, we need two transla-
tions: preferred and dis-preferred. This means that
the training dataset consists of triplets, rather than
pairs as is typical for supervised training of NMT.
For a more detailed description of the dataset we
used and how it was created, see Section 3.2.

To apply CPO during the second stage of CUNI-
MH training, we started two separate training runs
from models we created during the first stage. One

of the runs starts from model 3 and the other from
model 4 in Table 2.

We selected these models because they had
the best COMET22 and COMETKIWI22 scores
among the models we had available at the time,
when evaluated on the sentence-level WMT22 vali-
dation set.

Because we wanted to use a smaller LoRA rank
size comparable to those used in the original paper
(Xu et al., 2024b), we merged LoRA adapters with
the quantized model into a 16-bit model and added
new, smaller adapters.

We trained for two epochs with the following pa-
rameters: LoRA rank r = 32, LoRA α = 64, CPO
β = 0.1. We trained two separate runs, starting
from the checkpoints mentioned earlier. Similarly
to the SFT stage, we used 8-bit AdamW, this time
without learning rate decay. Our GPU memory
capacity was limiting us to the batch size of 4, so
to compensate, we used 64 gradient accumulation
steps to simulate a larger effective batch size of
256.
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Stage ID Model Checkpoint COMET22 COMETKIWI22 BLEU
0 Mistral 7B v0.1 5-shot 67.16 59.79 17.35

1 1
SFT from 0

16000 85.59 79.04 33.46
1 2 24000 86.10 79.40 34.35
1 3 103000 85.80 78.85 35.32
1 4 SLERP merge of 1 and 2 86.16 79.44 35.15
2 5 CPO from 4 150 89.76 82.71 32.56
2 6 CPO from 3 100 89.93 83.04 34.43
2 7 CPO from 0 400 83.21 76.54 18.33
3 8 Linear merge of 5 and 6 90.21 83.16 36.52

Table 2: CUNI-MH’s training stages, models and their sentence-level scores on WMT23 (test set). The final
CUNI-MH submission 8 is in bold.

Checkpoints were saved every 50 steps3

and evaluated on the validation test set using
COMETKIWI22. The performance peaked around
checkpoint 150 for the first run, leading us to con-
clude that further training beyond 2 epochs was
unnecessary. However, we acknowledge that the
training parameters may not be optimal and could
potentially be tweaked further for better results.

2.5 Checkpoint merging

To further improve the performance of the CUNI-
MH model, we experimented with two methods
for merging model weights: linear interpolation
(Utans, 1996) and spherical linear interpolation
(SLERP, Shoemake, 1985) in different training
stages.

In particular, after the SFT stage, we merged two
promising checkpoints from the same training run
using SLERP, which led to a small improvement in
all metrics, as can be seen by looking at model 4
in Table 2.

After the CPO stage, we once again experi-
mented with model merging, this time we merged
the best performing checkpoints from two different
CPO training runs. This led to a further modest im-
provement in all COMET22, COMETKIWI22 and
BLEU metrics, as shown by model 8 in Table 2.

For model merging using both SLERP and lin-
ear interpolation, we used the mergekit library by
Goddard et al. (2024).

2.6 SFT from Speech Translation System
(SFTSpeech)

The CUNI-NL system was adapted from a speech
translation system, which features a frozen Hu-

3Resulting in total of 7 checkpoints for each of the two
runs.

BERT component (Hsu et al., 2021) and the Llama
2 7B (Touvron et al., 2023) LLM.

The original speech translation system applied
the CTC collapsing strategy to extract the speech
hidden features; these features would subsequently
be given as the prompt to a LLM to generate the
ASR transcription and its corresponding translation
simultaneously.

For the purposes of the General Translation Task,
we avoid any audio features during inference and
directly prompt the LLM with the source language
text. We expect the LLM to translate using that only
information. The motivation for this experiment
was to check if a LLM-based speech translation
system remains versatile enough to support text-
only translation.

The original speech translation system was a
fine-tuned LLM using 4-bit QLoRA (Dettmers
et al., 2023) adapters, with the rank of r = 8 and
alpha of α = 8. Other training hyperparameters
included the batch size of 1, the learning rate of
1e− 4 with 10 warmup steps, and an AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a cosine
scheduler (Loshchilov and Hutter, 2017).

2.7 SFT for Transfer Learning

We used transfer learning across languages in the
CUNI-DS system for English-to-Russian, transfer-
ring from English-to-Czech system.

2.7.1 Phase 1: en2cs Training
In the first phrase, we proceeded very similarly as
described in Section 2.3. We started with the 4-
bit quantized Mistral 7B v0.1 model (Jiang et al.,
2023) and trained it using QLoRA (Dettmers et al.,
2023) with a rank of 64 and an alpha of 128. The
training followed Alpaca-like (Taori et al., 2023)
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instructions, with 20 warmup steps, a learning rate
of 2e−5, weight decay of 1e−2, and a cumulative
batch size of 32.

The model was trained on CzEng 2.0 for 24
hours, with segments packed into chunks of 2048
tokens. The final checkpoint was selected for the
next phase.

2.7.2 Phase 2: en2ru Fine-Tuning
The model was then fine-tuned for en2ru transla-
tion using the Yandex Corpus for sentence-level
data and the News Commentary v18.1 dataset for
paragraph-level data. The datasets were shuffled
and concatenated, and fine-tuning was conducted
under the same conditions as the first stage, lasting
24 hours.

2.8 Genetic algorithm
For the CUNI-GA submission in English-to-Czech,
we used a genetic algorithm to combine and mod-
ify n-best lists (Jon and Bojar, 2023) produced
by CUNI-Transformer (at the sentence level), in
the same manner as in Jon et al. (2023). We
combined 5 metrics for the fitness function by a
weighted average: BLEU (Papineni et al., 2002),
chrF (Popović, 2015), wmt22-comet-da (Rei et al.,
2022a), wmt22-cometkiwi-da (Rei et al., 2022b)
and wmt23-cometkiwi-da-xl (Rei et al., 2023). The
reference-based metrics use MBR decoding (Fre-
itag et al., 2022) in place of the unknown reference.

3 Data

This section details the dataset used across the vari-
ous training steps and language pairs.

3.1 SFT dataset
3.1.1 English-Czech
For the first stage of the CUNI-MH training, we
used the authentic part CzEng 2.0. We did not use
any preprocessing, except for applying the prompt
template and packing described in Appendix A.

3.1.2 English-German
The CUNI-NL system was trained using the MuST-
C dataset (Cattoni et al., 2021), a large multilingual
corpus built from English TED Talks, containing
the audio data, the English transcription of such
audio, with its translation in multiple languages.
Specifically, we used the en2de subset, consisting
of approximately 400 hours of speech data.

During training, we randomly took 25% of the
dataset, in which the input was the source transcript

itself, instead of the audio features, so that the sys-
tem could know how to translate from text-only
data.

We trained the system for two epochs, both
checkpoints of which were then used for evaluating
against the WMT23 test set.

3.1.3 English-Russian
The initial phase of CUNI-DS system training
(en2cs) utilized the first million segments from the
CzEng 2.0 (Kocmi et al., 2020) dataset. In the sec-
ond phase (en2ru), a combination of the Yandex
Corpus4 and the News Commentary v18.15 dataset
was used, with the latter segmented into chunks of
10 sentences each.

3.1.4 Translation into Low-Resource
Languages of Spain

For the Translation into Low-Resource Languages
of Spain task, we backtranslated the literary part
(literary.txt) of the PILAR dataset (Galiano-
Jiménez et al., 2024) into Spanish using Apertium
(Forcada and Tyers, 2016), resulting in 230k, 25k
and 24k sentence pairs for Aranese, Aragonese
and Asturian, respectively. For Aranese, we also
backtranslated the Aranese side of the parallel part
of the corpus, while keeping the paragraphs whole
up to the length of 30 sentences, resulting in 726k
sentences in 4329 documents. To make use of the
paragraph-level context, we employed a context-
aware prompt shown in Appendix B.

3.2 CPO dataset

To create a dataset for CPO (Section 2.4), we need
triplets: source segment, preferred output and dis-
preferred output. We construct these triplets at
the paragraph level (i.e. several sentences con-
catenated into a single segment) but sentence-level
processing, inspired by the approach of (Xu et al.,
2024b), is used in the preparation as described be-
low.

Given a source segment, we select both preferred
and dis-preferred translation from three candidates:
our stage 1 output, our last year’s constrained sys-
tem and human reference. Our approach ensures
that we still satisfy the requirements for a con-
strained submission.

Our CPO source segments (and their corre-
sponding manual reference translations) are ran-

4https://translate.yandex.ru/corpus?lang=en
5https://data.statmt.org/news-commentary/v18.

1/
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Source text Preferred translation Dis-preferred translation
E6 goes further north along the west
coast and through Norway to the
Norwegian town Kirkenes at Barents
Sea.

E6 pokračuje dále na sever podél
západního pobřeží a přes Norsko do
norského města Kirkenes u Barentsova
moře.

E6 pokračuje dále na sever podél
západního pobřeží a přes Norsko do
norského města Kirkenes v Barentsově
moři.

He became seriously ill in October
1914 and retired.

V říjnu 1914 vážně onemocněl a
odešel do důchodu.

V říjnu 1914 ∅ onemocněl a odešel do
důchodu.

This was published in June 1925, in a
special issue of Poetry magazine.

Tato báseň byla publikována v červnu
1925 ve speciálním vydání časopisu
Poetry.

Ta vyšla v červnu 1925 ve zvláštním
čísle časopisu Poezie.

This convention has been ratified and
acceded to by Ghana.

Tuto úmluvu ratifikovala a přistoupila
k ní Ghana.

Tato úmluva byla ratifikována a
přistoupena k ní Ghana.

Table 3: Short examples from the CPO dataset. Errors (underlined) are, resp.: Kirkenes located in Barents Sea;
missed the adverb seriously; and grammatically inacceptable form of passivization mentioning the subject Ghana.
The third example’s dis-preferred translation does not mention the detail that we are referring to a poem (“báseň”),
although this fact is not explicit in the source either; other lexical variations are minor.

domly sampled documents from CzEng 2.0, a
total of 47257 documents containing 200k sen-
tences. We then used the best checkpoint from
stage 1 (see model 4 in Table 2) together with our
constrained model from the previous year, CUNI-
DocTransformer, to generate translations for the
samples.6

Because we want to consider the manual transla-
tion as one of the candidates for the (dis-)preferred
translation, we cannot use it as the reference to
select the better candidate. Therefore, we use the
reference-free wmt20-comet-qe-da7 model to rank
the translations, selecting the one with the highest
score as the preferred one and the one with the
lowest score as the dis-preferred one.

Note that wmt20-comet-qe-da scores individual
sentences, not complete paragraphs, so we do this
for each sentence in the sampled dataset, while
giving all preceding sentences in the corresponding
document (as translated by the given system) as a
context (DocCOMET, Vernikos et al., 2022).

Since this DocCOMET approach is currently
not supported by the COMET project8 for newer
model architectures, such as those used by
COMETKIWI22 and XCOMET, we have not tried
to build the data set using these newer models.

To arrive back at paragraph-level segments for
CPO, we concatenate all the sentences in each orig-
inal document. The result is a dataset consisting of
47k paragraph-level triplets for CPO. Each triplet
consists of the paragraph in source language and

6For clarity, we note that we create only one CPO dataset,
using translations by 4 , and we apply the CPO method using
this dataset three times, starting from three different models,
see Table 2.

7https://huggingface.co/Unbabel/
wmt20-comet-qe-da

8https://github.com/Unbabel/COMET

two translations: preferred9 and dis-preferred.10

Due to the sentence-level selection, both preferred
and dis-preferred translations may actually mix sen-
tences from each of the three seed translations: hu-
man, our CUNI-DocTransformer and CUNI-MH
Stage 1. We leave the analysis of document-level
errors that arise in this process for future.

In Figure 2, we show which sentences were se-
lected as preferred and dis-preferred. Note that
this comparison is done on sentence-level, because
the resulting paragraph-level examples can be com-
posed of sentences from different sources. Interest-
ingly, reference sentences were scored lowest by
wmt20-comet-qe-da most frequently. We also show
a few short examples from our dataset in Table 3.
During training, the source sentences are formatted
with the prompt template shown in Appendix A,
similarly to how they are handled in the SFT stage
Section 2.3.

We are aware that there are several potential is-
sues with our method of preparing the dataset. First,
there is a reason to be concerned about potential
overfitting to a given metric (wmt20-comet-qe-da
in our case) used to select the sentences. Second,
our stage 1 CUNI-MH model did the translation
in sentence-level fashion, potentially disregarding
the relevant context. Third, we select sentences for
preferred vs. dis-preferred class considering their
preceding source-side context and their preceding
target-side context as translated by the candidate
system, not as selected so far within the document.
This leaves document-level properties both in the
positive and negative cases unhandled. Ideally, the
preferred paragraph would avoid also any contex-
tual errors, and for the dis-preferred paragraph, we

9Sometimes also called chosen or positive example.
10Sometimes also called rejected or negative example.
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Model COMET22 COMETKIWI22 BLEU
CUNI-Transformer 87.19 80.45 41.44
CUNI-DocTransformer 88.29 81.32 42.47
CUNI-GA 90.78 84.43 43.27
GPT4-5shot 89.36 82.82 37.76
CUNI-MH 90.21 83.16 36.52

Table 4: CUNI-MH’s sentence-level scores on the en2cs WMT23 test set. Other systems’ scores are taken from
WMT23’s automatic evaluation results.

Model COMET22 COMETKIWI22 BLEU
CUNI-Transformer 81.13 68.24 42.27
CUNI-DocTransformer 83.52 70.69 43.29
CUNI-GA 86.15 73.56 43.83
GPT4-5shot 85.45 72.57 38.45
CUNI-MH k = 1 87.35 73.30 37.47
CUNI-MH k = 8 87.73 74.82 35.42

Table 5: CUNI-MH’s document-level scores on the en2cs WMT23-para test set. k denotes how many sentences at
most are translated together in one chunk. The CUNI-MH final submission is in bold.

Figure 2: CPO dataset - sources of preferred and dis-
preferred translations.

could construct worse translations in two ways: (1)
using worse individual segments, as we do, and (2)
combining better or worse individual segments in a
way that purposefully damages paragraph context.
Fourth, because we sampled uniformly from the
CzEng 2.0 documents, our final dataset actually has
a large number of documents, namely 24744 out of
41835, that only consist of a single sentence. We
opted for a trivial sampling because we were con-
cerned that naive solutions aiming at having more
longer documents could potentially have a negative
impact on the diversity of the dataset, however this
is something we would like to address in the future.

All in all, we believe that there is potential to

make subsequent iterations of the dataset higher
quality by alleviating some of these concerns.

3.3 Validation and test datasets

During training of CUNI-MH, we used the
WMT22 test set as the validation data set and the
WMT23 test set as the test data set. In particular,
we used WMT22 when selecting the best check-
points and hyperparameters and only used WMT23
to estimate the final performance compared to base-
lines.

To prepare for paragraph-level evaluation, we
also concatenated all the sentences in each docu-
ment to a long paragraph, creating what we call
WMT22-para and WMT23-para data sets. For
CUNI-GA in English-to-Czech, we did not use
validation sets, we did not compare the possible
configurations on validation set, we chose the pa-
rameters based on our experience. For CUNI-GA
in Translation into Low-Resource Languages of
Spain, we use FLORES+ validation set (NLLB
Team et al., 2022).

4 Evaluation

4.1 English-Czech

We show the sentence-level metrics on the WMT23
test set for the CUNI-MH system in Table 4 and the
document-level metrics on the WMT23 test set in
Table 5. We used greedy decoding for this system.

Since our preliminary experiments on WMT22-

238



Submission WBLEU WCHRF WCMT22 WQE22 WQE23−XL CHRF BLEU QE22 QE23-XL MetricX

CUNI-Transformer - - - - - 57.3 29.3 X 0.614 4.3
CUNI-GA 0.1 0.1 0.4 0.4 0 56.4 29.5 0.819 0.658 -
CUNI-GA 0 0 0.5 0.5 0 55.5 26.5 0.827 0.650 -
CUNI-GA 0 0 0.5 0 0.5 54.8 25.6 0.797 0.726 3.7

Table 6: Paragraph-level scores on WMT24 test set for the CUNI-GA submission, primary submission in bold.
CUNI-Transfomer was used to produce the n-best lists which are combined and modified for the CUNI-GA
submission.

Model COMET22 COMETKIWI22 BLEU
Baseline 24.04 28.55 0.20
CUNI-NL (epoch=1) 81.07 77.23 29.61
CUNI-NL (epoch=2) 80.90 77.51 30.75

Table 7: CUNI-NL’s sentence-level scores on the en2de WMT23 test set.

para showed that our model did not handle longer
paragraphs or documents well, we used sentence-
splitter from Moses11 to split segments into sen-
tences. We then concatenate these sentences into
chunks of up k, which we translate together as a
whole. We then concatenate all the chunks to the
original segments.

By testing our model on the WMT22-para vali-
dation dataset, we chose to use k = 8 for our final
submission to optimize for the highest COMET22
and COMETKIWI22 scores. This can also be seen
in Table 5, where the model with k = 8 has better
COMET22 and COMETKIWI22 scores than the
one with k = 1, at the cost of worse BLEU score.

The submitted CUNI-MH system also seems to
perform well according to the preliminary auto-
matic rankings, where it surpasses most of our sys-
tems from previous years and closely matching the
performance of another of our systems, CUNI-GA.
These results are shown in Table 8.

However, since both systems use COMET or
COMETKIWI metrics during either training or in-
ference, raising potential concerns about overfit-
ting, we are also awaiting the results of human
evaluation (Kocmi et al., 2024).

We also tried to use CPO with our new dataset
to train the base Mistral model directly, skipping
the supervised fine-tuning stage. The results are
shown in Table 2, see 7 , which is the best perform-
ing checkpoint of the training run, according to its
COMETKIWI22 score on the validation dataset. It
can be seen that the performance of this model is
significantly worse in all metrics, so the SFT stage

11Wrapped by https://pypi.org/project/
mosestokenizer/

seems necessary in our setting.
We have also submitted CUNI-Transformer and

CUNI-DocTransformer systems from previous year
to provide reasonable constrained baselines for our
newer models.

The CUNI-GA in this task submission combines
hypotheses from CUNI-Transformer n-best lists
created with beam sizes 4, 10 and 25 for each sen-
tence. The resulting 39 translation candidates were
processed by the genetic algorithm. The fitness (ob-
jective) function was a weighted combination of 5
metrics: BLEU, chrF, wmt22-comet-da (CMT22 in
Table 6), wmt22-cometkiwi-da (QE22) and wmt23-
cometkiwi-da-xl (QE23-XL). The weights and the
obtained scores (chrF, BLEU, QE22, QE23-XL and
MetricX (Juraska et al., 2023)) on the WMT24 test
set are shown in Table 6. We did not use a develop-
ment set due to high computational requirements
of this approach, the weights are chosen based on
our previous experience. An expected conclusion
is that our approach allows us to easily optimize
for the fitness metrics, which can be seen by com-
paring the QE23-XL scores of baseline translations
(first row) and the score of the translations directly
optimized for this metric (last row).

4.2 Czech-Ukrainian
We will add results for the Czech-Ukrainian sub-
mission in the camera-ready version.

4.3 English-German
For the CUNI-NL submission, we performed in-
ference using the beam search algorithm, with the
beam size of 2 for both checkpoints. We evaluated
the performance of the two checkpoints of this sys-
tem (as trained for speech translation), after epoch

239

https://pypi.org/project/mosestokenizer/
https://pypi.org/project/mosestokenizer/


English-Czech

System Name AutoRank ↓ MetricX ↓ CometKiwi ↑ Human evaluation?

Unbabel-Tower70B 1.0 1.8 0.732 ✓

Claude-3.5 § 2.1 2.4 0.693 ✓

CUNI-MH 2.1 2.3 0.690 ✓

CUNI-GA 2.3 3.7 0.726 ✓

Gemini-1.5-Pro 2.6 2.8 0.678 ✓

GPT-4 § 2.6 2.9 0.682 ✓

IOL-Research 2.8 3.0 0.676 ✓

ONLINE-W 2.8 2.8 0.669 ✓

CommandR-plus § 2.9 2.9 0.669 ✓

SCIR-MT 3.2 3.3 0.664 ✓

TranssionMT 3.5 3.5 0.655
ONLINE-A 3.6 3.4 0.648

Mistral-Large § 3.7 3.6 0.647
IKUN 3.9 3.7 0.638 ✓

ONLINE-B 4.0 3.9 0.640
Llama3-70B § 4.1 4.0 0.640 ✓

Aya23 4.3 4.0 0.630 ✓

CUNI-DocTransformer 4.4 4.0 0.621 ✓

IKUN-C 4.7 4.3 0.618 ✓

CUNI-Transformer † 4.7 4.3 0.614
ONLINE-G 5.7 5.2 0.592

NVIDIA-NeMo † 7.6 6.5 0.536
Phi-3-Medium § 15.0 11.4 0.305

TSU-HITs 19.5 16.6 0.235
CycleL2 24.2 19.5 0.077

CycleL 27.0 22.5 0.031

Table 8: Preliminary WMT24 General MT automatic ranking for English-Czech. Closed systems are highlighted
with a dark gray background, open systems with a light gray background, and constrained systems are shown on a
white background.
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1 and after epoch 2 of en2de MuST-C corpus, with
the latter performing better, so we chose it for the
final evaluation against the test set this year. The
results of the evaluation on the WMT23 test set are
shown in Table 7.

4.4 English-Russian

For the CUNI-DS submission, we ran the evalua-
tion on the paragraph level, i.e. the model needed
to output the translation of the whole input at once.
We used greedy decoding due to frequent emission
of repeated tokens (sometimes called “spasm” by
NMT practitioners) we observed with beam search.
The outcomes of the CUNI-DS system’s two-stage
training are presented in Tables 9 and 10.

4.5 Translation into Low-Resource Languages
of Spain

We compare Apertium and two open-source LLMs
– Aya-23-8B and Command-R (35B version, quan-
tized to 4 bits) – in translation from Spanish into
the other languages of the task. We show the scores
in Table 11. We fine-tuned both LLMs as a sin-
gle joint model for all the languages on the back-
translated literary data described in Section 3. We
present BLEU, chrF and COMET-22 scores of the
best-performing checkpoints after fine-tuning in
Table 12. We submitted the translations produced
using the Aya-23 model fine-tuned for 5000 steps.
While the results are at best comparable to Aper-
tium scores, we note that we only did a very light-
weight fine-tuning on synthetic (backtranslated)
data, which shows the potential of LLMs for trans-
lation into previously unsupported low-resource
languages related to a language present in the train-
ing data. For instance, we obtained improvement
from 46.7 to 70.2 ChrF (12.4 to 39.0 BLEU) in
Aragonese by fine-tuning on 24k backtranslated
sentence pairs from a different (literary) domain.

5 Future work

We have several ideas to improve the performance
of the future iterations of our CUNI-MH model:

• Longer sequences: During our SFT stage, we
trained on short sequences, mostly single sen-
tences. In the future, we would like to exper-
iment with training on larger sequences, so
that the model is able to handle longer inputs
in end-to-end fashion.

• Better CPO dataset: Our current dataset for
CPO (Section 3.2) was created without includ-
ing any filtering steps. The Stage 1 model we
used to create one kind of translation candi-
dates also translated in sentence-level fashion
only. We think there is potential to create a
higher quality dataset by using our final model,
ensuring all translations are done with para-
graph or document level context and possibly
investigating means of filtering out lower qual-
ity examples.

• Better QLoRA initialization: During our SFT
stage, we used the default initialization from
the original LoRA paper (Hu et al., 2021).
There are other initialization methods specif-
ically for the combination of LoRA adapters
and quantization, such as LoftQ (Li et al.,
2023) which seems to consistently perform
better for QLoRA. In the future, we would like
to evaluate using this initialization method.

• Monolingual pretraining stage: Xu et al.
(2024a) have shown promising results by in-
cluding a stage where they continue pretrain-
ing Llama 2 7B and Llama 2 13B models
on monolingual data covering their target lan-
guages. We think including such a stage be-
fore our SFT stage is worth considering in our
future models.

• Optimization of model merging: Our experi-
ments with checkpoint merging (Section 2.5)
were extremely sparse. In the future, we
would also like to evaluate SLERP and lin-
ear interpolation in comparable settings and
a broader range of possible combined models
(checkpoints from a single run vs. checkpoints
across different run branches).

6 Conclusion

In this paper, we presented the CUNI submissions
for the WMT24 General Translation task and the
Translation into Low-Resource Languages of Spain
task. Our primary focus was on using small open-
source language models for various language pairs
and providing comparisons with our systems from
previous years.

The CUNI-MH system for English-to-Czech
translation, based on Mistral 7B, showed promising
results, possibly because of its CPO stage which
led to a significant improvement of COMET and
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Dataset COMET22 COMETKIWI22 BLEU
WMT22 84.24 78.21 24.30
WMT23 75.33 74.81 21.63
WMT23-para 75.33 74.81 25.89

Table 9: CUNI-DS’s segment-level scores for the first stage (en2cs training and en2cs evaluation) across different
test datasets.

Dataset COMET22 COMETKIWI22 BLEU
WMT22 85.81 80.97 24.45
WMT23 85.89 81.02 22.30
WMT23-para 72.27 78.21 21.63

Table 10: CUNI-DS’s segment-level scores for the second stage (en2ru fine-tuning and en2ru evaluation) across
different test datasets.

Model COMET BLEU chrF

Apertium
Aragonese* 0.788 65.3 82.0
Aranese 0.623 37.8 59.9
Asturian 0.652 16.9 50.6

Command-R 4-bit
Aragonese 0.702 15.9 49.5
Aranese 0.576 4.5 33.3
Asturian 0.680 14.5 46.7

Aya-23
Aragonese 0.685 12.4 46.7
Aranese 0.535 4.1 31.8
Asturian 0.645 9.0 40.3

Table 11: Scores of the baseline models on FLORES+
dev set in translation from Spanish into the given lan-
guage. We note that the Aragonese part of the test set
was created by post-editing Apertium translation, which
is marked by the asterisk.

COMETKIWI scores, surpassing our previous sys-
tems. The model weights are available on Hugging-
face12.

Our other submissions explored various tech-
niques, such as transfer learning (CUNI-DS on
en2ru), adaptation from speech translation (CUNI-
NL on en2de) and creation of synthetic data using
backtranslation to evaluate the feasibility of using
LLMs for low-resource languages in the Transla-
tion into Low-Resource Languages of Spain task.

12https://huggingface.co/wmt24-cuni/CUNI-MH

Model COMET BLEU chrF

Command-R 4-bit (240)
Aragonese 0.779 37.9 69.7
Aranese 0.634 33.1 57.4
Asturian 0.699 15.3 49.0

Aya-23 (5000)
Aragonese 0.780 39.0 70.2
Aranese 0.632 35.0 58.1
Asturian 0.686 15.2 48.8

Table 12: Scores of the fine-tuned models on FLORES+
dev set in translation from Spanish into the given lan-
guage. Number of fine-tuning steps in the parentheses.
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A CUNI-MH Model Prompt Template
and Packing

We used the following prompt template for the
model, inspired by the one used in Alpaca (Taori
et al., 2023):

### Instruction:
Translate Input from English to Czech
### Glossary:

### Previous text:

### Input:
{source_text}
### Response:
{target_text}

The Glossary and Previous text sections were
not used for the current task, so we left them empty.
Since we trained only a single translation direction
this time, the instruction remains constant.

Below is a shortened example of the packed13

and tokenized training data, where <s> stands for
the beginning of sequence token, </s> stands for
the end of sequence token and \n stands for new-
line, the tokens are separated by spaces:
<s> ### Inst ruction : \n Trans late

Input from English to Czech
\n ### Gl oss ary : \n \n ### Pre
vious text : \n \n ### Input : \n It

had been bad enough , calling
Brother when she was with
him . \n ### Response : \n By lo
d ost z lé př iv ol at Br atra

, k dy ž byla s n ím . </s>
<s> ### Inst ruction : \n Trans late

Input from English to Czech
\n ### Gl oss ary : \n \n ### Pre
vious text : \n \n ### Input : \n To

do it now ? \n ### Response :
\n A le te ď ? </s> <s> ### Inst
ruction : \n Trans late Input from

English to Czech \n ### Gl oss
ary : \n \n ### Pre vious text :
\n \n ### Input : \n Here ? \n ###

Response : \n T ady ? </s>

13The packing itself is implemented by
TRL’s ConstantLengthDataset, see https:
//github.com/huggingface/trl/blob/
e3fe28ee1a8bfab9739f849759c93d56776376e2/trl/
trainer/utils.py#L431
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B CUNI-GA Model Prompt Template

We used the following prompt for context-aware
translation in the Translation into Low-Resource
Languages of Spain task, in order to make use of
document-level context, while still keeping align-
ment on the sentence level, necessary for the evalu-
ation:

We need to translate a single line from
conversation in Spanish into
{target_language}. This is the
conversation: {src_context}

The start of the conversation is already
translated into English: {prev_context}
Translate the following line from
{src_lang} to {tgt_lang}.

Be very literal, and only translate the
content of the line, do not add any
explanations: {src_line}
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