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1 Introduction

In order to draw generalizable conclusions about
the performance of multilingual models across lan-
guages, it is important to evaluate on a set of lan-
guages that captures linguistic diversity. Linguistic
typology is increasingly used to justify language
selection, inspired by language sampling in linguis-
tics (e.g., Rijkhoff and Bakker, 1998). In other
words, more and more papers suggest generaliz-
ability by evaluating on ‘typologically diverse lan-
guages’ (see Figure 1). However, justifications for
‘typological diversity’ exhibit great variation, as
there seems to be no set definition, methodology
or consistent link to linguistic typology. In this
work, we provide a systematic insight into how pre-
vious work in the ACL Anthology uses the term
‘typological diversity’. Our two main findings are:

1. What is meant by typologically diverse lan-
guage selection is not consistent.

2. The actual typological diversity of the lan-
guage sets in these papers varies greatly.

We argue that, when making claims about ‘ty-
pological diversity’, an operationalization of this
should be included. A systematic approach that
quantifies this claim, also with respect to the num-
ber of languages used, would be even better.

2 Systematic Annotation of Claims

We systematically investigate which papers make
claims regarding typological diversity, and which
languages they actually use. First, we retrieve!
all papers in the ACL Anthology that contain the
following search string in either the title or abstract:

* Equal contribution.

!Using the acl-anthology-py package:
https://github.com/mbollmann/acl-anthology-py.
Papers retrieved on December 11, 2023.
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Figure 1: Number of papers in the ACL Anthology
claiming a ‘typologically diverse’ set of languages over
the years.
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Examples of this are not only fypologically di-
verse, but also typologically maximally diverse lan-
guage and typologically and genetically diverse
languages. In total, this retrieves 140 papers, with
the earliest being published in 2002, and the most
recent being published in 2023. It contains papers
from conferences (e.g., *ACL, EMNLP), journals
(e.g., TACL, CL) and workshops (e.g., SIGTYP,
SIGMORPHON).

We manually annotate whether these papers con-
tain a claim regarding the typological diversity of
their language selection. An example of such a
claim is: “we evaluate on a set of ten typologically
diverse languages” (Pimentel et al., 2020). A paper
does not make a claim if it describes related work
that claims to use ‘a diverse typological test set’,
for instance. Our annotation is done separately by
two annotators (the first two authors). We calculate
inter-annotator agreement and retrieve a Cohen’s
of 0.64 (‘substantial agreement’). After resolving
the disagreements, we are left with 103 papers that
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contain a claim, which we use for our analysis. For
every such paper, we annotate which languages are
actually included in their selection. We normalize
these to ISO-639-3 codes.

3 Justifications of Typological Diversity

We find that there is great variation in justifications
for typological diversity claims. Some papers ex-
plain typological diversity through genealogy. For
instance, Xu et al. (2022) “select 24 typologically
different languages covering a reasonable variety
of language families” and Zhang et al. (2023) cre-
ate a dataset consisting of “[18] languages that are
both typologically close as well as distant from 10
language families and 13 sub-families” .

Other papers use a selection of typological fea-
tures, for instance, Mott et al. (2020) mention that
“the nine languages in our corpus cover five pri-
mary language families (... ), and cover a range
of morphological phenomena including suffixation,
prefixation, (...)”. Some papers also mention ty-
pological databases in their language selection, for
instance, Gutierrez-Vasques et al. (2021) choose
“47 languages [from the] WALS 100-language sam-
ple, which aims to maximize both genealogical and
areal diversity”. Similarly, Muradoglu and Hulden
(2022) consider “typological diversity when select-
ing languages (...) [such as] languages that ex-
hibit varying degrees of complexity for inflection.
We also consider morphological characteristics
coded in WALS (...)”. The most systematic ap-
proach to typologically diverse language selection
we found is done by Jancso et al. (2020). They
use a clustering algorithm on vectors with features
from two typological databases to find the most
distant clusters to sample languages from.

However, there is no consistent typological dis-
tance measurement for language selection. Thus,
what is commonly meant by typological diverse
language selection is not only inconsistent, but also
often unsubstantiated.

4 Language Analysis

Next, we investigate the actual languages used in
these datasets. Concretely, we aim to answer three
questions: 1) how many languages are commonly
used? 2) which languages are commonly used? and
3) how typologically diverse are these language
selections?

First, we plot the number of languages the pa-
pers use in Figure 2. The number of languages

76

Number of papers using N languages

0 10 20 30 40 50

Number of languages
Figure 2: Number of papers using N languages.

60 70 80

used ranges from 2 to 77, with a mean of 16 and
a standard deviation of 14. Four of the papers
that contain a claim do not mention the languages
they use. None the papers in our sample mention
whether the number of languages they use relates
to or is influenced by their typologically diversity
claim. Similarly, only some papers, specifically
ones that introduce a dataset, explicitly mention
design choices with regard to the number of lan-
guages used.

Next, we look at the actual languages involved.
The papers use 283 unique languages, of which
147 are used just once. English is the most-used
language, followed by German, Finnish, Turkish,
Russian and Spanish. Here, we observe a skew
towards languages from the Eurasian macroarea.

T T T T

0.4 0.5 0.6 0.7
Mean pairwise lang2vec distance

Figure 3: Mean pairwise syntactic lang2vec distance
per paper.

Lastly, we approximate the actual typological
diversity across papers by taking the average syn-
tactic lang2vec (Littell et al., 2017) distance of all
pairwise combinations in each paper’s language
set with coverage in lang2vec (97/103)2. The mea-
sured typological diversity varies across papers,
with outliers on either side (Figure 3). The lowest
mean pairwise distance (0.42) is found in Goel et al.
(2022), who use “3 typologically diverse languages
— English, French and Spanish”. The highest dis-
tance (0.86) is found in (Vania et al., 2019), who
evaluate on North Sami, Galician, and Kazah.
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ZFour papers do not mention the languages they use,
two contain languages for which no ISO-693-3 code exists;
Kholosi and Pomak.
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