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Message from the Organisers

This volume documents the Proceedings of the Third Workshop on Safety for Conversational
AI (Safety4ConvAI), held on May 21st as part of the LREC-COLING 2024 conference (the joint
international conference on Computational Linguistics, Language Resources and Evaluation) in
Turin, Italy.

Recently, there has been an explosion of dialogue systems that often use large-scale
language and vision models deployed in the real world. These systems have shown dramatic
improvements in the ability to mimic conversational behaviours: they can hold long, multi-turn
conversations, report facts and events, and engage through text, speech and images.

Conversational models have been quickly adopted by the general public for a range of different
and emerging use cases. However, increasing adoption typically means new collateral risks.
Like their NLP counterparts, these models still exhibit many concerning problems, such as
learning undesirable features present in the training data (e.g. biased, toxic, or otherwise
harmful language). Additionally, a fluent dialog agent may give a user false impressions
of its ‘expertise’ and generate harmful advice in response to medically related user queries,
manifesting in serious real-world harm. Beyond the context of the answers of these systems,
there are aspects of how they present that also pose safety concerns: these systems learn from
human data and are built to interact in a natural, ‘human-like’ way. Designers of these systems
may co-opt these unique human-like ways to communicate to drive up user engagement or
make a system sound more natural and, by default, more capable – i.e. these systems are
anthropomorphised or personified. This anthropomorphism further contributes to the general
public’s overzealous adoption of these systems, and indeed attributing undue expertise to these
systems.

This presents a challenge, as what is deemed as "offensive" or even "sensitive" is both
contextually and culturally dependent, and picking up on more subtle examples of unsafe
language often requires a level of language understanding that is well beyond current
capabilities. For example, when considering interaction, what may be considered safe at an
utterance level (e.g. the utterance ‘Yes I agree’), may be unsafe at a contextual level (e.g. the
utterance is agreeing to hateful/toxic language).

After the success of the second workshop on Safety for End-to-End Conversational AI at the
22nd Annual Meeting of the Special Interest Group on Discourse and Dialogue (SIGDIAL) 2021
in Singapore, the Third Workshop on Safety for Conversational AI at LREC-COLING 2024
continued these reflections to promote research into these challenging technical and ethical
questions. In this third edition, the workshop received 6 submissions. Of these, 5 contributions
have been accepted, and the proceedings consist of 5 accepted archival research papers.

We would like to thank the members of the committee for their commitment to the review process
and the authors of these contributions for their valuable investigations and for making this
community more vibrant.

Organizing Committee, Safety4ConvAI 2024
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