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Abstract

User-centric personalization of text opens
many avenues of applications from stylized
email composition to machine translation. Ex-
isting approaches in this domain often en-
counter limitations in data and resource require-
ments. Drawing inspiration from the success of
prompt-enabled stylization in related fields, this
work conducts the first feasibility study into 12
pre-trained SOTA LLMs for author style emu-
lation. Although promising, the results suggest
that current off-the-shelf LL.Ms fall short of
achieving effective author style emulation.

1 Introduction

Driven by the trend of using Generative Al for
on-demand user-centric personalization in recent
years, the demand for personalized content has be-
come increasingly pronounced. Personalized text,
generated by capturing the style of an author, is
sought-after in creative content writing, data-to-text
generation, email composition as well as machine
translation to provide user-specific “naturalness”
to text. Prior works attempted at replicating an
author’s writing style by mapping the content to
a particular style but remained a challenging task
due to the indecipherable and individualistic nature
of writing style.

LLMs, with their understanding of natural lan-
guages via high-level latent representations, serve
as versatile tools for linguistic analysis and manip-
ulation. Therefore, they are explored abundantly
in various text-based applications such as infor-
mation retrieval, sentiment analysis, etc. (Lu et al.,
2023; Zhu et al., 2023). In the realm of controllable
text-generation, input optimization or prompt engi-
neering has enabled a resource-efficient alternative
to modulate LLM-generated text by modifying the
input prompts (Zhang et al., 2023). More recently,
this approach has been used to produce valid expla-
nations for various stylistic textual entailment tasks
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and produced promising results in related fields
such as Authorship Verification and Personality
Prediction (Hung et al., 2023; Ji et al., 2023). Mo-
tivated by these observations, this work performs
the first feasibility study into using off-the-shelf
pre-trained LLMs for controllable stylized text gen-
eration via prompting for author style emulation.

2 Related Works

Author Style Emulation, within personalized text
generation, seeks to replicate the distinctive styles
of individual human authors. It is often conceived
in two ways - Text Stylization or Text Style Trans-
fer (TST). The former equips a text generator to
produce author-stylized text, while the latter in-
dependently extracts an author’s linguistic pref-
erences (style) and modulates a text generator’s
semantic content accordingly.

Early work in this field mainly investigated TST,
by attempting to Shakerspearize texts using parallel
corpora produced with and without Shakespearean
style (Xu, 2017; Jhamtani et al., 2017). However,
limited availability of parallel corpora for an aver-
age author’s style hindered progress in this direc-
tion (Hu et al., 2020). Motivated by the need for
non-parallel data, some research works exploring
TST for sentiment and formality utilized genera-
tive models, such as Generative Adversarial Net-
works (GANSs), Variational Autoencoders (VAE)
etc., to obtain latent representation corresponding
to the style and semantic content separately (Shen
et al., 2017; Li et al., 2018). Howeyver, this line
of research was not as explored for author-stylized
text generation as the intricate relationship between
an author’s linguistic style and semantic content
would have made their separation a challenging
task.

In the recent past, Syed et al. (2020) exploited
the capabilities of LLMs such as GPT2 by fine-
tuning the model on an author’s corpus to incorpo-
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Table 1: Brief Description of the Text Generators

Type Text Generator Size Description

AutoR  GPT3 175B The OpenAl text completion API used with the davinci engine.
GPT4 N/A OpenAl chat completion API used with the T'urbo engine.
OpenChat3.5 7B Trained with Conditioned-RLFT on instruction data (Wang et al., 2023a).
CausalLM 14B  Trained on manually curated SFT dataset from many open-source corpora.

Chat  Zephyr 7B Fine-tuned on synthetic datasets using DPO algorithm. (3 variant used(Tunstall et al., 2023)
Llama-2 7B Fine-tuned on instruction datasets using SFT and RLHF (Touvron et al., 2023)
NeuralChat 7B Fine-tuned on an open source dataset using DPO algorithm . Version v3-1 used.
DeepSeek 7B Trained on a corpus of 2 trillion tokens in English and Chinese.

GPT3.5 N/A  OpenAl text completion API used with the turbo — instruct engine.

Instruct Falcon 7B Fine-tuned using the base model on chat and instruct datasets(Almazrouei et al., 2023).
Mistral 7B Instruction fine-tuned model trained on conversation datasets (Jiang et al., 2023).
INCITE 7B Instruction fine-tuned model on a collection of instruction datasets by RedPajama project.

Note: The texts are generated using respective model’s HuggingFace model repository unless otherwise specified.
Abbrev.: AutoR - Auto-regressive, SFT - Supervised Fine-Tuning, RLFT - Reinforcement Learning Fine-Tuning, RLHF -
Reinforcement Learning with Human Feedback, DPO - Direct Preference Optimization

rate their style characteristics without the need for
a parallel corpus. The idea was to utilize the LLMs
for stylistic rewriting than simple text generation
(i.e., writing). However, this method requires large
amounts of labeled data with author identities to
train a resource-heavy LLM such as GPT2.

More recently, due to the influx of large num-
ber of LLMs performing competitively on natural
language generation and understanding tasks, in-
vestigations have been made to utilize off-the-shelf
pre-trained LLMs for related applications such as
Authorship Verification and Automatic Personality
Prediction through prompt modulation with promis-
ing results (Hung et al., 2023; Ji et al., 2023). These
results emphasize the capability of the LLMs to
understand and follow instructions through vari-
ous prompting strategies and guided instructions.
Specifically, these works instruct the LLM to find
entailment between a text and a label (for person-
ality prediction) or between two texts (for author-
ship verification), while also providing explana-
tions. However, to the best of the author’s knowl-
edge, no work has been done to extend this concept
to generate text with an objective of emulating an
author’s writing style.

3 Methodology

Problem Statement: Given human-authored text
T4 by an author A, generate T using a text gener-
ator G that faithfully mirrors the style of the author
in T)4. The success criterion is for the generator
to produce Tz such that a proficient author dis-
criminator D attributes it accurately to the original
author A.

To meet this objective, three key elements come
into play: Author (A), Generator (G) and Discrim-
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inator (D). A signifies the identity label associated
with a human-authored text sample 7’4 containing
the author’s linguistic preferences. Additionally, it
is assumed that all text samples by A have consis-
tent linguistic preferences that form the author’s
style signature. G modifies its language generation
for different A by learning the author’s stylistic
preferences from 74 independently or by virtue of
instructions. Finally, D must be capable of accu-
rately differentiating between several authors based
on their style signatures.

Authorship Attribution (AA) research focuses on
creating robust algorithms to differentiate authors
based on their distinct writing styles. Therefore,
AA can serve as a source for text data with au-
thor identity labels, while effective AA algorithms
become relevant tools for serving as author discrim-
inators. For the purpose of this study text samples
with author identity labels are obtained from 100
authors randomly chosen from a widely recognized
AA corpus, the Blogs Authorship Corpus (Schler
et al., 2006). The selected authors are ensured at
least 100 text samples and a minimum of 500 words
in each sample.

Next, off-the-shelf pre-trained text genera-
tors, the LLMs, are selected. This selection
encompasses 12 state-of-the-art (SOTA) LLMs,
as described in Table 1, capable of diverse
text production including auto-regressive, chat,
and instruction-tuned models. While the auto-
regressive models are trained to predict the sub-
sequent word based on the preceding text, chat and
instruction-tuned models offer greater flexibility in
text production having been trained on conversa-
tional interactions or task-specific instructions.

For consistency in text generation across LLMs,



Table 2: Summary Statistics of Generated Text Data

Table 3: Brief Description of the AA Algorithms

Text Generator Num. Num.
words sentences

GPT3 468+98 25+13
GPT4 520417 25+5
OpenChat 427424 2448
CausalLM 466127 23+6
Zephyr 420422 2145
Llama-2 396+32 21+8
NeuralChat 413425 22+13
DeepSeek 461£14 1949
GPT3.5 522428 28+t5
Falcon 446+61 2248
Mistral 433428 24412
INCITE 476129 28+9
Note: Statistics are reported as meandstd.

NLTK (https://www.nltk.org/) was used for word and
sentence tokenization.

top-K and top-p (nucleus) sampling with K=50 and
p=0.95 is used as decoding strategy wherever ap-
plicable. The maximum generation length is set to
500 tokens with a minimum requirement of 350 to-
kens. For each author, 10 text samples are reserved
to serve as examples of author’s writing style. Ev-
ery generator is equipped with a prompt and an
example text with a specific identity. Therefore, for
each author-generator pair, total 10 text samples
are generated. Summary statistics for the generated
data' are provided in Table 2.

AA explores author discrimination at various
levels resulting in over 1000 features, ranging from
granular features like character n-grams to utiliz-
ing contextual features such as BERT (Tyo et al.,
2022; Wilson et al., 2021). For optimal evaluation
of the stylistic alignment between author and LLM
generated text, it is imperative to consider diverse
AA algorithms that capture various aspects of au-
thor’s style. Table 3 describes the most popular and
SOTA AA algorithms that are selected to serve as
author discriminators.

For each algorithm, training is performed on 90
text samples per author. For the algorithms that
require separate training and validation sets, 90%
of the author training data is allocated for training
while the remaining 10% is reserved for valida-
tion. Both BertAA and Contra-X algorithms are
trained for 5 epochs each. The results are reported
as average accuracy across 5 training-testing runs.

Ultimately, assessing the capability of G for em-
ulating A’s style necessitates maintaining A and D
constant while varying the inputs of G. As prompts
serve as inputs to each LLM, the distinct compo-

!The text data generated for this study can be accessed
here
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Algorithm  Description

Writeprints Random Forest Classifier trained on
Writeprints features (Mahmood et al., 2019)

LIWC Random Forest Classifier trained on LIWC
psycholinguistic features (Boyd et al., 2022)

Char-3- SVM classifier trained on character 3-gram

grams features using one-vs-rest classification strat-
egy. (Kestemont et al., 2019)

BertAA Cascaded architecture integrating fine-tuned
BERT classifier, stylistic features (e.g.,
text length, word count), and hybrid fea-
tures (e.g., most frequent character 2-gram)
trained using Logistic Regression. (Fabien
et al., 2020)

Contra-X Contrastive learning with DeBERTa for

cross-entropy fine-tuning, followed by clas-
sification using a 2-layer MLP. (Ai et al.,
2022)

nents of the prompt are adjusted, and the impact on
D’s performance for each A is evaluated. Detailed
specifications of the prompt’s individual compo-
nents are discussed in the following section.

4 Prompting Protocol for Stylization

Following the prompt decomposition technique out-
lined in Giray (2023), a four-part prompt, namely,
task, instructions, output indicator and example
author text, is designed (see Table 4). Initially, sim-
ilar to Wang et al. (2023b), a Trivial Emulation
Protocol (TEP) is considered where the LLM is
provided with a simple task definition along with
short snippet of author text. This protocol relies on
the LLM’s capability of capturing author’s unique
style representation in an unguided scenario.

Some research works observed that furnishing
the LLM with additional task-specific knowledge
in the form of guided instructions greatly enhanced
its ability to consider relevant textual characteris-
tics (Hung et al., 2023). Therefore, a Complex
Emulation Protocol (CEP) is developed where the
LLM is provided with additional author data and/or
guided instructions in the form of few key linguistic
features that potentially demonstrate the author’s
unique linguistic preferences (Boenninghoff et al.,
2019). Thus, the prompting strategy and length of
example author text serve as the control parameters
for evaluation of the two protocols.

For the purpose of testing, an example author
text is categorized as either short or long text, rep-
resenting the first 50 and 300 words from the origi-
nal author example, respectively. Additionally, two
variations of the prompting strategy involves exclu-
sion and inclusion of guided instructions, identi-


https://github.com/AvantiB/Emulating-Author-Style

Table 4: Elements of Prompt used for Author Emulation

Prompt
Element
Task

Prompt Text

<SYS> You are an emulator designed to
replicate the writing style of a human au-
thor.<\SYS> Your task is to generate a 500-
word continuation that seamlessly integrates
with the provided human-authored snippet.
Strive to make the continuation indistinguish-
able from the human-authored text.

The goal of this task is to mimic the au-
thor’s writing style while paying meticulous
attention to lexical richness and diversity,
sentence structure, punctuation style, special
character style, expressions and idioms, over-
all tone, emotion and mood, or any other rel-
evant aspect of writing style established by
the author.

As output, exclusively return the text comple-
tion without any accompanying explanations
or comments.

Text snippet : [50 or 300-word human au-
thored text]

Instructions

Output
Indicator

Example
author
text

Note: Text enclosed in <SYS> and <\SYS> indicates the
system prompt provided to chat models; features emphasized
in instructions are linguistically verifiable.

fied as simple and directed prompting, respectively.
Across both emulation protocols, the task and out-
put indicator remain consistent.

Evaluation of the author emulation protocols in-
volves testing the trained AA algorithms on both
the example author texts and the text generated by
each LLM. Results are presented as average accu-
racy across authors for each LLM in the form of
box-and-whisker plot. Assuming that the example
author texts contain sufficient stylistic information
about their respective authors, LLMs capable of
emulating an author’s writing style are expected to
demonstrate comparable AA performance on the
synthetic LLM-generated text to that observed on
the original author texts.

5 Discussion

Results of TEP are presented in Figure 1. In short
texts, the expected low stylometric information cor-
responds to relatively low performance across all
AA algorithms on author text. Notably, GPT-4
outperforms other LLMs, achieving maximum ac-
curacy close to 72% of the maximum accuracy
achievable on author text. Being one of the most
advanced SOTA models amongst the chosen LLMs,
in the absence of specific instructions, GPT4 may
leverage the knowledge from its training data to
identify and replicate relevant linguistic style repre-
sentations. Interestingly, the top performing LLMs
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Figure 1: Results of Trivial Emulation Protocol (TEP)

in this protocol - GPT4, Llama2 and Zephyr - are
chat models alluding to the potential of chat models
for author style emulation in an unguided scenario.

For CEP, three scenarios are evaluated by provid-
ing progressively more information in the prompt.
The results of this protocol are presented in Fig-
ure 2. DeepSeek, a chat model, consistently out-
performs all LLMs across scenarios, showcasing
strong potential for author style emulation, fol-
lowed closely by GPT3 and Incite. No clear con-
sensus emerges on the optimal model type for CEP.

With regards to the first control parameter -
length of example author text - an expected signifi-
cant performance improvement is observed across
all AA algorithms between short and long author
texts. Similarly, most LLMs benefit from addition
of more author data, albeit with varying degrees.

Considering the second control parameter -
prompting strategy - most LL.Ms exhibit reduced
performance while transitioning from simple to di-
rected prompting. This observation may be caused
by one or more of the factors discussed below.

First, the LLM’s intrinsic understanding of an
author’s writing style may be better. Each LLM
is trained on large amounts of training data span-
ning diverse domains that allow the model to learn
intricate linguistic structures of language. Given
that the LL.Ms are trained with a probabilistic ob-
jective, aiming to generate the next word that most
closely aligns with the preceding context, it is plau-
sible that these models develop an understanding
of the author’s writing style from the example au-
thor text. Consequently, constraining the LLM to
generate text by focusing on the linguistic features
highlighted in the directed prompt might interfere
with its intrinsic understanding, thereby leading to
a degradation in performance.
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Figure 2: Results of Complex Emulation Protocol (CEP)

Second, limited efficacy of the linguistic features
in the prompt in capturing author’s style. The di-
rected prompt’s linguistic features form a subset of
the LIWC and Writeprints feature sets. The lower
performance of AA algorithms using these features
suggests two possibilities: their possible absence
in the author’s text or limited influence on their
writing style. However, the superior performance
of these algorithms on the author’s text samples,
compared to the generated texts, suggests the in-
fluence of these features on the author’s writing
style to some extent. Nevertheless, considering the
subjective nature of an author’s linguistic choices,
the assumption that a fixed set of linguistic fea-
tures can universally influence all authors equally
might be flawed. Therefore, instead of static di-
rected prompting, a more effective approach could
involve dynamically prompting LLLMs by consider-
ing each author’s individual linguistic preferences.

Finally, some LL.Ms may lack the capability to
incorporate the specified linguistic features high-
lighted in the instructions during text generation.
To evaluate the similarity of the linguistically ver-
ifiable features from the directed instructions be-
tween the LLM generated texts and author’s ex-
ample texts, a test was performed as described in
A.l. As anticipated, the LLMs exhibit superior
alignment to the said linguistic features in longer
texts due to increased data availability. Further it
is noted that LLMs are most capable of producing
higher alignment with linguistic features that re-
flect the tone, authenticity, analytical aspects, and
lexical richness from author texts. However, repli-
cating the lexical diversity and punctuation style
proves more challenging. One of the notable obser-
vations is the lack of overall linguistic alignment
between the author’s texts and the best-performing
model, DeepSeek, emphasizing the potential signif-
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icance of linguistically unverifiable aspects in the
instructions for successful emulation.

6 Conclusion

This study explored the use of pre-trained LLMs
to generate author-stylized text through prompted
inputs, controlling parameters such as example text
length and directed instructions with stylometric
information. Evaluated against five AA algorithms,
the two author emulation protocols (trivial and com-
plex) assessed the feasibility of 12 SOTA LLM:s for
Author Style Emulation. Control parameters sig-
nificantly impacted the LLM’s emulation capacity,
emphasizing the need for user-specific personalized
instruction generation. Overall, the maximum au-
thor emulation performance is only two-thirds that
of original texts, highlighting the LLM’s current
limitations for plug-and-play author style emula-
tion. As this task involves a complex interplay
between an author identity, text generator and au-
thor discriminator, an extended future work will
explore how individual author identities and the
properties of author discriminator impact the sub-
sequent author style emulation capabilities of a text
generator, specifically the LLMs.

7 Limitations

The feasibility study performed in this work has a
few potential limitations with respect to subjectiv-
ity, the choice of control parameters, scalability and
generalizability. In this work, the results are aver-
aged across authors which may conceal subjective
preferences of individual authors. The preliminary
choice of control parameter - length of author text
- is specific to the author corpus utilized for this
work and assumes one example with maximum
300 words sufficiently represents author’s unique
linguistic choices. Due to the absence of previous



work performing prompt-enabled author-stylized
text generation, the control parameter - prompting
strategy - is limited by two choices - unguided and
guided with static instructions. The generalizability
and scalability of this work is limited by the choice
of a small author set size with 100 authors.
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A Appendix

A.1 Linguistic Feature Analysis

A test is designed to evaluate the adherence of each
LLM to the linguistically verifiable features high-
lighted in the instructions. Success criteria of an
LLM modulating its generation by incorporating
the linguistic features is measured by a Z-score.
Initially, for each feature the mean () and stan-
dard deviation (o) for every author is computed
from the author’s short and long texts. Further,
the absolute Z-score is calculated from each LLM
generated text by comparing the feature (z) to re-
spective author’s mean and standard deviation as
described in equation 1. The range for Z is set to be
[0,3], where a Z > 3 is capped at 3. Finally, an av-
erage Z-score is computed for every feature-LLM
combination, where a near-zero score indicates bet-
ter alignment between the author text and the LLM
generated text.

(1

To assess lexical richness and diversity, three
metrics are examined: Yule’s K measure, Type-
Token Ratio (TTR) and Shannon’s Entropy. TTR
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Figure 3: Results of linguistic feature alignment test
[SPL refers to special character frequencies; PUNCT
refers to frequencies of punctuation characters]

evaluates lexical diversity, Shannon’s Entropy
quantifies the unpredictability or diversity of word
usage in a text, and Yule’s K measure evaluates the
richness and evenness of word frequency distribu-
tion. The psycho-linguistic feature set, LIWC, of-
fers three key linguistic dimensions, namely, Tone,
Authentic and Analytic that capture the overall
emotional tone, degree of authenticity and formal
or structured thinking respectively in text. Finally,
Writeprints feature set offers two categories of fea-
tures - punctuation style and special character style.
Independent category averages result in two subse-
quent linguistic features, bringing the total evalu-
ated linguistic features to eight. The results of this
test are presented in Figure 3.

The LIWC features and Yule’s K measure are
found to be consistently less than a Z-score of
1 indicating most similarity amongst all features.
However, TTR and Shannon’s entropy consistently
show highest variance.



