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Abstract
Pre-trained Large Acoustic Models, when fine-tuned, have largely shown to improve the performances in various
tasks related to spoken language technologies. However, their evaluation has been mostly on datasets that contain
English or other widely spoken languages, and their potential for novel under-resourced languages is not fully
known. In this work, four novel under-resourced tribal languages that do not have a standard writing system
were introduced and the application of such large pre-trained models was assessed to document such languages
using Automatic Speech Recognition and Direct Speech-to-Text Translation systems. The transcriptions for these
tribal languages were generated by adapting scripts from those languages that held a prominent presence in
the geographical regions where these tribal languages are spoken. The results from this study suggest a viable
direction to document these languages in the electronic domain by using Spoken Language Technologies that
incorporate LAMs. Additionally, this study helped in understanding the varying performances exhibited by the Large
Acoustic Model between these four languages. This study not only informs the adoption of appropriate scripts for
transliterating spoken-only languages based on the language family but also aids in making informed decisions in

analyzing the behavior of particular Large Acoustic Model in linguistic contexts.
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1. Introduction

Many of the languages spoken around the world
lack a standardized writing system making them
under-represented in the digital domain. To pre-
serve such non-orthographic languages, one can
record the conversations and store them in the
form of audio. This approach may help in doc-
umenting the cultural nuances and transmission
of wisdom and knowledge only to a limited audi-
ence who are well-versed with that language. How-
ever, to make the language more accessible to
a wider audience requires documenting in a writ-
ten form. With the absence of a written script,
transliterating into neighboring languages that has
a standard writing system with similar acoustical
characteristics and is geographically closer may
be a viable alternative solution for documenta-
tion. Subsequently, these transliterated texts can
be translated into various languages broadening
their appeal to a global audience for research
purposes. To achieve this, leveraging Spoken
Language Technologies (SLT), such as Automatic
Speech Recognition (ASR) and Direct Speech-to-
Text Translation (DS2TT) may prove instrumental.
With this context, this work will attempt to investi-
gate the effectiveness of the proposed approach
by building corpora for four such low-resourced
under-represented tribal languages of India and
developing ASR and DS2TT for their documenta-
tion. The four languages were Soliga (Spandana

et al., 2023) and Lambani (Naik and Naik, 2012;
Boopathy, 1972; Chowdhury et al., 2022) spoken
in the state of Karnataka and Kui (Winfield, 1929)
and Mundari (Osada, 2008) spoken in the state of
Odisha in India. Since these languages lack their
distinct writing systems, the recorded audio con-
tent will be transliterated into Kannada for Soliga
and Lambani and Odia for Kui and Mundari.

Automatic Speech Recognition (ASR) involves
transcribing speech spoken in a language into its
textual form (Baevski et al., 2020; Bérard et al.,
2018) whereas Speech-to-Text Translation (S2TT)
translates the speech spoken in one language into
the text of another (Berard et al., 2016; Bansal
et al.,, 2017). Traditionally, ASR systems relied
on statistical methods for transcription (Anantaram
et al., 2016; Bassil and Alwani, 2012; Bohac et al.,
2012; Cucu et al., 2013; Shugrina, 2010). Simi-
larly, for S2TT tasks, the ASR-generated text un-
derwent further translation into desired languages
using Statistical Machine Translation (SMT) sys-
tems. Consequently, the S2ST task involved
two distinct systems, viz. ASR and SMT, in a
cascaded pipeline. However, with the advent
of Deep Learning Encoder-Decoder architectures,
traditional ASR and MT systems transitioned into
a neural architecture and has outperformed tra-
ditional statistical approaches. Additionally, be-
cause of Deep Learning approaches, the neural-
based ASR and MT systems were merged into a
unified architecture called Direct Speech-to-Text
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Translation (DS2TT) system (Waibel and Fugen,
2008; Duong et al., 2016). This DS2TT system
became more computationally efficient compared
to the cascaded approach due to the involvement
of a single system. Nevertheless, these Deep
Learning systems require a substantial amount
of data as these systems are known to be data-
intensive. To meet this data requirement, vari-
ous techniques, such as Data Augmentation, ASR
pre-trained encoders, and recently Large Acoustic
Models (LAMs), trained using thousands of hours
of speech have been employed. These LAMs
achieved state-of-the-art performances on many
well-established corpora. However, their perfor-
mances were demonstrated on those datasets
whose languages, either in spoken or textual form,
were part of the training data used for developing
the LAMs. For instance, LAMs excelled when eval-
uated on corpora containing English or other well-
known languages but for less popular languages,
i.e. languages that have not been included dur-
ing its building and under-resourced scenarios, the
performance remains uncertain. This motivated us
to take the work in this direction to investigate the
performance of LAMs fine-tuned on the four novel
under-resourced corpora for both ASR and DS2TT
tasks.

The advent of the Transformer (Vaswani et al.,
2017b) shifted the dynamics of Deep Learning
technologies leading to a transition from Re-
current Neural Network (RNN) based Encoder-
Decoder architectures. This led to the develop-
ment of state-of-the-art ASR as well as DS2TT
systems with improved performances over its re-
current counterparts. The efficacy of ASR sys-
tems received an additional boost with the de-
velopment of pre-trained Large Acoustic Mod-
els(LAMs), such as Wav2Vec?2 developed by Hug-
gingface (Baevski et al., 2020), Conformer-CTC
by Nvidia-NeMo (Peng et al., 2021), Whisper
by Open-Al (Radford et al., 2023). When fine-
tuned on standard corpora, these models pro-
duced benchmark results. However, it is worth not-
ing that these models performed very well on stan-
dard datasets containing well-known languages,
but their evaluation of novel languages remains
an area of exploration. Hence, this work will at-
tempt to assess the performance of one of these
LAMs, i.e. Whisper Large V2 pre-trained model,
on four previously unencountered tribal languages,
viz. Soliga, Lambani, Kui, and Mundari, shedding
light on its adaptability to linguistically diverse and
under-resourced contexts.

The primary objective of this study is to intro-
duce a novel approach for documenting the four
non-orthographic tribal languages that lack a stan-
dardized writing system in the digital platform by
incorporating speech technologies. Given the low-

resourced nature of these languages, i.e. dura-
tion of audios for training is less than 12 hours,
this work also aims to explore the utilization of
Large Acoustic Models to enhance the perfor-
mances, particularly in the domains of ASR and
DS2TT systems. This work endeavors to provide a
method for documenting and preserving such non-
orthographic low-resourced languages in the dig-
ital domain. This paper is organized as follows:
Section 2 describes the Experimental Methodol-
ogy, including the description of the languages and
corpora creation methodology, the Large Acoustic
Model used for fine-tuning, and tools to develop
the ASR and DS2TT systems along with their eval-
uation methodologies. Section 3 delves into the
Results and Discussions. Conclusions and Future
Works were presented in Section 4.

2. Experimental Methodology

This section describes the languages and their
data collection and corpus creation strategies
along with the details of the Large Acoustic Model
that is used for fine-tuning for implementing the Au-
tomatic Speech Recognition and Direct Speech-to-
Text Translation systems.

2.1.

The section describes the four non-orthographic
low-resourced tribal languages that were chosen
for this work.

Language Descriptions

Lambani Lambani (K.Ramalingareddy, 2023)
belongs to the Indo-Aryan family of languages spo-
ken by nomadic tribes across various regions of
Western and Southern India. With a population of
approximately 68.9 million speakers, Lambani ex-
hibits a variety of dialects and accents influenced
by the major language of the geographical areas
where it is spoken. This language lacks a stan-
dardized writing system, thereby relying on oral
medium for the transmission of linguistic and cul-
tural nuances. For this study, the dialect of Lam-
bani spoken in the northern region of Karnataka
is chosen. This particular dialect of Lambani is in-
fluenced by the Kannada language, which is the
predominant language of Karnataka. As a result,
it has evolved as a blend of Indo-Aryan and Dra-
vidian languages.

Soliga Soliga (Morlote et al., 2011) is alanguage
spoken by the Soliga tribe, residing in the land-
scapes of Biligiri Rangaswamy Hills (B. R. Hills)
of Southern Karnataka. This language is a part of
the Dravidian language family spoken by a small
population of 40 thousand individuals. Dedicated
linguists and researchers in collaboration with the
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(a) Regions of Karnataka
where Soliga is spoken
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(b) Regions of Karnataka where
Lambani is spoken

Figure 1: Maps of Karnataka illustrating the locations where Soliga and Lambani are spoken. Darker
shades represent the area that contains the majority of speakers.

(a) Regions of Odisha where
Mundari is spoken

(b) Regions of Odisha where Kui
is spoken

Figure 2: Maps of Odisha representing locations where Mundari and Kui are spoken. Darker shades
represent the area that contains the majority of speakers.

Soliga community have taken numerous initiatives
to document and revitalize the Soliga language
to ensure continuous usage and transmission to
future generations thereby preserving its cultural
and linguistic heritage.

Kui Kui (Winfield, 1929), also known as Kandh,
Khondi, Kanda, Kodu, or Kuinga, is an oral South-
Eastern Dravidian language spoken in the hilly and
tribal regions of Odisha in Eastern India. This lan-
guage, native to a tribal community called Kand-
has or Kondhs, uses this language as a means of
communication for various cultural practices and
rituals. Despite its cultural significance, Kui faces
the threat of extinction due to the growing influence
of the dominant Odia language. Addressing this
concern, researchers and linguists are dedicatedly
working to preserve this language.

Mundari Mundari (Wolf-Sonkin, 2021), an
Austro-asiatic language, spoken by the Munda
tribes in the state of Odisha, India. It does not
possess a script but is typically transcribed using
the Devanagari or Odia alphabets. This language

serves as a means of communication for at least
2.23 million people. One distinct feature of this
language is the absence of word classes due to
which the nouns, verbs, and adjectives can be
distinguished by relying on contextual cues only.
Maps depicting the geographical regions where
these four tribal languages were spoken can be vi-
sualized in Figures 1 & 2. Figure 1 illustrates the
regions where Soliga and Lambani are spoken in
the maps of Karnataka whereas Figure 2 illustrates
the maps of Odisha portraying the regions in which
Kui and Mundari is spoken. The density of speak-
ers is denoted by varying shades of color, with
darker shades indicating a higher density of speak-
ers whereas lower shades indicate lower density.

2.2. Corpora Creation Methodology

In this section, the proposed approaches adopted
to develop both the speech and text corpora for
the tribal languages were given. The overview of
the corpora creation methodology is illustrated in
Figure 3. The overall process consists of the fol-
lowing stages: (1) Relevant data collection; (2)
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Data preprocessing; (3) Translation to contact lan-
guages (Kannada and Odia); (4) Audio recordings;
and (5) Manual quality checking

2.2.1. Data Collection

To create high-quality data, the following steps
adopted are summarized below:

1. Text compilation from various sources:
Optical Character Recognition (OCR) feature
of Adobe Reader has been employed to ex-
tract sentences from textbooks. Addition-
ally, English texts from English courses of
the National Council of Educational Research
(NCERT) textbooks (of Educational Research
and Training) were extracted. The focus
has been centered on textbooks intended for
lower and middle schools. Furthermore, with
the involvement of a linguist, a list of 1000
swadesh sentences (Hymes, 1970) was com-
piled which contained sets of basic English
words that cover the fundamental concepts of
English grammar.

2. Data Preprocessing: The extracted texts
frequently include a substantial amount of
noise, which poses a challenge for the native
speaker in providing accurate translations. To
address this issue, the extracted texts were
subjected further to the following data prepro-
cessing techniques.

+ It has been observed that the tribal speak-
ers typically communicate using concise
and simple sentences. Therefore, sen-
tences containing less than three and
more than ten words were discarded.

* Incomplete sentences with unclear mean-
ings were removed.

» Manual quality checking is done by a lin-
guist and any sentences found to be syn-
tactically or semantically incorrect were
removed.

» Sentences containing URLs, and un-
known characters were removed.

3. Relevancy pruning Every sentence has
been assessed for its relevance and assigned
a ranking, where a score of 1 indicates rele-
vance, and 0 signifies irrelevance based on
the subject matter related to daily conversa-
tions by tribals. For instance, sentences con-
taining controversial or political statements,
which were not typically used in daily con-
versational activities, were marked as irrele-
vant and subsequently removed. Following
this refinement, approximately 80% of the sen-
tences were retained. This led to the creation
of 10,000 textual sentences in English.

4. Translation to Contact language: The Lam-
bani and Soliga speakers primarily residing in
Karnataka were fluent in Kannada where Kan-
nada serves as the dominant language. Sim-
ilarly, Mundari and Kui speakers were fluent
in Odia, given that Odia is the principal lan-
guage of Odisha. Therefore, Kannada and
Odia were selected as contact languages that
have their orthography. The compiled set of
10,000 English sentences were then subse-
quently translated into Kannada by employ-
ing bilingual experts, proficient in both English
and Kannada and into Odia, by experts profi-
cient in English and Odia.

5. Contact language to Tribal language trans-
lation: The translated 10,000 Kannada sen-
tences were then again translated to Soliga
and Lambani by the native speakers using
Kannada script whereas Odia is translated
again to Kui and Mundari using Odia script.
The translated texts were subjected to fur-
ther validation by various bilingual experts em-
ployed to ensure the translation quality.

6. ASR and TTS Recordings The translated
sentences in all the four tribal languages were
subsequently recorded by native speakers
and the quality check of the recorded audios
were performed by language experts to en-
sure high quality. The recordings were carried
out in a studio environment for TTS recordings
and in normal environments too, such as open
fields etc, for ASR recordings. This created
the corpora for both ASR and TTS task. How-
ever, the corpora created for ASR task was
used for this study.

Table 1 shows some examples of English sen-
tences with their translations that were transliter-
ated in Lambani and Soliga using Kannada script.
Corresponding examples from English translated
to Kui and Mundari were shown in Table 2.

2.3. Data Preparation and
Preprocessing

A comprehensive set of 10,000 parallel sentences
were created for all the tribal languages along with
the contact languages. These sentences were
then divided into train, validation, and test sets
while maintaining the parallelism among the sets.
A total of 9,000 sentences were allocated for train-
ing, 500 sentences for validation, and 480 sen-
tences for testing thereby forming a parallel cor-
pora containing all the tribal languages. The corre-
sponding audio recordings were similarly divided
based on the text divisions. The duration of au-
dios for each respective language amounted to
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Figure 3: Block diagram representing the flow of corpora creation

Sl. No. English Lambani Soliga
1 Buffalo playing in the mud esoriReR e esBeess D=, 200 ese3 esB
2 The bull hit the cart Y3 33 MBS BP0 | D) 2000 MBS B
3 A lot of food was wasted | $s8,0¢ Q3053,0¢ T 3e1Peed | Ve e FVRBOHH3
4 Dust storm is coming e9onReR e esBoe23s BRI DM et
Table 1: Samples of Lambani and Soliga examples transliterated using
Kannada alphabets along with their translated meaning in English.
Sl. No. English Kui Mundari
1 Buffalo playing in the mud QEP6 R6:IQ FIERERIR RLIRANRE A2l R6Q1 A} 6 INERIR6
2 The bull hit the cart QEE6 VERNE:IG 6615 FIFGR @BRIEEE | Tl I8l QARGCRE URRIMES
3 Aot of food was wasted 266 Gael AIF 2> QIgQ AF GHY sIQld FIRI
4 Dust storm is coming REPE QMQIQ QNG &Y 1 198RIR

Table 2: Samples of Kui and Mundari examples transliterated using Odia
alphabets along with their translated meaning in English.

approximately 11 hours for training and 30 min-
utes each for both validation and testing. For ASR
experiments, the target text is the transliterated
texts of tribal languages whereas for DS2TT ex-
periments, the target text is English. Once the
data preparation stage was completed, the audios
were transformed to 16-bit 16kHz mono-channel
which served as raw inputs. 80-dimensional Mel
filterbanks were then extracted from these raw in-
puts serving as audio features. The translitera-
tions and translations were tokenized using Sen-
tencePiece and these tokens served as features
for the text. Thus, a set of comprehensive features
was extracted from both audio and text.

2.4. Implementation of ASR and DS2TT

systems

To implement the baseline ASR and DS2TT sys-
tems, the Transformer-based Encoder-Decoder ar-

chitecture (Vaswani et al., 2017a) is utilized us-
ing the Fairseq toolkit (Wang et al., 2020). The
Transformer model consisted of two layers of con-
volutional subsampler. The convolutional layer is
responsible for downsampling the input mel filter-
bank features by a factor of k. In these cases,
k is taken as 4. The sampler is followed by a
12-encoder layer. Each encoder layer consisted
of eight attention heads, with an embedding di-
mension of 512, an attention dropout of 0.1, and
a dropout of 0.1 elsewhere. Before feeding the
target/source text into the decoder they are tok-
enized using the SentencePiece tokenizer (Kudo
and Richardson, 2018). The tokenized texts were
then passed through a 6-layer decoder, each con-
taining eight attention heads, an embedding di-
mension of 512, and a dropout of 0.1. The default
model hyper-parameters and learning rate sched-
uler without any model-specific fine-tuning were
used. After training the weights of ten checkpoints
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were averaged with the lowest validation loss to ob-
tain the final model. The detailed implementation
is illustrated in the Figure 4.

Decoded
target text

f4n)
>
Encoder Feed Forward
representation Network
Layer Norm :
. (Layer Norm .
D : :
. [4n) .
A\ : W) .
Feed Forward . Multi-Head .
Network : [ Attention l :
. [X) :Nd
Layer Norm . (LayerNorm )
. D . : o,
Ne : D : : N
Multi-Head Multi-Head
Attention Attention
Layer Norm Layer Norm
TR I P P SRR
) N N>

Positional Encoding

(Convid + ReLU) x2 Char Embedding
Mel filterbank
Source Reference
speech Q“".%‘d' . target text

Figure 4: Block diagram of Transformer based
ASR/DS2TT system where N, refers to encoder
block and N, refers to decoder block

2.5. Large Acoustic Model

This study made use of the pre-trained Whisper
large-V2 model developed by OpenAl. Whisper is
developed using 680,000 hours of multi-lingual su-
pervised data demonstrating multitasking capabil-
ities. Notable, this model demonstrated improved
performance over other existing models for the
dataset involving English language (Jain et al.,
2023). Hence, this motivated to utilize this pre-
trained model and assess its capability for these
low-resourced tribal languages for both ASR and
DS2TT tasks. The architectural framework is sim-
ilar to that of Figure 4 in which the encoder is ini-
tialized using the parameters from this pre-trained
model.

2.6. Metrics for Evaluation

For inferencing, a beam size of 5 is used for de-
coding for all the systems. The ASR systems
were evaluated using Word Error Rate (WER).
For DS2TT, de-tokenized BLEU scores were com-
puted using SacreBLEU (Post, 2018) for evaluat-
ing DS2TT systems. BLEU is the most widely used
metric to evaluate translation quality.

3. Results and Discussions

The results of the ASR experiments conducted on
the four tribal languages are presented in Table 3.
The performances are evaluated using the Word
Error Rate (WER) metric. It can be observed that
the WERs for the baseline systems on the four
tribal languages were above 100%, whereas, with
the use of pre-trained Whisper LAM, the perfor-
mances were improved for these languages. Sig-
nificant improvement can be seen for Soliga at
22.09%. It is also worth noting that the perfor-
mance gains were more pronounced for Lambani
and Soliga compared to Kui and Mundari. This
variance in performance can be attributed to the
familiarity of the LAM with the Kannada language,
which is a Dravidian language that includes Soliga
and Lambani in its family. Hence, the Whisper
LAM can capture the linguistic nuances resulting
in better recognition of speech by the ASR system.
Among Kui and Mundari, Kui had an edge in perfor-
mance over Mundari as it had Dravidian elements
but it has been transcribed using Odia script which
is not a part of the Dravidian language family. The
performance of Kui using a Dravidian script would
be an area of exploration in the future. Further-
more, the better performance for Soliga can be at-
tributed to it being a pure Dravidian language un-
like Lambani, which is an Indo-Aryan language in-
fluenced by Kannada.

The results of the DS2TT experiments, where
the source audios were the tribal languages and
the target texts were English, are presented in Ta-
ble 4. A similar performance trend can be ob-
served in which Soliga had the biggest gain when
fine-tuned with the pre-trained Whisper-Large V2
LAM.

The results from both the ASR and DS2TT ex-
periments indicate a notable improvement in the
performance attributed to the fine-tuning using
a pre-trained Whisper Large V2 Acoustic Model
when compared with the results of the baseline
systems. The results from the baseline systems
fell significantly short, offering less or no practical
utility. This justifies the adoption of LAMs to make
the ASR and DS2TT systems effective for docu-
menting similar spoken-only languages. Further-
more, the results suggest that borrowing scripts
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Sl. No. | Language | WER (baseline) | WER (Fine-tuned)
1 Kui 106.53 64.57
2 Mundari 101.30 70.00
3 Lambani 100.37 49.61
4 Soliga 103.24 22.09

Table 3: Baseline and Whisper fine-tuned evaluations for ASR task on the
four tribal languages using Word Error Rate (WER) metric (in percentages).

SI. No. | Source-Target Language Pair | BLEU (baseline) | BLEU (Fine-tuned)
1 Kui-English 2.44 5.58
2 Mundari-English 1.67 5.09
3 Lambani-English 1.47 7.62
4 Soliga-English 1.44 10.07

Table 4: Baseline and Whisper fine-tuned evaluations using BLEU metric (in
percentages) for DS2TT task with the tribal languages as source speech
translated to English text.

within the same language family impacts the per-
formance of speech recognition tasks. This is evi-
dentin the difference in performances between Kui
and Mundari and between Soliga and Lambani for
the speech recognition task. Additionally, it is evi-
dent that those tribal languages, which originated
from the Dravidian language family, performed bet-
ter as compared to their Odia counterpart. This
may be due to the reason that even though this
particular LAM was trained using the Odia lan-
guage, however, it did not support Odia for infer-
encing (C., 2023). Hence, these insights collec-
tively may help in building corpora for such spoken-
only languages and document them through the
implementation of more robust Spoken Language
Technologies(SLTs) incorporating LAMs.

4. Conclusions and Future Works

The primary objective of this work is to as-
sess a method for documenting four novel under-
resourced tribal languages of India that lacked a
standardized writing system using Speech Recog-
nition and Translation systems. To enhance the
practicality of these systems, this work justified
the use of pre-trained Large Acoustic Models. Ad-
ditionally, this work also sheds light on under-
standing the performance characteristics exhib-
ited by LAMs in the four novel languages. No-
table, it is also observed that better performance
is achieved for those under-resourced languages
that were transcribed using scripts from the same
language family as that of the audio. This study
may serve in setting guidelines for creating cor-
pora for similar spoken-only languages and docu-
ment it with better-spoken language technologies
by taking advantage of LAMs. This study was lim-
ited in performing evaluations using only Whisper

LAM which is trained using a fully-supervised ap-
proach. In the future, LAMs that were built using
a self-supervised approach will be explored, and
their performance for these languages. Also, the
performances of the relatively under-performing
tribal languages will be evaluated by introducing
appropriate script.
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