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Abstract
Translation quality estimation (QE) is an important component in real-world machine translation applications.
Unfortunately, human labeled QE datasets, which play an important role in developing and assessing QE models,
are only available for limited language pairs. In this paper, we present the first English–Persian QE dataset, called
EPOQUE, which has manually annotated direct assessment labels. EPOQUE contains 1000 sentences translated
from English to Persian and annotated by three human annotators. It is publicly available, and thus can be
used as a zero-shot test set, or for other scenarios in future work. We also evaluate and report the performance
of two state-of-the-art QE models, i.e., Transquest and CometKiwi, as baselines on our dataset. Furthermore,
our experiments show that using a small subset of the proposed dataset containing 300 sentences to fine-tune
Transquest, can improve its performance by more that 8% in terms of the Pearson correlation with a held-out test set.
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1. Introduction

Translation quality estimation (QE) is the task of
evaluating a translation system’s quality without
the need of gold reference translations (Blatz et al.,
2004; Specia et al., 2018b). It has many applica-
tions in computer-aided translation systems and
other real-time scenarios, where we do not have
reference translations and we need to decide if
the MT output is reliable enough or to flag sen-
tences with unreliable translations or potential crit-
ical mistakes. It can also be used to indicate the
sentences that need human revision and estimate
the effort needed for it.

The WMT shared task on QE has been con-
ducted each year since 2012, to facilitate and en-
courage the research on QE tasks (Zerva et al.,
2022). One of the key components which facili-
tates the research in this area is the available QE
datasets. In sentence level QE, these datasets
consist of source sentences, their automatic trans-
lations, and the gold QE labels for those transla-
tions. As a result of the WMT QE shared tasks,
several QE datasets in various language pairs
have been created during these years (Bojar et al.,
2014; Specia et al., 2020, 2021; Zerva et al., 2022).
Fomicheva et al. (2022) also created and pub-
lished a multilingual QE dataset for 11 language
pairs. However, these datasets are still only avail-
able for a limited number of language pairs, and
many language pairs do not even have a small
test set with QE labels yet, making it impossible
to study QE for them. English–Persian is one of
those low-resource language pairs, which we tar-
get in this paper.

Recently, Azadi et al. (2023) have created and

published a QE test dataset for English to Persian
translation with 1000 sentences, their MT outputs,
and human post-edited translations, while com-
puting the Human-mediated Translation Edit Rate
(HTER) (Snover et al., 2006) metric as the QE la-
bel. This dataset was also used in the word level
subtask of WMT23 QE shared task(Blain et al.,
2023)1. Although using HTER is a common way
to assess the performance of QE systems, it has
been shown to be unreliable for this purpose in
Graham et al. (2016). They proposed using Direct
Assessment (DA), where the translation is scored
on a 0 to 100 scale by a human, as a more reliable
alternative to HTER.

In this paper, we prepare DA labels for the
aforementioned English–Persian test dataset, to
present a more reliable QE test set for English–
Persian language pair. Our dataset, named
EPOQUE, contains the 1000 sentence dataset from
Azadi et al. (2023), while providing three DA anno-
tations for each sentence and its translation. We
also assess the performance of two well-known
QE models, Transquest and CometKiwi, as base-
lines on our dataset. Furthermore, by considering
a small portion of this dataset to fine-tune the Tran-
squest model, we show that although this base-
line is multilingual, it is not sufficiently trained for
English–Persian and adding a very small-scale
training dataset can significantly improve its per-
formance. EPOQUE is publicly available2. In the
rest of this paper, we first briefly discuss the re-
lated work in Section 2. Next in Section 3, we intro-

1https://wmt-qe-task.github.io/
2https://huggingface.co/datasets/

universitytehran/EPOQUE

https://wmt-qe-task.github.io/
https://huggingface.co/datasets/universitytehran/EPOQUE
https://huggingface.co/datasets/universitytehran/EPOQUE
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duce our dataset, while describing its preparation
process and statistics. Finally, we present our ex-
periments and discussing the results in Section 4.

2. Related Work

In this section, we briefly discuss some of the pre-
vious work done on creating datasets for estimat-
ing the quality of machine translation in different
language pairs. One of the very first QE datasets
was published by Specia et al. (2010) for English–
Spanish language pair. It consists of 4,000 English
sentences, their corresponding reference transla-
tions, and four alternative translations for each
of them into Spanish, produced by four statistical
MT systems, amounting to 16,000 source-target-
reference triples. To get QE labels, these transla-
tions were given to professional translators to as-
sign a score from 1 to 4 based on the amount of
post-editing needed to make them ready for pub-
lishing. In another work, Fujita and Sumita (2017)
prepared a dataset for Japanese to English, Chi-
nese and Korean translation QE and automatic
post-editing. It contains more than 10,000 seg-
ments for each language pair with their post-edited
translations. For QE labels, they used both HTER
labels, and manual grades from human evaluators
based to their 5-level grading criterion. Fomicheva
et al. (2020) also presented a QE dataset for 6
language pairs including high-, medium-, and low-
resource NMT training.3 It consists of 10,000 seg-
ments per language pairs, annotated with the DA
methodology (Graham et al., 2017) on a 0 to 100
scale. In a more recent work Fomicheva et al.
(2022) provided a multilingual QE dataset of 11 lan-
guage pairs, adding adding 5 other new language
pairs to the previous dataset.4 Each language pair
has at least 1000 sentences for testing QE mod-
els, with both DA and HTER tags. Apart from
these, there are also many other publicly available
datasets, prepared and used for the WMT shared
task on QE (Bojar et al., 2014; Fonseca et al.,
2019; Specia et al., 2018a, 2020, 2021).

Recently, Azadi et al. (2023) have created a
QE test dataset for English to Persian transla-
tion containing 1000 sentences with their HTER
tags, which was used for the word level subtask of
WMT23 QE shared task. As the current practice
in QE is using the DA labels, which is shown to
be more reliable than HTER ones (Graham et al.,
2016), in this paper we provide DA annotations for
this dataset, which leads to the first dataset with
DA labels for English–Persian language pair.

3The language pairs include En-De, En-Zh, Ro-En,
Et-En, Si-En and Ne-En

4The new language pairs include Ru-En, Ps-En, Km-
En, En-Ja, and En-Cs

3. Data Collection and Statistics

In this section, we present our English–Persian
dataset with DA annotations and describe its
preparation process, while discussing some statis-
tics and analysis about it.

3.1. Data Collection
To prepare our dataset, we use English sentences
and their Persian MT outputs from the dataset pre-
sented in Azadi et al. (2023)5, and provide DA
annotations for them. As mentioned in their pa-
per, this dataset consists of 1000 English sen-
tences derived from a collection of scientific pa-
pers, which are translated with an RNN based
encoder-decoder commercial MT system, named
Faraazin6. More details about this MT system are
described in Azadi et al. (2023). They also pro-
vided a human post-edited translation, and com-
puted the HTER score as QE label for each trans-
lated sentence. Instead, we have given each sen-
tence pair to three human translators to annotate
DA scores for each translation.

For DA annotations, we follow the guidelines
from Fomicheva et al. (2022) and Guzmán et al.
(2019), inspired by the work of Graham et al.
(2013). Thus, we get 3 scores from 0-100 for each
sentence pair, according to its perceived transla-
tion quality. Our detailed annotation guidelines,
given to the human annotators, are presented in
Table 4 in the Appendix. We finally take an aver-
age across the scores from individual annotators,
to produce a single QE label for each translation.
We also convert raw scores into z-scores, that is,
standardizing according to each individual anno-
tator’s overall mean and standard deviation. All
these scores are included in our published dataset.

3.2. Statistics and Analysis
Statistics of the prepared dataset including the
number of annotated sentences, as well as the
number of the source and target tokens in the test
set are shown in Table 1. To assure the consis-
tency among three collected annotations for each
translated sentence, we measured the agreement
among annotators using Cohen’s kappa coeffi-
cient (Cohen, 1960), following Specia et al. (2010).
The kappa score obtained was 0.61, which is sub-
stantial according to Landis and Koch (1977).

Figure 1 shows the distribution of our DA scores
in comparison to existing HTER ones, as well as
the scatter plot of DA against HTER scores. The
DA distribution shows that most of the translations

5https://github.com/fatemeh-azadi/
Unsupervised-QE

6https://www.faraazin.ir/

https://github.com/fatemeh-azadi/Unsupervised-QE
https://github.com/fatemeh-azadi/Unsupervised-QE
 https://www.faraazin.ir/
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Figure 1: Distribution of DA scores, HTER scores and their scatter plot for the English–Persian dataset

Sentences English Tokens Persian Tokens

1000 26,739 26,470

Table 1: Statistics of the English–Persian dataset

received a high score, i.e., they have high quality,
while there are some representatives of low-quality
translations, which make this dataset inclusive.

To better compare DA scores with HTERs, the
average values for each score, in addition to their
correlations, are shown in Table 2. The DA vs.
HTER scatter plot, as well as Table 2, shows
that although these scores are weakly correlated
and may consistently assess the overall translation
quality of the whole dataset, they evaluate many
of the translated sentences quite differently. As
pointed in Fomicheva et al. (2022), and we ac-
knowledged by observing such examples in our
dataset, this is because HTER is less sensitive
to some serious errors like mistranslated words,
which may affect the overall meaning of the sen-
tence, and more sensitive to the translation flu-
ency, while DA is the opposite. Some examples
from our dataset where DA and HTER indicated
different translation qualities are shown in Table 5
in the appendices

4. Experiments

Using the created dataset, we conduct our exper-
iments to evaluate the effectiveness of some ex-
isting state-of-the-art well-known QE models, as
baselines for English to Persian translation qual-
ity estimation. For this purpose, we consider
two open-source QE toolkits, namely Transquest7
(Ranasinghe et al., 2020) and CometKiwi8 (Rei
et al., 2022), and evaluate them on our dataset.
Furthermore, by considering a small portion of our
dataset for fine-tuning Transquest, we discuss how
adding English–Persian training data could benefit

7https://github.com/TharinduDR/
TransQuest

8https://github.com/Unbabel/COMET

this model.

4.1. Performance of Baseline Models
In this section, we assess the performance of two
of the most well-known QE toolkits on our dataset,
and report them as baseline results for the task
of direct assessment of the English–Persian trans-
lation. Here, we use all 1000 sentences in our
dataset for testing. We use the publicly available
models in the Hugging Face platform (Wolf et al.,
2020), which are trained multilingually for the DA
task, both for Transquest9 and CometKiwi10. The
Pearson and Spearman correlations of these mod-
els with our DA labels are shown in Table 3, which
indicates the more recent CometKiwi model per-
forms much better than Transquest.

4.2. Fine-tuning Transquest with a Tiny
Dataset

The baseline models used in the previous section,
as well as none of the other existing QE models,
have not used any English–Persian QE dataset
during their training, as no training dataset is avail-
able for this language pair. In this section, we try to
consider a small portion of our dataset for training,
and investigate the effect of adding a small-scale
English–Persian training data to Transquest on its
performance.

As we need a sufficient amount of test data to
obtain reliable results in our experiments, we first
evaluate the baseline Transquest model on differ-
ent sizes of test data in terms of the Pearson cor-
relation with DA labels. The results are shown in
Figure 2, which indicates that the Pearson correla-
tion becomes relatively smooth and converges for
test sizes above 650 sentences. Consequently, it
can be said that holding 700 sentences for testing
gives us reliable results close to the results of the
whole dataset. Thus, we randomly sample 700

9https://huggingface.co/TransQuest/
monotransquest-da-multilingual

10https://huggingface.co/Unbabel/
wmt22-cometkiwi-da

https://github.com/TharinduDR/TransQuest
https://github.com/TharinduDR/TransQuest
https://github.com/Unbabel/COMET
https://huggingface.co/TransQuest/monotransquest-da-multilingual
https://huggingface.co/TransQuest/monotransquest-da-multilingual
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
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Average DA Average HTER Correlation between DA and HTER
Pearson Spearman

81.09 0.29 -0.53 -0.56

Table 2: Average DA scores and HTER scores, along with the Pearson and Spearman correlations
between DA and HTER scores

Model Pearson Spearman

Transquest 0.49 0.53
CometKiwi 0.66 0.69

Table 3: Pearson and Spearman correlations of
baseline models

sentences from our dataset, hold them as a test
set and consider the remaining 300 sentences for
training in the rest of our experiments.
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Figure 2: Pearson correlation of TransQuest
model for various test set sizes

We perform three experiments on fine-tuning
Tranquest with different training set sizes, includ-
ing 100, 200, and 300 samples from the part of
the dataset reserved for training. We fine-tune
the Transquest model on each of these training
sets with the batch size of 10, the learning rate
of 2 × 10−5 and its default values for other hyper-
parameters, for 10 epochs. The Pearson correla-
tions are illustrated in Figure 3, for each training
size on each epoch of the fine-tuning, using the
700-sentence test set. The model at the 0th epoch
is the base Transquest model, without any fine-
tuning. Figure 3 shows that although using 100
sentences for training cannot improve the base-
line’s performance; utilizing a tiny training set of
200 and 300 sentences can improve it significantly.

In another experiment, we fine-tune Transquest
with 300 sentences for 5 different random seeds to
reassure the reliability of the previous experiments.
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Figure 3: Pearson correlation of the fine-tuned
model for various training data sizes and epochs

We then compute the average and standard devi-
ation of Pearson correlations for these 5 runs at
each epoch, and plot them in Figure 4. This shows
that using a tiny set of 300 English–Persian sen-
tences to fine-tune Transquest, can consistently
enhance its performance. The average improve-
ment in Pearson correlation with DA labels is about
8%, which is a remarkable improvement.
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Figure 4: Pearson Correlation of the fine-tuned
model for various random seeds and epochs
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5. Conclusion

In this paper, we introduced EPOQUE, the first
English–Persian dataset with direct assessment
annotations for translation quality estimation.
EPOQUE can be a complementary to the previous
publicly available dataset with HTER tags pub-
lished in (Azadi et al., 2023), while providing DA
tags as more reliable QE labels. This dataset con-
tains 1000 sentences, and can be used as a test
set for zero-shot QE or other scenarios. EPOQUE is
publicly available, and can encourage further work
on QE for this low-resource language pair. We
also assess two of the recent state-of-the-art QE
models on our dataset as baselines, while show-
ing that adding a very small-scale English–Persian
training data to them can make improvements.
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A. Annotation Guideline

We present the annotation guideline for DA labels
in Table 4. This guideline was given to three anno-
tators to provide DA labels, which is a score from
0 to 100 for each translation pair.

B. Samples for DA vs. HTER Scores

Table 5 shows some examples from our dataset,
where DA and HTER indicated different translation
qualities. The first example was assigned a high
DA score as the MT output preserve the meaning
of the source sentence, but its HTER score is also
high because the MT outputs is not fluent enough
and needs substantial changes during post-editing.
Conversely, in the second example, DA score is
low as the MT output does not contain the transla-
tion of the word ”its”, which made a serious change
in the meaning of the sentence. However, the sen-
tence is easy to post-edit by only adding two words,
resulting in a low HTER score.
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Range type Definition Score range

Prefect translation
The translation is completely correct and in terms of
meaning, it fully expresses the meaning of the English
sentence and has no errors.

90-100

Good translation

The translation of the English sentence is clear and
has no grammatical problems and reads like a normal
text. The translation is very good and very close to
the perfect translation of the English sentence. There
is no error, but better words can be used in Persian
translation.

70-89

Medium translation

The translation is understandable and conveys the
general meaning of the English sentence, but there
are some grammatical or lexical translation errors in
it.

50-69

Bad translation

The translated sentence conveys parts of the mean-
ing of the English sentence, but it is difficult to get the
general meaning of the sentence due to the big errors
in the translation.

30-49

Very bad translation
The translation contains a few correctly translated
words, but it is impossible to understand or its mean-
ing is very different from the English sentence.

10-29

Completely wrong translation
The translated sentence does not convey the mean-
ing of any part of the English sentence, and it is com-
pletely irrelevant or impossible to understand.

0-9

Table 4: Direct assessment guideline

Text DA HTER

Source However, in reality, different users of the network have dif-
ferent incentive demands.

Sample 1 MT به نیاز شبکه این مختلف کاربران واقعیت, در حال, این با
دارند. مختلف تشویقی درخواست های

97 0.5

Post-Edit انگیزشی خواسته های شبکه مختلف کاربران واقعیت، در حال، این با
دارند. متفاوتی

Source It is commonly used for its easy of interpretation and low
calculation time.

Sample 2 MT شود. می استفاده پایین محاسبه زمان و آسان تفسیر برای معمولاً 64.66 0.15

Post-Edit شود. می استفاده آن از کم محاسبه زمان و آسان تفسیر برای معمولاً

Table 5: Two samples from EPOQUE dataset where DA and HTER indicated different translation qualities
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