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1 Introduction

‘Long-tail’ or low resource languages are spoken
by communities which are often left out of tech-
nological advancements, and therefore further en-
danger a given language’s survival (Kornai, 2013;
Joshi et al., 2020). They can be identified in ty-
pological resources such as Ethnologue (Eberhard
et al., 2024) with metrics such as Language Vital-
ity and Digital Language Support (Simons et al.,
2022). The possibility of generating and translat-
ing text into these languages may enable the em-
powerment of these communities and enduring lin-
guistic diversity.

The rise of data-intensive and large language
model (LLM)-based language technologies for
tasks like machine translation (MT), automatic
speech recognition, and named entity recognition
has enabled the inclusion of low-resource spoken
languages in these technologies. Within MT, prac-
tical multilingual few-shot and zero-shot models
have been created for nearly all of the 1, 500 lan-
guages1 where there is text data that can be mined
from the web (Bapna et al., 2022; Goyal et al.,
2022; Federmann et al., 2022; Maillard et al.,
2023; FitzGerald et al., 2023; Ruder et al., 2023)
and also multimodal data (Bugliarello et al., 2022).

For the other c.6, 000 languages, however, there
exists either little or no digital presence. Re-
sources may be confined to restricted dictionar-
ies or wordlists, for example gathered in linguistic
fieldwork studies.

As shown in Figure 1, Ethnologue’s 159 doc-

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1https://newsletter.ruder.io/p/true-zero-shot-mt provides an
overview of current efforts towards true-zero shot machine
translation (MT) for extremely low resource languages, and
serves as the inspiration for this investigation

Figure 1: Labelled heatmap of the 159 SLs categorised by
Language Vitality (x-axis) and Digital Language Support (y-
axis). In brackets, figures for all Ethnologue languages

umented Sign Languages (SLs) are all digitally
low-resource. They cover the full spectrum of
Language Vitality - but no SL has a Digital Lan-
guage Support status higher than ‘Emerging2’.
SLs are characterised by multimodality (Bragg et
al., 2019) and there is a lack of agreement on stan-
dardising textual SL data (Cormier et al., 2016;
De Sisto et al., 2022), if there is textual data at all3.

The unique challenge of SL data means that the
methods mentioned so far may be unsuitable. Most
rely on text mined from the web, while the digital
resources available for SLs are usually in image or
video format. In addition, other methods such as
data augmentation have been attempted but have
reached a performance ceiling because of the lack
of parallel data available and the prospect of real,
large-scale data collection efforts (De Coster et al.,
2023).

2“...some content in digital form and/or encoding tools”
3Moryossef (2021) characterises SLs as extremely low re-
source languages
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1.1 True zero shot methods

A recent work, “Machine Translation from One
Book (MTOB)” (Tanzer et al., 2024), creates a
benchmark which shows that LLMs show promise
in learning sequences of a language which does
not exist on the web, and is therefore completely
opaque to any LLM’s training data.

The authors use a true zero-shot approach (see
also Zhang et al. (2024a) and Zhang et al. (2024b))
enabled by advances in LLMs whose prompting
context window can be sufficiently long to contain
book-length resources - such as a descriptive lin-
guistic fieldwork grammar - and even multimodal
data in text, audio and video (e.g. Gemini 1.5
Pro (Reid et al., 2024)).

It is hoped that leveraging the techniques of
MTOB can be transferable to MT involving SLs
(SLMT). The rest of this extended abstract de-
scribes the additional challenges foreseen by at-
tempting this, and some methodological choices
that will need to be made.

2 Resources, Challenges and Evaluation

Resources: According to repositories like Glot-
tolog4 (Hammarström et al., 2024), there appears
to be a broad range of language grammars, dic-
tionaries and textbooks describing numerous SLs -
at least as many as for spoken languages (Zhang et
al., 2024b). Resources not yet made publicly avail-
able on the web would be the most important to
analyse, in order to appraise the MTOB approach
on a SL unseen to any LLM training. It would also
be important to adopt techniques for LM efficiency
in low-resource scenarios (Warstadt et al., 2023).

Representations: Decisions around the appro-
priate representation in text, or even the medium
itself (visual versus textual) are perhaps the most
important that need to be made for the proposed
approach.

SL grammars are likely to use glosses5 to repre-
sent signs in examples and glossaries as well as in
parallel corpora with continuous SL data6. Oth-
erwise, a notation system such as SignWriting7

could be used. It is compatible with the MTOB
approach, as its characters are encoded in Unicode
or translatable to ASCII (Jiang et al., 2023).

4e.g. https://glottolog.org/resource/languoid/id/cata1241 as
an example for Catalan Sign Language
5A lexical representation based on a spoken language
6https://how2sign.github.io/related datasets.html
7https://www.sutton-signwriting.io/

As for the medium - the multimodality of SLs
alongside the ability of models like Gemini 1.5
Pro (Reid et al., 2024) to interpret visual, audio, or
text data make a true zero-shot study a complex,
but exciting prospect.

Evaluation: Model output in MTOB and other
few and zero-shot methods has been evaluated with
automatic metrics solely on text. Character based
metrics such as CHrF (Popović, 2015; Bapna et al.,
2022; Ruder et al., 2023), have been used for lan-
guages which are low resource, do not have clear
token boundaries, or using non-romanised charac-
ters (Tanzer et al., 2024). These metrics may be
suitable for SLs which are low resource, and may
be notated in a system like SignWriting.

It may be possible to use BLEU (Papineni et al.,
2002), standard in MT, but is known to be prob-
lematic in languages where there is only one ref-
erence translation. In addition, if SL data is pre-
sented as linear glosses, BLEU (which relies on
tokenised text) may be an appropriate metric.

Further considerations: The principal users
and guardians of SLs, and their related technolo-
gies, is the Deaf and Hard-of-Hearing (DHH) com-
munity. As such, it is essential to work under the
principle of “nothing about us without us” (Van-
deghinste et al., 2023). DHH stakeholders must
consent to this technology being investigated, the
use of SL data and resources, as well as being in-
volved in the research itself.

3 Call to arms

In summary, recent research has shown that it
is possible to show multimodal LLMs, within
prompts, entire language descriptions with exam-
ples from book-length texts. Then, they have been
shown to be able to provide translations between
English and a language which has never been seen
by the LLM.

This extended abstract shows the potential of ex-
tending this methodology to SLs, and intends to
begin a discussion towards experimenting in LLMs
with long prompt windows and SL data.

However, there remains the following open
questions in order to develop this technology: (1)
Which language pairs to target?, (2) How to incor-
porate non-text modalities?, (3) How to integrate
image content in linguistic texts into multimodal
models?, (4) What are the computing resources re-
quired to conduct this research?, (5) How to inte-
grate the DHH community at each stage?
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jan Chatterjee, Christian Federmann, Barry Haddow,
Chris Hokamp, Matthias Huck, Varvara Logacheva,
and Pavel Pecina, editors, Proceedings of the Tenth
Workshop on Statistical Machine Translation, pages
392–395, Lisbon, Portugal, September. Association
for Computational Linguistics.

Reid, Machel, Nikolay Savinov, Denis Teplyashin,
Dmitry Lepikhin, Timothy Lillicrap, Jean-baptiste
Alayrac, Radu Soricut, Angeliki Lazaridou, Orhan
Firat, Julian Schrittwieser, et al. 2024. Gem-
ini 1.5: Unlocking multimodal understanding across
millions of tokens of context. arXiv preprint
arXiv:2403.05530.

Ruder, Sebastian, Jonathan Clark, Alexander Gutkin,
Mihir Kale, Min Ma, Massimo Nicosia, Shruti Rijh-
wani, Parker Riley, Jean-Michel Sarr, Xinyi Wang,
John Wieting, Nitish Gupta, Anna Katanova, Christo
Kirov, Dana Dickinson, Brian Roark, Bidisha
Samanta, Connie Tao, David Adelani, Vera Axelrod,
Isaac Caswell, Colin Cherry, Dan Garrette, Reeve In-
gle, Melvin Johnson, Dmitry Panteleev, and Partha
Talukdar. 2023. XTREME-UP: A user-centric
scarce-data benchmark for under-represented lan-
guages. In Bouamor, Houda, Juan Pino, and Kalika
Bali, editors, Findings of the Association for Com-
putational Linguistics: EMNLP 2023, pages 1856–
1884, Singapore, December. Association for Com-
putational Linguistics.

Simons, Gary F., Abbey L. L. Thomas, and Chad
K. K. White. 2022. Assessing digital language
support on a global scale. In Calzolari, Nicoletta,
Chu-Ren Huang, Hansaem Kim, James Pustejovsky,
Leo Wanner, Key-Sun Choi, Pum-Mo Ryu, Hsin-Hsi
Chen, Lucia Donatelli, Heng Ji, Sadao Kurohashi,

Patrizia Paggio, Nianwen Xue, Seokhwan Kim,
Younggyun Hahm, Zhong He, Tony Kyungil Lee,
Enrico Santus, Francis Bond, and Seung-Hoon Na,
editors, Proceedings of the 29th International Con-
ference on Computational Linguistics, pages 4299–
4305, Gyeongju, Republic of Korea, October. Inter-
national Committee on Computational Linguistics.

Tanzer, Garrett, Mirac Suzgun, Eline Visser, Dan Ju-
rafsky, and Luke Melas-Kyriazi. 2024. A bench-
mark for learning to translate a new language from
one grammar book.

Vandeghinste, Vincent, Dimitar Shterionov, Mirella De
Sisto, Aoife Brady, Mathieu De Coster, Lorraine
Leeson, Josep Blat, Frankie Picron, Marcello Paolo
Scipioni, Aditya Parikh, Louis ten Bosch, John
O’Flaherty, Joni Dambre, Jorn Rijckaert, Bram Van-
roy, Victor Ubieto Nogales, Santiago Egea Gomez,
Ineke Schuurman, Gorka Labaka, Adrián Núnez-
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