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Abstract

Reasoning methods, best exemplified by the
well-known Chain-of-Thought (CoT), em-
power the reasoning abilities of Large Lan-
guage Models (LLMs) by eliciting them to
solve complex tasks in a step-by-step manner.
Although they are achieving significant suc-
cess, the ability to deliver multi-step reasoning
remains limited to English because of the im-
balance in the distribution of pre-training data,
which makes other languages a barrier.

In this paper, we propose Cross-lingual Tree-of-
Thoughts (Cross-ToT), a method for aligning
Cross-lingual CoT reasoning across languages.
The proposed method, through a self-consistent
cross-lingual prompting mechanism inspired by
the Tree-of-Thoughts approach, provides multi-
step reasoning paths in different languages that,
during the steps, lead to the final solution. Ex-
perimental evaluations show that our method
significantly outperforms existing prompting
methods by reducing the number of interactions
and achieving state-of-the-art performance.

1 Introduction

Chain-of-Thought (CoT) prompting elicits Large
Language Models (LLMs) to break down a rea-
soning task towards a sequence of intermediate
steps (Wei et al., 2022). Previous works have
demonstrated that LLMs achieve impressive per-
formances in zero-shot learning scenarios without
the need to modify the model parameters during
the training and testing process. In particular, by
appending to the prompt “Let’s think step by step!”
(Kojima et al., 2023) LLMs with at least several
billions of parameters, such as GPTs family (Ope-
nAl, 2023) or PaLM (Chowdhery et al., 2022),
deliver multi-step controlled reasoning, achieving
promising results across commonsense (Bubeck
et al., 2023), symbolic and mathematical reasoning
datasets (Gaur and Saunshi, 2023; Liu et al., 2023).

Although the performances seem promising,
they are only firmly established in English. This

poses a barrier to generalizing current CoT tech-
niques to different languages. Hence, despite the
remarkable success of zero-shot CoT techniques,
the reasoning abilities of LLMs still struggle to
generalize to different languages. Shi et al. (2022)
introduced the first multilingual benchmark to as-
sess LLMs’ mathematical reasoning abilities using
prompts in different languages. Qin et al. (2023)
propose task-specific solver prompting, using a
succession of prompts, elicit the LLMs to under-
stand questions and deliver CoT answers in differ-
ent languages. However, these strategies require
two-step prompts, which goes against the zero-shot
approach.

In this paper, we propose Cross-lingual Tree-
of-Thoughts (Cross-ToT), a method for aligning
Cross-lingual CoT reasoning across languages by
proposing a Cross-lingual Alignment prompt to
elicit the model to deliver a Self-consistent Chain-
of-Thougt. Our method is inspired by the Tree-of-
Thoughts (ToT) prompting (Yao et al., 2023) that
asks LLMs to perform decision-making by consid-
ering multiple different reasoning paths (CoTs). In
particular, our Cross-ToT is a ToT-style prompting
to deliver the reasoning process in different lan-
guages that, step-by-step, converge to a single final
solution. The inherent insight is that as the different
paths of thought evolve, the relationships between
the different languages are inherently grasped via
Self-consistent Chains-of-Thougt. This leads to the
target research questions, which are the focus of
this paper:

RQ1I: Are LLMs able to deliver Cross-lingual
multi-step reasoned answers?

RQ2: Are the different paths of ToT evolving
Self-correcting each other?

RQ3: What is the role of English in Cross-
lingual scenarios?

To answer these questions, we propose
Cross-ToT, a novel Cross-lingual prompting strat-
egy that aims to bridge the gap across different
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Input Prompt

Simulate the collaboration of six mathematicians answering a question in their mother

tongue: Chinese, French, Spanish, German, Swedish, and Russian. They all start Stepl from
a separate thought process, step by step, each explaining their thought process. Following
Stepl, each expert refines and develops their thought process by comparing themselves with

others. This process continues until a definitive answer to the question is obtained.

Question: EISATRESMAR 3 R 3 B, SEIRE oo XK. EA—HBZIK?

Answer: [num].
To simulate this collaborative approach, we will have each
Tree-of-Thoughts mathematician start with their independent thought process and then
refine their approach in subsequent phases, considering the input
from others. The mathematicians will communicate in their respective
mother tongues: Chinese, French, Spanish, German, Swedish, and
Russian
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Figure 1: Our Cross-ToT elicits the LLM to generate step-by-step Cross-lingual reasoning. Furthermore, different
pathways are developed during these reasoning steps. This mechanism develops the Chains-of-Thoughts in a
Self-consistent way, streaming with the different pathways.

languages. In particular, using the prompt shown
in Figure 1, we elicit the model to deliver differ-
ent CoT reasoning steps in different languages that
converge to the final solution step-by-step. We test
our method on GPT-3.5 and conduct an extensive
analysis using Multilingual Grade School Math
(MGSM) (Shi et al., 2022), Cross-lingual Natural
Language Inference (XNLI) (Conneau et al., 2018),
and Cross-lingual Paraphrase Adversaries Scram-
bling (PAWS-X) (Yang et al., 2019), Cross-lingual
Choice of Plausible Alternatives (XCOPA) (Ponti
et al., 2020) across different languages. Experimen-
tal results reveal that our method, based on a single
prompt, outperforms the baselines and achieves the
SOTA performance on different languages in dif-
ferent tasks. The main contributions of this work
are concluded as follows:

¢ We introduce Cross-ToT, which is a novel
Cross-lingual prompting mechanism that stim-
ulates the model to produce parallel CoT rea-
soning processes across different languages;

* We show that our Cross-ToT is Self-
consistent and allows the integration of rea-
soning paths between different languages;

» Extensive evaluations on different languages

demonstrate that our Cross-ToT can effec-
tively improve the performance of cross-
lingual CoTs and achieve SOTA performance.

* Finally, we show that introducing English in
our prompting technique plays a beneficial
role in improving downstream performance.

2 Cross-lingual Multi-step Reasoning

To elicit the multi-step reasoning abilities of LLMs
in Cross-lingual scenarios, we propose Cross-ToT,
which is a Cross-lingual Alignment Chain-of-
Thought as a solution. In particular, our method
overcomes the Multi-lingual and Cross-lingual
approaches introduced in Section 2.1. In fact,
our approach elicits the LLMs to deliver Self-
consistent Parallel Chain-of-Thougts, introduced
in Section 2.2.

2.1 Chain-of-Thought Across Languages

The Cross-lingual Alignment is a core challenge
for cross-lingual transfer. Shi et al. (2022) pro-
posed a series of prompts to elicit models to gener-
ate CoT answers in specific language Native-CoT,
and in English En-CoT and Translate-CoT (more
detailed in Table 1).

Later, Qin et al. (2023) proposed a method based
on two phases: Cross-lingual alignment prompt and
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Native-CoT in this example in Chinese

AR FEA32 BRI 5 7)., IRk 42 . QiR
WAz 735 B, dA1—3L0 9 T 2 D5

R LB EE

En-CoT

MR FEA32 BRI 577, IR 42 . QiR
WAz 735 B, dAT—3m T 205

Answer: Let’s think step by step

Translated-CoT (is the Native translated in En)
Question: Leah has 32 chocolates and her
sister has 42. If they ate 35 pieces, how
many pieces do they have left?

Answer: Let’s think step by step

Table 1: Different types of input prompts in order to
elicit Chain-of-Thought reasoning process. Specifically,
given a problem in Chinese, the following prompts
are Native-CoT and En-CoT, the original question in
Chinese with elicitation in Chinese and English; for
Translated-CoT, the question is in English and conse-
quently a step-by-step solution in English.

task-specific solver prompting. This approach uses
two separate steps, as shown in Table 2, in order to
handle input and output in different languages.

Cross-CoT First-Step

Please act as an expert in multi-lingual
understanding in [Specific Language Ls].
Question: [Given sentence X in L]

Let’s understand the task in [Target Language
L:] step-by-step!

Cross-CoT Second-Step

After understanding, you should act as an
expert in mathematics in [Language L:].
Let’s resolve the task you understand above
step-by-step!

Table 2: Cross-lingual Prompt proposed in (Qin et al.,
2023). By setting an input language and a target lan-
guage, the prompt is divided into two phases: in phase
one, there is the alignment of the different languages,
and in phase two, there is the solving mechanism for the
specific language.

Although this second approach overcomes the
limitations of Shi et al. (2022)’s work, the two-step
prompting could be more laborious and challeng-
ing, and there is no exchange of information during
the multi-step reasoning process between the differ-
ent chains as the final outputs are estimated using
a voting heuristic.

2.2 Self-consistent Parallel Chain-of-Thougts

In our work, we propose Cross-ToT, a prompting
method that can handle different languages in a par-
allel way. Furthermore, through a mechanism in-
spired by Tree-of-Thoughts prompting techniques
(Yao et al., 2023), our method elicits the LLM to

deliver the generation of the answer in a sequence
of intermediate steps that do not provide indepen-
dent parallel answers but deliver collaborative Self-
consistent reasoned steps until arriving at a final
answer.

Our Proposal

Simulate  the  collaboration of  {n}
mathematicians answering a question in
their mother tongue: Li, Lo, and L,.
They all start Stepl from a separate thought
process, step by step, each explaining their
thought process. Following Stepl, each
expert refines and develops their thought
process by comparing themselves with others.
This process continues until a definitive
answer to the question is obtained.
Question: [Question in Language Li]

Answer: [num].

Table 3: Input-prompt for MSGM task. In Cross-ToT,
we elicit the model to produce multi-step reasoning
processes in different languages. We specifically prompt
to start from separate reasoning and collaborate step-
by-step. (We propose similar pattern for other tasks as
described in Appendix A)

Our Cross-ToT shown in Table 3 elicits the
LLM to generate different paths as shown in Figure
1, achieving significant improvements in accuracy
as discussed in Section 4.

3 Experiments

3.1 Data

In order to observe the Cross-lingual abilities of
LLMs, we used GSM8K (Cobbe et al., 2021),
XNLI (Conneau et al., 2018), and PAWS-X (Yang
et al., 2019), XCOPA (Ponti et al., 2020).

Understanding tasks In order to assess Cross-
lingual comprehension abilities, we used XNLI
(Conneau et al., 2018) and PAWS-X. The first is an
extension of Stanford Natural Language Inference
(SNLI) (Bowman et al., 2015) across 15 languages
and is based on one premise and one hypothesis
and requires the model to determine whether the
hypothesis is entailed, contradicted, or neutral con-
ditioned on the premise in 15 different languages,
and we utilize the accuracy score for evaluation.
The second, Paraphrase Adversaries from Word
Scrambling (PAWS-X) (Yang et al., 2019), con-
tains two sentences and requires the model to judge
whether they paraphrase each other in seven lan-
guages.

Commonsense Reasoning task The Cross-
lingual Choice of Plausible Alternatives (XCOPA)
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Model de zh fr ru SW es bn ja te th | Avg
GPT-3 (text-davinci-002)*
Direct (Shi et al., 2022) 148 180 168 124 88 172 44 112 0.8 8.8 | 11.3
Native-CoT (Shi et al., 2022) 36.0 40.0 376 284 112 404 64 260 04 108|237
En-CoT (Shi et al., 2022) 440 408 460 284 208 448 9.6 324 56 19.6|29.2
Translate-En (Shietal., 2022) | 46.4 472 464 488 37.6 51.6 412 448 428 41.2 | 448
" GPT-3.5(gpt-35-turbo) | ] S
Direct (Qin et al., 2023) 56.0 60.0 62.0 62.0 48.0 612 336 528 7.6 422|485
Native-CoT (Qin et al., 2023) 70.0 59.6 644 624 540 704 264 644 400 59.6 |57.1
En-CoT (Qin et al., 2023) 73.6 632 700 656 552 69.6 500 604 220 48.0 |57.7
Translate-En (Qinetal., 2023) | 75.6 71.6 724 728 69.6 744 664 660 58.0 57.6| 68.4
Cross-CoT (Qin et al., 2023) 86.8 772 820 87.6 760 848 752 772 520 68.0 | 76.6
‘Cross-ToT | 87.6 835 843 865 754 862 79.0 80.2 685 755 | 80.6

Table 4: Accuracies (%) on MGSM using the "Direct"” prompt, i.e., question and answer in the original language;
the "Native-CoT" prompt, i.e., question and answer CoT in the original language; the "En-CoT" prompt specific
language question and answer CoT in English, the "Translate-En" prompt where the specific input is translated
into English and the answer accordingly is in English. Moreover, Cross-CoT, as proposed by Qin et al. (2023),
questions in a specific language and answers in different languages. Finally, Cross-ToT is explained in Section 2.2.
(Our results are derived from the average of three running performances as detailed in Section 3.2)

(Ponti et al., 2020) is based on one premise and
two choices. It asks the model to choose which one
is the result or cause of the premise. It covers 11
languages from 11 diverse families.

Arithmetic Reasoning task To evaluate the
problem-solving abilities in Cross-lingual scenar-
i0s, we used the extension proposed by Shi et al.
(2022), i.e., Multilingual Grade School Math
(MGSM). Initially, Cobbe et al. (2021) proposed a
benchmark of mathematical problems in English in
GSMBSK. Each example has the following structure:
a mathematical problem in natural language and a
target answer in Arabic number. Shi et al. (2022),
in their contribution, i.e., MGSM, selected the first
250 examples from the official list of examples in
GSMSK and translated them manually into 11 dif-
ferent languages, maintaining the structure of the
input and output.

Evaluated Languages In our experiments, we
propose an analysis of available languages that dif-
fer depending on the resources, we provide all de-
tails in Appendix A. Furthermore, as an additional
experiment, we test the introduction of English.

3.2 Experimental Setup

In order to conduct our study on robust models and
have a term of comparison with the work proposed
in (Shi et al., 2022; Qin et al., 2023), we use GPT-
3.5; however, in future developments, we plan to
scale the method to different models. Then, we

systematically defined the input prompt in Table 3
for MGSM and in Appendix A for XNLI, PAWS-
X, and XCOPA. In each particular experimental
set-up, we modify the appropriate languages with
L1, Lo, ...for the German !

Following Wei et al. (2022); Kojima et al. (2023),
we evaluate performance using the accuracy score.
In particular, we compute the string matching be-
tween the final answers (see Figure 1 where the
final outputs have the form of Answer: [num]) and
the target values. The top-p parameter is set to 1 in
all processes. We select the Prompting temperature
[0, 1].

4 Main Results

Mechanisms for delivering multistep-reasoned
answers across languages can be empowered
via Cross-ToT that align languages’ Chain-of-
Thoughts (CoT). Our approach based on a Tree-
of-Thoughts-inspired prompting mechanism (see
Figure 1) outperforms state-of-the-art prompting
techniques on Arithmetic Reasoning tasks as shown
in Table 4, and in Language Understanding tasks
as shown in Figure 3 and finally in Commonsense
Reasoning tasks as shown in Table 5. In particu-
lar, Cross-ToT elicit LLMs to produce different
reasoning pathways that share the "Thoughts" dur-
ing the steps and, at the same time, promote Self-

! Although we do not observe perceptible changes in the
order of languages present in the input prompt, we set as a
first the language-related subset of the benchmark.
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correction of mistaken paths. In fact, during the
steps of the CoT, information is swapped between
the paths. This interaction delivers Self-consistent
paths. Furthermore, in the prompt, we exempli-
fied that the different paths must arrive at a shared
and, consequently, unique by sharing the "thought
process" (see the prompt in Table 3).
MGSM

100

Accuracy

B

20 3 Cross-ToT
[ Cross-ToT + English
BB Cross-ToT (En+Target — Language)

de zh fr ru sSW es bn ja te th

Figure 2:  Accuracies (%) on MGSM using
"Cross-ToT", "Cross-ToT + English" and in binary ver-
sion "Cross-ToT ( English + Target Language".

Our approach outperforms the methods proposed
in (Shi et al., 2022) that are yet surpassed by the
Cross-CoT proposed by Qin et al. (2023). How-
ever, although Cross-CoT outperforms previous
approaches, it is necessary to clarify which path,
if any, leads to the correct reasoning (Section 5.3),
whether the introduction of English can increase
performance (Section 5.1) and finally the trade-off
between the number of languages (in our case path)
and the final results (Section 5.2).

5 Analysis

In this section, we explore the contribution of En-
glish in the Cross-lingual prompt (in Section 5.1),
then study the impact of different languages on
the final results (Section 5.2) and the reasoning
evolution (Section 5.3) and close with an in-depth
analysis of performance in different tasks in Sec-
tion 5.4.

5.1 The English Matter

Earlier works (Wei et al., 2022; Liu et al., 2023)
have been showing that LL.Ms are able to deliver
multi-step reasoning answers on arithmetic tasks,
focusing mainly on English. Therefore, we ob-
serve whether introducing English into our input-
prompts could increase downstream performance.
Hence, we performed the setting proposed in Sec-
tion 3.2 From the results obtained in Figure 2

XNLI
by

PAWS-X

Figure 3: Accuracies (%) on Language Understanding
benchmarks XNLI and PAWS-X introduced in Section
3.1

(green bar), it is possible to observe that the input-
prompts empowered with English outperform the
input-prompts empowered without English. This
result suggests that the presence of one robust path,
in this case, the English path, may influence the oth-
ers in the final reasoning process. Indeed, assuming
that the production of the intermediate steps is self-
consistent, i.e., the paths do not disagree with each
other, the additional language seems to influence
performance positively. From the current results,
adding a further language improves the robustness
of the models.

However, whether the performance is due to the
number of languages or English is unclear. To
observe the impact of adding a specific language
in Section 5.2, we propose to reduce the number of
languages in the presence and absence of English.

5.2 The Impact of the Languages

English seems to lead Cross-lingual reasoning on
arithmetic tasks, as shown in Section 5.1. Hence, to
observe the impact of the number of languages and
one specific, i.e., English, we propose two further
analyses:

Cross-ToT in low-resources scenarios Integrat-
ing more languages into Cross-lingual prompting
leads to better overall performance. As already
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Model et ht id qu SW ta th tr vi zh Avg
GPT-3 (text-davinci-002)*

Direct (Shi et al., 2022) 73.8 556 888 954 512 560 546 702 88.6 804 914 | 733
En-CoT (Shi et al., 2022) 888 796 914 966 522 674 558 842 912 86.6 934 | 80.7

GPT-3.5 (gpt-3.5-turbo)
Direct (Qin et al., 2023) .
Translate-En (Qin et al., 2023) | 88.2 794  90.8

Cross-CoT (Qin et al., 2023) 96.8 90.6 95.2 . . .
“Cross-ToT ~ " 1976 925 903 968 833 936 802 941 964 953 974 |
HUMAN (Ponti et al., 2020) 982 964 100.0 97.0 948 99.0 98.6 982 964 984 96.6 | 97.6

Table 5: Accuracies (%) of XCOPA.

observed in (Shi et al., 2022; Qin et al., 2023), in-
creasing the number of languages improves down-
stream performance, as shown in Figure 4 (average
performances using the same setting proposed in
Section 3.2).

As shown in (Malkin et al., 2022; Blevins and
Zettlemoyer, 2022), the performances of the Large
Language Models are highly correlated with the
percentage of pre-training data in each language.

Following the approach proposed in (Qin et al.,
2023) and considering language distribution in
the widely used multilingual pre-training dataset,
which in our case is CommonCrawl (Common
Crawl, 2021), we integrated languages in descend-
ing and ascending order based on their respective
proportions (detailed in Table 12).

Figure 4 shows that adding more languages
in high-resource contexts improves performance.
However, when incorporating languages with lim-
ited resources, performance decreases as the num-
ber of languages increases (see low-resource in
Table 4). Finally, adding English (the dominant per-
centage in standard corpora) to the prompting sig-
nificantly enhances performance (see "+ English"
lines in Table 4).

These findings emphasize that the number of in-
tegrated languages only partially determines the ef-
fectiveness of language integration. The amount of
pre-training data for each language, especially for
high-resource languages, plays a crucial role. Bal-
ancing multiple languages and considering avail-
able resources and impact is essential.

Cross-ToT in binary scenarios Moreover, we
evaluate similar scenarios in low-resource settings
and reproduce the same experiments using only
two languages. In particular, we used the same set-
ting proposed in Section 3.2 by including only the
target language and English in the prompt (example
prompt in Appendix 8).

From the results shown in Figure 2 (grey bar),

using the target English-language tuple does not
change the performance of high-resource lan-
guages. On the contrary, low-resource languages
achieve significantly lower performance. This sec-
ond finding reinforces what was said earlier about
the experiments on prompt compositions.

Performance vs. Number of Languages
883

Accuracy (%)

#— High Resource - Low Resource
—e— Low Resource — High Resource
—— High Resource (+English) » Low Resource
— Low Resource (+English) -+ High Resource

3 4 5

6 7 8 9 10
Number of Languages

Figure 4: The impact of integrating languages in our
Cross-ToT on the final performance. Following Table
12, we integrate languages from low-resources to high-
resources and vice versa. We also propose the same
experiments with the addition of English.

5.3 Reasoning Evolution

We use the framework ROSCOE (Golovneva et al.,
2023) to investigate why our approach works.
Hence, we evaluate the quality of the reasoning
paths (implementation described in Appendix B).
As shown in Figure 5, our approach delivers rea-
soning with higher faithfulness, exhibiting better
consistency with key steps during the reasoning
process. Specifically, the faithfulness score in-
creased by 4.5 points, indicating that the model bet-
ter understood the problem statement and ensured
a transparent inference chain without generating
irrelevant or misused information. Furthermore,
we observe improvements in the Informativeness
metrics for “Step” and “Chain”. It suggests that
the models’ reasoning, behind the alignment, could
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provide more well-grounded inference steps.

o0 Reasoning Quallty

91 l
581 482.0

&0 7547707
60
40
20

CLP (Cross-CoT) ~ mmm Cross-ToT
0

Faithfulness step Chain Missing Step

Performance

Figure 5: The analysis of reasoning quality between
GPT-3.5 (Native-CoT) and CLP in (Qin et al., 2023)
and our Cross-ToT

XCOPA, XNLI and PAWS-X

Simulate the collaboration of n
person answering a question in their
mother tongue: Li and English. They

all start Stepl from a separate
thought process, step by step, each
explaining their thought process.

Following Stepl, each expert refines
and develops their thought process
by comparing themselves with others.
This process continues until a
definitive answer to the question is
obtained.

Basic Prompt

Table 6: Our prompting approach for XCOPA, XNLI
and PAWS-X. List of the Basic Prompt is in Table 11

5.4 The Cross-Reasoning in other tasks

Furthermore, to scale our approach, we test the
applicability of Cross-ToT on two different task
types using the same structure adapted to them as
in Table 7.

Understanding task We proposed our approach,
Cross-ToT, on other multilingual reasoning datasets
belonging to the undertandings genre. As intro-
duced in Section 3.2, we used XNLI (Conneau
et al., 2018) and PAWS-X (Yang et al., 2019). As
Figure 3 shows, Cross-ToT is able to perform bet-
ter in most languages. Compared to the previous
SOTA obtained in CLP (Qin et al., 2023). Thus,
we observed average improvements of 3.2 points
on XNLI and 2.5 points on PAWS-X.

Commonsense Reasoning task We have used
our approach, Cross-ToT, to an additional dataset
of multilingual commonsense reasoning, as intro-
duced in Section 3.1. We used XCOPA as our
benchmark. For comparison purposes, we con-
sidered CLP and Native-CoT proposed by Qin
et al. (2023). In Figure 5, we can observe that
our approach has outperformed previous methods
in many languages.

The results show the effective functionality of
our Cross-ToT on different tasks. Although the
method has shown appreciable increases, we con-
tinue the studies in Section 5.5 by observing
whether adding in-context examples in the input-
prompt can benefit LLMs.

5.5 Other approaches

Cross-ToT can be further empowered with in-
context learning. In fact, as shown in Table 9, in-
context learning (ICL) techniques have achieved
performant results on the downstream performance
of LLMs. In particular, in further exploration of
Cross-ToT within ICL, we conducted different ex-
periments.

From Zero- to Few-shot In the first experiment,
we sampled 50 random instances from MGSM.
Then, we replicated the experiments proposed in
Section 3.2. However, we constructed the prompt
by merging instances in one-shot and three-shot set-
tings. Table 9 shows that providing context makes
the models more robust.

Performances Other Models Cross-ToT does
not outperform other approaches in open-source
models with fewer parameters. Table 10 shows
the performances of Llama-2-13B (Touvron et al.,
2023) and Bloomz-7B (Muennighoff et al., 2022).
We hypothesize that these performances are due to
the misleading behaviors observed in (Wei et al.,
2023) prompting CoT in models with less than 100
billion parameters. In future developments, we will
continue to investigate this phenomenon.

6 Related Work

Large Language Models (LLMs) with billions of
parameters demonstrate in-context learning and
few-shot learning abilities (Brown et al., 2020; Wei
et al., 2022; Min et al., 2022) to guide LLMs to
generate desired task responses, marking the ad-
vent of the prompting era and surpassing the age
of the intermediate steps in algorithmic and struc-
tured reasoning (Roy and Roth, 2015; Ling et al.,

1235



2017). Nevertheless, early works challenged the
efficacy of few-shot techniques for empowering the
prompting phase and downstream performances. In
particular, Yao et al. (2023) refined the original idea
of Chain-of-Thought (CoT) (Wei et al., 2022) by
considering various reasoning paths as well known
as Tree-of-Thought.

The traditional and derivated CoT mechanisms
have achieved considerable success but are lim-
ited to generating answers within a single language
(i.e., English). Shi et al. (2022) proposed a multi-
lingual evaluation that Qin et al. (2023) extended
to cross-lingual scenarios. In particular, Qin et al.
(2023) proposed a prompt mechanism to handle
requests in any language and generate CoT specif-
ically in English. This approach, which in our
construct we called Cross-CoT has been proposed
both single-phase, i.e., as a single prompt (CLP)
also adopted by (Huang et al., 2023) and multi-
phase (CLPS) i.e., characterized by self-consistent
prompts that follow the prompting methodology
proposed in (Qiao et al., 2023). Although the mech-
anism achieves state-of-the-art cross-linguistic rea-
soning steps, the single-phase promting underper-
forms in low-resouces languages and the multi-
phase prompting characterized by a series of cas-
cading prompts is supported far away from the
zero-shot chain-of-thought concept.

In our work, we propose a method of CoT rea-
soning inspired. Specifically, we elicit the cross-
lingual generation of a series of parallel Cross-
lingual reasoning paths using a single prompt.
In fact, our method is inspired by the Tree-of-
Thoughts approach proposed by (Yao et al., 2023).
Hence, in a different way from previous ap-
proaches, our technique generates shared parallel
reasoning paths that share the "thoughts process"
delivering Self-consistent answers and reducing
reasoning steps. Our work goes beyond in the fol-
lowing ways:

* Proposal of novel zero-shot prompting meth-
ods in cross-lingual scenarios characterized
by low-resource and high-resource languages.

* Studying cross-lingual multi-step reasoning
mechanisms using arithmetic reasoning tasks.

* In-depth study of the reasoning pathways pro-
vided by our prompting approach (impact of
the number of languages and strongly high-
resource languages).

* Experiments on effective functioning in com-
monsense reasoning and language understand-
ing tasks.

7 Future Works

In future work, we intend to incorporate smaller-
scale Language Models (SLMs) into our evalua-
tions. However, the ability to produce multi-step
reasoned answers is limited in SLMs. To address
this, a range of techniques are emerging to align
and transfer reasoning abilities between LLMs and
SLMs (Ranaldi and Freitas, 2024).

Our aim is to enhance current alignment
pipelines (Ranaldi et al., 2023; Ranaldi and Pucci,
2023a) to enable cross-lingual reasoning capabil-
ities across different languages and scenarios. In-
cluding methods that emphasize the importance of
language structure (Zanzotto et al., 2020) and up-
hold the foundational pillars of the NLP ecosystem
(Ranaldi and Pucci, 2023b).

8 Conclusion

Chain-of-Thought is an outstanding prompting
technique. However, the imbalance of languages
in pre-training data does not always produce ro-
bust results. Different state-of-the-art works have
proposed cross-lingual techniques to align perfor-
mances obtained in different languages. They
are limited to handling one language at a time
or proposing multiple prompting stages, making
them difficult to manage. In this paper, we propose
Cross-ToT, a prompting technique to elicit multi-
step reasoning abilities in Cross-lingual scenarios.
Hence, we elicit models to deliver answers in a Self-
consistent way, collaborating to the final answer.
We have shown the functionality of our Cross-ToT
through performance improvements obtained in a
multilingual mathematical problem task. In addi-
tion, we have demonstrated the scalability in tasks
related to commonsense reasoning and language
understanding. Finally, we conducted a series of
in-depth analyses in which we measured the impact
brought about by low-resource vs. high-resource
languages and the inclusion of English. Our contri-
bution aims to propose more robust models that can
break down issues arising from language barriers
and provide more reliable results.

Limitations

Due to the limitations imposed by the evaluation
benchmarks and the cost of the OpenAl API, we
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conducted tests on 16 languages in total, which
only scratches the surface of the world’s vast array
of languages. Furthermore, our approach is based
on English. It should be evaluated whether the
model written in the language of the task can lead
to better performance and how best to construct
instructions in each language. Furthermore, we
only tested the effectiveness of our method on GPT-
based models (gpt-3.5-turbo). In the future, it will
be worthwhile to study the generality of our model
on more models, such as PalLM and Llama-2-70.

Ethics Statemets

In our work, ethical topics were not addressed. The
data used comes from open-source benchmarks,
and statistics on language differences in commonly
used pre-training data were obtained from official
sources without touching on issues related to gen-
der, sex, or race differences.
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A  Prompt

In this paper, we analyze our prompting approach,
i.e., Cross-ToT, in different tasks. In Figure 1
we have shown the input-prompt for the MGSM
(Cobbe et al., 2021). Here, we show the prompt
framework for the other tasks:

XCOPA, XNLI and PAWS-X

Simulate the collaboration of n
person answering a question in their
mother tongue: L; and FEnglish. They

all start Stepl from a separate
thought process, step by step, each
explaining their thought process.

Following Stepl, each expert refines
and develops their thought process
by comparing themselves with others.
This process continues until a
definitive answer to the question is
obtained.

Basic Prompt

Table 7: Our prompting approach for XCOPA, XNLI
and PAWS-X. List of the Basic Prompt is in Table 11

Furthermore, in Section 5.1, we proposed an
experiment based on a prompt with only two lan-
guages as follows:

Binary Cross-ToT

Simulate the collaboration of 2
mathematicians answering a question in
their mother tongue: L; and English. They
all start Stepl from a separate thought
process, step by step, each explaining their
thought process. Following Stepl, each
expert refines and develops their thought
process by comparing themselves with others.
This process continues until a definitive
answer to the question is obtained.
Question: [Question in Language L1l

Answer: [num].

Table 8: Our prompting approach for experiment pro-
posed in Section 5.1 regarding MGSM and binary trees

B Reasoning Chain

B.1 Chain-of-Thought Quality Scoring
Implementation

The ROSCOE framework (Golovneva et al., 2023)
incorporates multiple chain-of-thought quality met-
rics, with the reasoning alignment vector « that
is

.,(IA[} S [0,1}FJ
(1)

Talign(h — 8) = {a1, a9, ..

from the N-step hypothesis h = {h;}, to the

source input s of length T', where «; are defined as:

1+max?_; cos(h;,s;)
Talign(hi — 5) = ! 3

Faithfulness score The Faithfulness (F') score
is calculated based on the alignment between the
hypothesis steps h and the source sentences s. It
represents the average reasoning alignment score
over the steps of reasoning:

N
1
F=< erm-gn(hi — 5) 2)

The Faithfulness score serves as a measure to
assess whether the model misconstrued the prob-
lem in the statement or if the reasoning chain is
characterized by ambiguity, unimportance, or the
misuse of information.

Informativness Informativeness-Step  (Info-
Step) measures the utilization of facts from the
original text s in the reasoning steps h:

S

Infosip= 5 > (51 > 1) + JF 0

Info-Step assigns a higher score to reasoning
steps that strongly align with the source, showing
the capacity to which the generated hypothesis in-
cludes the information from the source. Conversely,
a lower Info-Step score means reasoning steps un-
related to the source sentences or overlooking the
provided information in the context.

Informativeness Chain Like the Info-Step met-
ric, the InformativenessChain (Info-Chain) metric
estimates the degree of concordance between the
hypothesis chain and the source. The calculation is
as follows:

1 + cos(h, s)

5 )

Infochain =
Missing Step The Missing Step (Miss-Step) met-
ric is introduced to estimate any significant lacking
steps, which examines the alignment between the
reference reasoning text 7 = {r;}* and the hy-
pothesis h. A miss-step is needed to meticulously
assess each step in the reference and verify the exis-
tence of a similar step in the hypothesis. The metric
is computed as:

K
Miss-Step = mi]la(r—align(ri, h)). (5)
1=
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C Other Results

# of shot- Cross-ToT | de zh fr ru SW es bn ja te th | Avg
0-shot 86.5 84.2 839 832 743 844 7787 79.8 68.7 74.6 | 79.8
1-shot 872 849 858 853 764 852 812 81.3 705 755|799
3-shot 884 857 872 875 773 873 823 815 703 769 | 834
Table 9: Accuracies (%) on MGSM using zero-shot, one-shot and three-shot
Model et ht id it qu SW ta th tr vi zh Avg
Bloomz-7B (Muennighoff et al., 2022)
En-CoT 21.8 242 50.6 41.6 414 48.6 538 384 376 470 642 | 42.7
CCLPQinetal.2023) 490 496 580 488 50.6 476 518 520 502 452 542 | 512
Cross-ToT 48.0 473 582 478 493 464 552 531 508 442 503 | 49.5
llama-2-13B (Touvron et al., 2023)
En-CoT 39.6 325 584 558 472 346 474 332 43.0 59.6 504 | 456
CLP (Qin et al., 2023) 448 482 644 70.2 46.6 47.0 478 464 512 588 514 | 524
" Cross-ToT 7 433 491 615 658 444 46,6 437 422 495 552 482 | 50.6
Table 10: Comparison of smaller open-source models on XCOPA.
D Prompt Table
Benchmark  #Test | Basic Prompt
MGSM 250 Question: {problem}
XCOPA 200 Here is a premise: {premise}. What is the {question}? Help me pick the more plausible
option: -choicel: {choicel}, -choice2: {choice2}
XNLI 200 {premise}. Based on the previous passage, is it true that {hypothesis}? Yes, No, or Maybe?
PAWS-X 200 Sentence 1: {sentencel1} Sentence 2: {sentence2} Question: Does Sentence 1 paraphrase
Sentence 2? Yes or No?

Table 11: The basic prompt of each benchmark. #Test denotes the number of instances in the test set that we

randomly selected due to the cost constraint excepted for MGSM.

E Number of Languages

Language Percentage
English (en) 46.3%
Russian (ru) 6.0%
German (de) 5.4%
Chinese (zh) 5.3%
French (fr) 4.4%
Japanese (ja) 4.3%
Spanish (es) 4.2%
Other 23.1%

Table 12: Language distribution of CommonCrawl (Common Crawl, 2021).
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