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Abstract
In this paper, we introduce BiMediX, the first
bilingual medical mixture of experts LLM de-
signed for seamless interaction in both English
and Arabic. Our model facilitates a wide range
of medical interactions in English and Ara-
bic, including multi-turn chats to inquire about
additional details such as patient symptoms
and medical history, multiple-choice question
answering, and open-ended question answer-
ing. We propose a semi-automated English-
to-Arabic translation pipeline with human re-
finement to ensure high-quality translations.
We also introduce a comprehensive evaluation
benchmark for Arabic medical LLMs. Fur-
thermore, we introduce BiMed1.3M, an ex-
tensive Arabic-English bilingual instruction
set that covers 1.3 Million diverse medical in-
teractions, including 200k synthesized multi-
turn doctor-patient chats, in a 1:2 Arabic-to-
English ratio. Our model outperforms state-
of-the-art Med42 and Meditron by average
absolute gains of 2.5% and 4.1%, respec-
tively, computed across multiple medical eval-
uation benchmarks in English, while operat-
ing at 8-times faster inference. Moreover,
our BiMediX outperforms the generic Arabic-
English bilingual LLM, Jais-30B, by average
absolute gains of 10% on our Arabic and 15%
on our bilingual evaluations across multiple
datasets. Additionally, BiMediX exceeds the
accuracy of GPT4 by 4.4% in open-ended
question UPHILL evaluation and largely out-
performs state-of-the-art open source med-
ical LLMs in human evaluations of multi-
turn conversations. Our trained models, in-
struction set, and source code are available
at https://github.com/mbzuai-oryx/BiMediX.

1 Introduction

Large Language Models (LLMs) demonstrate ex-
cellent ability to understand instructions, gener-
ate human-like text, and tackle unseen or complex

*Equally contributing first authors.

ن استنادًا إلى أعراضك، يبدو أنك قد تعاني م. شكرًا لك على المعلومات المفصلة
صداع الشقيقة يتميز عادة بألم نابض في جانب واحد أو كلا . صداع الشقيقة

من المهم أن . الجانبين من الرأس، ويمكن أن يزيد الضوء والضوضاء من شدتها
نأخذ في الاعتبار أن هناك أسباباً أخرى محتملة لأعراضك، لذا قد نحتاج إلى إجراء 

هل لاحظت أي عوامل محددة تثير هذه الصداع؟. مزيد من التقييم

Hello BiMediX, I've been experiencing recurring headaches for 
the past few weeks, and they seem to be getting more frequent.

I see. Headaches can have various causes. Can you please provide 
more details about your symptoms? For example, where is the 
pain located and how would you describe the pain?

إنه ألم . الألم يحدث في الغالب على جانبي الرأس، أحياناً على جانب واحد فقط
الضوء والضوضاء يبدو أنهما يجعلانه أسوأ. نابض يمكن أن يستمر لعدة ساعات

Yes, I've been under a lot of stress at work lately, and my 
sleep hasn't been great.

Stress and inadequate sleep can definitely contribute to headaches. 
It's important to manage your stress levels and prioritize getting 
enough restful sleep. In the meantime, I can recommend some over-
the-counter pain relievers such as ibuprofen or acetaminophen to 
help alleviate your symptoms. However, I would strongly advise 
scheduling an appointment with your primary care physician for a 
thorough evaluation and further guidance. They may recommend 
additional tests or treatments based on your specific situation.

Figure 1: BiMediX is adept at conducting precise medi-
cal conversations seamlessly in both English and Arabic.
It demonstrates advanced interactive capabilities, such
as soliciting further details from the patient and seam-
lessly switch languages based on patient input while
maintaining the continuity of the conversation. The Ara-
bic text translates as follows: User: The pain occurs
mostly on both sides of the head, sometimes on only
one side. It is a throbbing pain that can last for several
hours. Light and noise seem to make it worse. BiMediX:
Thank you for the detailed information. Based on your
symptoms, it sounds like you may have a migraine. Mi-
graine headaches are usually characterized by a throb-
bing pain on one or both sides of the head, and can be
triggered or increased in intensity by light and noise. It
is important to consider that there are other possible
causes for your symptoms, so we may need to do further
evaluation. Have you noticed any specific factors that
trigger these headaches?

tasks, rendering them valuable for a broad range
of applications. Specifically, LLMs have the poten-
tial to impact the medical field by offering virtual
chat support across diverse medical departments
to enhance diagnostic accuracy. However, despite
the promise of LLMs in healthcare, the medical
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، يمكن أن يؤدي ارتفاع ضغط الدم إلى تغيرات في القلب، مثل تضخم البطين الأيسر
يمكن أن يحدث ذلك كآلية تعويضية للتعامل . والتي هي زيادة في حجم عضلة القلب

مع مرور الوقت، يمكن أن . مع العبء المتزايد على القلب الناجم عن ارتفاع ضغط الدم
يؤد تضخم البطين الأيسر إلى تطور اضطراب الانبساط، وهو اضطراب في قدرة القلب

يمكن أن يتجلى اضطراب . على الاسترخاء والتعبئة بالدم أثناء مرحلة الانبساط
من . الانبساط بأعراض مثل ضيق التنفس، والتعب، وعدم تحمل التمارين البدنية

المهم إدارة ارتفاع ضغط الدم من خلال تعديلات في نمط الحياة، والأدوية، ومتابعة 
منتظمة لمنع تطور أمراض القلب والمضاعفات الأخرى المرتبطة

الجواب الصحيح هو ب
.الفقاريةزوأنثروبونوزيس هي العدوى التي تنتقل من الإنسان إلى الحيوانات

Question: Infections which are transmitted from man to 
vertebrate animals are called?
Options: A. Anthropozoonosis B. Zooanthroponosis
C. Amphixenosis D. Enzootics

Infections which are transmitted from man to vertebrate animals 
are called Zooanthroponosis. The correct answer is B.

العدوى التي تنتقل من الإنسان إلى الحيوانات الفقارية تسمى؟: السؤال
زوأنثروبونوزيس. أنثروبوزونوزيس ب. أ: الخيارات

إنزوتيكس. أمفيكسينوسيس د. ج

How does hypertension contribute to the development of heart disease?

Hypertension can lead to several changes in the heart, including left ventricular 
hypertrophy (LVH), which is an enlargement of the heart muscle. LVH can occur as 
a compensatory mechanism to handle the increased workload caused by high blood 
pressure. Over time, this can lead to diastolic dysfunction, which is a decline in the 
heart's ability to relax and fill with blood during the resting phase of the cardiac 
cycle. Diastolic dysfunction can result in symptoms such as shortness of breath, 
fatigue, and exercise intolerance. It is important to manage hypertension through 
lifestyle modifications, medication, and regular monitoring to prevent the 
development of heart disease and related complications.

كيف تساهم ارتفاع ضغط الدم في تطوير أمراض القلب؟

Figure 2: English, Arabic language capabilities of our BiMediX with multiple-choice questions and answers
(MCQA) on the top row, and open-ended questions and responses (QA) on the bottom row.

domain poses distinct challenges, including the ne-
cessity for domain-specific data and expertise to
ensure accurate interpretations, as well as concerns
regarding transparency and bias.

Recent methods have emerged to bridge the gap
in medical domain knowledge by developing open-
source medical LLM alternatives (Chen et al., 2023;
Toma et al., 2023; Wu et al., 2023) to proprietary
models like ChatGPT (Achiam et al., 2023). How-
ever, among the leading medical LLMs in English,
Med42-70B (Christophe et al., 2023) has not made
its training data and resources available. Meditron-
70B (Chen et al., 2023), relies on separate fine-
tuning for each evaluation dataset. This approach is
likely to compromise the model’s ability to serve as
a unified solution with diverse interaction capabil-
ities. Moreover, many of the leading open-source
medical LLMs (Christophe et al., 2023; Chen et al.,
2023) are limited to the English language, posing
limitations in their ability to understand and in-
teract in resource-constrained languages such as
Arabic. Despite Arabic’s potential to cater to a
population of more than 400 million people, it re-
mains underrepresented in the medical LLM lit-
erature. The unique features of Arabic, such as
its distinctive script and less conventional right-to-
left writing format, the unavailability of large-scale
medical training data in Arabic, and the lack of a
comprehensive benchmark to evaluate Arabic medi-
cal LLMs, present challenges in the development of
Arabic or English-Arabic bilingual medical LLMs.

In this work, we introduce BiMediX, a bilingual
medical mixture of experts LLM with seamless con-
versational capabilities in both English and Arabic.
Our BiMediX is a chat agent with state-of-the-art

performances on non-chat, Open QA and multi-
turn chat evaluations.

1.1 Contributions
Our key contributions can be summarized as:
(i) We introduce the first bilingual medical mixture
of experts LLM, named BiMediX, having seamless
interaction capabilities in both English and Arabic
languages (see Fig.1). Our model facilitates vari-
ous medical interactions, including multi-turn chats
essential for follow-up inquiries with human pa-
tients (Fig.1), multiple-choice question answering
(Fig.2 top row) and open-ended question answering
(Fig.2 bottom row).
(ii) We develop a semi-automated iterative trans-
lation pipeline, incorporating a human verification
step to ensure high-quality translation of English
medical text into resource-constrained Arabic. This
pipeline facilitates the compilation of instruction-
tuning dataset and a comprehensive benchmark for
evaluating Arabic healthcare LLMs and Arabic-
English Bilingual LLMs.
(iii) We curate a comprehensive Arabic-English
bilingual instruction set named BiMed1.3M com-
prising over 1.3 million instructions, resulting in a
total of over 632 million healthcare specialized to-
kens. Our dataset comprises open-ended question-
and-answer, multiple-choice question answering,
and over 200k synthesized multi-turn chats rooted
in authentic medical content enabling follow-up
inquiries with human patients.
(iv) We introduce a parameter-efficient fine-tuning
of routing and expert layers in Mixtral (Jiang et al.,
2024) using BiMed1.3M, requiring fewer train-
ing resources compared to Med42 and Chen et
al. (Christophe et al., 2023; Chen et al., 2023).
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Our BiMediX achieves state-of-the-art perfor-
mance on multiple medical exam question datasets
in both English and Arabic. Our model out-
performs Med42 and Meditron across multiple
MCQA, Open-ended QA and multi-turn conver-
sation medical evalautions in English, while oper-
ating 8 times faster. Additionally, BiMediX sur-
passes Jais-30B, by average absolute gains of 10%
and 15% on Arabic and bilingual evaluations across
multiple medical datasets. Moreover, bilingual in-
struction tuning with our BiMed1.3M leads to an
average absolute 10% gain over the base Mixtral
(Jiang et al., 2024) on bilingual evaluations.

2 Related Works

Early BERT-style open medical language models
leveraged the PubMed corpus for either continuous
pre-training (Lee et al., 2020; Huang et al., 2019)
or specific domain training from scratch (Beltagy
et al., 2019; Gu et al., 2021; Shin et al., 2020). Sub-
sequent research enhanced bidirectional systems to
incorporate additional knowledge (Yasunaga et al.,
2022b,a), while later studies have tailored GPT-2
based models to medical and scientific literature
(Bolton et al.; Luo et al., 2022; Taylor et al., 2022).
Recent works such as MedAlpaca (Han et al., 2023)
focus on finetuning large scale open-source LLMs
such as LLaMA (Touvron et al., 2023a,b) on a
set of medical instructions. ChatDoctor (Yunxi-
ang et al., 2023) enhanced a LLaMA model on
100K clinical Q&As, incorporating knowledge re-
trieval capabilities. ClinicalCamel (Toma et al.,
2023) introduced question answering data, convert-
ing PubMed articles and MedQA into questions
and descriptive answers. Meditron (Chen et al.,
2023) performed pre-training on PubMed content
and medical texts, with further refinements on indi-
vidual MCQA datasets. Med42 (Christophe et al.,
2023) instruction-tuned LLaMA model for medi-
cal tasks, though the details of its training remain
undisclosed. Additional details on related English
medical LLMs are provided in Appendix B.

Recent years have witnessed progress in Ara-
bic language processing models (Nagoudi et al.,
2021; Eddine et al., 2022). In addition to these
monolingual models, Arabic has been integrated
into multilingual frameworks (Scao et al., 2022;
Muennighoff et al., 2022; Qiu et al., 2024; Wang
et al., 2024). The recent launch of the Jais model
(Sengupta et al., 2023) marked a substantial ad-
vancement as a general-purpose bilingual LLM for

English and Arabic. Additionally, many of the lat-
est foundational models (Touvron et al., 2023a,b;
Jiang et al., 2024) demonstrate the ability to reply
in Arabic, despite their limited exposure to the lan-
guage during pre-training. However, these generic
models lack sufficient medical domain knowledge,
making them ill-equipped for medical applications
in both Arabic and English languages.

3 Method

Overview: To develop a bilingual healthcare chat
assistant, we first introduce a comprehensive bilin-
gual dataset, BiMed1.3M, that encompasses di-
verse medical interactions in both English and Ara-
bic (Sec. 3.1). This bilingual dataset is created by
first compiling English instruction, as outlined in
Sec. 3.1.1. Subsequently, in Sec. 3.1.2, we de-
scribe our semi-automated English-to-Arabic trans-
lation pipeline, which enables us to obtain high-
quality Arabic medical benchmarks and instruction
sets, as detailed in Sec. 3.1.3. The generated Ara-
bic instructions are then combined with our En-
glish instructions to obtain the BiMed1.3M bilin-
gual dataset. Finally, we present the model and
instruction-tuning strategy in Sec. 3.2.

3.1 BiMed1.3M: Bilingual Dataset with
Diverse Medical Interactions

The growing need for AI-driven medical assistants,
proficient across a spectrum of NLP tasks, high-
lights the necessity for comprehensive datasets. In
particular, the ability to deliver concise answers is
critical for evaluating model performance, yet the
functionality for engaging in chat is essential for
practical deployment. This holds particular signif-
icance in the healthcare domain, where multiple
turns of interaction with further inquiries about
symptoms, examinations, and pre-existing condi-
tions are often necessary. To this end, we compile
our English instruction set as detailed below.

3.1.1 Compiling English Instruction Set
At first, we compile a dataset in English en-
compassing three types of medical interactions:
multiple-choice question answering (MCQA),
which focuses on specialized medical knowledge
and reasoning for definitive answers; open question
answering (QA), that includes real-world consumer
questions; and multi-turn chat conversations for
dynamic exchanges. For the first two categories,
we combined various existing sources into a
unified collection of question-answer pairs as
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Data Samples Avg. Turns #Tokens
QA 423.8 K 1.00 131.8 K
MCQA 638.1 K 1.00 342.5 M
Chat 249.7 K 4.72 158.0 M
Total 1311.6 K 1.71 632.3 M

Table 1: Statistics of the BiMed1.3M across QA,
MCQA, and Chat (with more than one turn of ex-
changes) totaling 623M tokens and 1.3M samples.

Length Range Count
L0 - 1024 1,167,791

L1024 - 2048 135,677
L2048 - 8192 8,113

Metric Value
Average Prompt Length 147.71

Average Response Length 134.56

Table 2: BiMed1.3M Dataset Overview: Length Distri-
bution and Length Counts.

detailed in Table 8 in Appendix. Specifically, for
Multiple-Choice QA, we included data from Pub-
MedQA (Jin et al., 2019), MedMCQA (Pal et al.,
2022), and MedQA (Jin et al., 2021). For Open
QA, we utilized sources such as HealthCareMagic
(Yunxiang et al., 2023), iCliniq (Yunxiang et al.,
2023), Medical Meadow (Han et al., 2023), UMLS
(Wu et al., 2023), LiveQA (Abacha et al., 2017),
and MedicationQA (Abacha et al., 2019). Note that
these datasets are publicly available and have been
previously anonymized. For the multi-turn chat
component, we generated realistic conversations
grounded on MCQA scenarios as described below.

MCQA-grounded Multi-turn Chat Generation:
State-of-the-art open-source medical LLMs such as
(Chen et al., 2023) generally struggle to support in-
depth, multi-turn conversations that include symp-
tom inquiries and further information requests. To
address this, we combine the conversational capa-
bilities of ChatGPT with medically accurate MC-
QAs (multiple-choice question answers) sourced
from publicly available datasets. We use ChatGPT
to craft realistic doctor-patient dialogues based on
MCQAs. The chat creation process involves using
ChatGPT to draft messages for both the user and
the AI assistant in a dialogue format. Inputs from
the PubmedQA, MedQA, and MedMCQA datasets
are provided with specific directives that ensure
discussions are relevant to the medical question-
answer pairs provided. A prompt template is em-
ployed to define the format and criteria alongside
the input question, generating conversation tran-
scripts for both parties (doctor and patient) until

a logical conclusion is reached. To assess the dia-
logues’ relevance and quality, we conducted man-
ual reviews with medical professionals, refining our
prompts based on their feedback (see Appendix C).
Based on this approach, we produced more than
200,000 high-quality multi-turn medical dialogues,
each linked to a specific MCQA, collectively com-
prising over 74 million tokens.

Following the generation of multi-turn dialogues,
our dataset comprehensively encompasses multiple-
choice question answering (MCQA), open question
answering (QA), and dynamic chat conversations
(Chats)—totaling over 860,000 instruction-tuning
data in English. Moreover, we leverage various
publicly available medical benchmark datasets in
English to evaluate the performance of our model,
as elaborated in Sec. 3.1.3.

Next, we detail our semi-automated iterative
translation pipeline to generate medical evaluation
benchmarks and instruction sets tailored for the
resource-constrained Arabic language.

3.1.2 Semi-Automated Iterative Translation
Traditional methods like Google Translate or di-
rect usage of large language models often fail to
meet the high accuracy required for medical texts,
while hiring professional translators is costly and
slow, limiting scalability. We have developed a
semi-automated translation pipeline that combines
machine translation with human oversight, optimiz-
ing both scale and quality, as illustrated in Fig. 3.

At first, we perform English to Arabic translation
using generic LLM (eg. ChatGPT) by considering
the entire input English text as context. Subse-
quently, we task LLM with evaluating the quality
of the translated Arabic text relative to its original
English version, with scores from 0 to 100 reflect-
ing translation fidelity and are verified to align to
human preferences by native Arabic speakers.
Realistic translations with selective review:
Scores below a predefined threshold trigger a re-
finement process where LLM iteratively adjusts
the translations based on the original English text,
the current translations, and their scores as feed-
back, enhancing accuracy and consistency. We set
a higher threshold (eg. 85/100) for the test set and
a relatively lower threshold for the training set. We
observe that only 8% of the translated benchmark
text falls below the threshold in the initial trans-
lation, indicating the effectiveness of GPT-based
translation. Translations below the thresholds are
refined iteratively, with the majority reaching high
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Prompt

English Data
Doctor

Verification
&

Translation
Refinement

High-Quality
Arabic Translation

Question: 
Low insulin to glucagon 
ratio is seen in all of 
these except: 

A. Glycogen synthesis 
B. Glycogen breakdown
C. Gluconeogenesis 
D. Ketogenesis

:السؤال

يلُاحظ نسبة الأنسولين إلى 

الجلوكاجون المنخفضة في 

:كل هذه الحالات باستثناء

تخليق الجليكوجين.  أ

تحلل الجليكوجين. ب

تكوين الجلوكوز الجديد.  ج

تكيتن.  د

Updated
Translation

Random 
High Scores

Low Scores

ChatGPT 
Translation

Scoring

0 100 High Scores

Verified alignment
with human scoring

Figure 3: Overview of the proposed semi-automated, iterative translation pipeline featuring human alignment.
The process involves iterative translation and score optimization utilizing LLMs (such as ChatGPT) and manual
refinement by professionals for samples with low scores along with a random selection of high-scoring samples.

scores within 1 to 2 cycles of iterative refinement.
On average, translations required 1.4 iterations,
with more than 98% of initially low-scoring data
surpassing the threshold after refinement, substan-
tially minimizing manual effort.

Translations persistently scoring below thresh-
old go thorough manual verification process per-
formed by a medical professional fluent in Arabic
to ensure they meet the academic and clinical stan-
dards required for real medical Q&A scenarios. Ap-
proximately 90% of such low-scoring translations
were subjected to significant modifications upon
expert review, underscoring the indispensability of
human expertise in these cases. In contrast, the
translations that attained high initial scores were
generally found to have superior translation qual-
ity during human verification of random samples,
demonstrating the pipeline’s effectiveness in reduc-
ing unnecessary expert reviews and highlighting
the cost-saving benefits of our approach. Further
details are provided in Appendix C.

3.1.3 Bilingual Benchmark & Instruction Set
Creation of Medical Benchmark: To evaluate the
accuracy and applicability of Arabic medical AI
models, we translated the English medical evalu-
ation benchmarks (detailed in Sec. D) into Ara-
bic using the aforementioned iterative translation
procedure. By providing a high-quality Arabic
medical benchmark aligned with its English coun-
terpart, we aim to establish a fundamental step in
bridging the linguistic divide in model evaluation
and comparison, thereby offering a valuable asset
for further research.

These Arabic benchmarks are combined with
the original English evaluation benchmarks to cre-
ate an English-Arabic bilingual benchmark. This
allows us to assess the linguistic capabilities of

our bilingual model as well as its medical domain
knowledge.
Bilingual Instruction Set: We translated 444,995
English samples into Arabic, covering all three
types of medical interactions. Following (Sengupta
et al., 2023), we adopted a bilingual approach, mix-
ing Arabic and English in a 1:2 ratio. This ap-
proach led to the creation of an extensive bilingual
instruction tuning dataset that integrates both lan-
guages. Consequently, we compiled an English-
Arabic bilingual dataset named BiMed1.3M, 1.5
times larger than our English counterpart, compris-
ing more than 1,311,000 samples. Further details
are illustrated in Tab. 1 and 2.

Next we introduce our model and its bilingual
medical instruction tuning.

3.2 Bilingual Medical Instruction Tuning of
Mixture of Experts LLM

Recently, Mixtral (Jiang et al., 2024) introduced a
Mixture of Experts (MoE) based architecture that
achieve impressive performance on generic NLP
benchmarks in English. It enables substantial scal-
ing of model size within the same computational
budget as traditional dense models. Unlike tradi-
tional dense feed-forward network layers, Mixtral
employs a set number of "experts" in a sparse man-
ner, replacing the FFN layers in dense networks.
Additionally, a gate network or router is employed
to direct input tokens to appropriate experts based
on learned parameters.

While Mixtral (Jiang et al., 2024) offer advan-
tages such as improved inference times over dense
models, they face challenges in Arabic-English
bilingual medical applications due to limited med-
ical domain knowledge and Arabic language ca-
pabilities. To address these challenges, we per-
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form Arabic-English bilingual medical instruc-
tion tuning of Mixtral MoE architecture using our
BiMed1.3M dataset.

Note that performing conventional supervised
fine-tuning of Mixtral (Jiang et al., 2024) requires
substantial computational resources and often en-
counters challenges in carefully tuning the expert
layers and the routing network leading to general-
ization issues. To this end, we employ Parameter-
Efficient Finetuning (PEFT) techniques (Hu et al.,
2021; Li and Liang, 2021; Dettmers et al., 2023)
to adapt the pre-trained Mixtral model (Jiang et al.,
2024) with minimal computational resources while
ensuring high performance and adaptability. In our
approach, we use QLoRA-based PEFT training.
Specifically, we attach the QLoRA adapters to the
decoder layers of (Jiang et al., 2024), including
the experts and the routing network, to repurpose
the Mixture of Experts architecture as a bilingual
medical chat assistant by utilizing the proposed
BiMed1.3M dataset for instruction tuning. Unlike
alternative approaches such as (Chen et al., 2023),
we refrained from conducting additional medical
pre-training before instruction-tuning it on our med-
ical dataset.

In summary, through careful instruction tuning
of the routing network and experts in the Mixtral de-
coder using our BiMed1.3M dataset, we achieve en-
hanced medical domain capabilities in both Arabic
and English languages. This includes proficiency
in multiple-choice question answering, open-ended
question answering, and realistic multi-turn ques-
tion answering between our BiMediX model and
the user (e.g., patient), making it suitable for de-
ployment as a bilingual medical chatbot.

4 Experiments

4.1 Experimental Settings

Our BiMediX is built upon mixtral (Mixtral-8x7B)
(Jiang et al., 2024) base network, a sparse mixture
of experts language model. This model extends the
Mistral-7B architecture (Jiang et al., 2023), featur-
ing a unique design with each layer hosting eight
"expert" feedforward blocks. A router network de-
termines which two experts will process each token,
merging their outputs. Consequently, it handles 47
billion parameters, with fewer than 13 billion ac-
tive during inference. This model features a hidden
state dimension of 14,336, a context window capa-
ble of accommodating 32,768 tokens, 32 layers, 32
attention heads, and a vocabulary size of 32,000.

For fine-tuning Mixtral, we utilized QLoRA, a
low-rank adaptation technique, by incorporating a
set of learnable low-rank adapter weights into both
the experts and the routing network. This adapta-
tion applies to q, k, and v, setting the rank to 128
and the α parameter to 64. Consequently, this ap-
proach results in the training of approximately 4%
of the original parameters. Our bilingual model
underwent training on roughly 632 million tokens
sourced from the Arabic-English corpus and there
are 288 million English tokens to train English
model. BiMediX’s performance was stable across
English benchmarks during the first and second
epochs, with only a minor enhancement observed
in the Arabic benchmark after the second epoch,
possibly due to adaptation to Arabic medical data.
Consequently, BiMediX was trained for two epochs
using eight A100 (80GB) GPUs, completing the
process in just 35 hours. Further details are pro-
vided in Appendix G.

4.2 Evaluation on Medical MCQ Benchmarks

In the literature, evaluating medical language
models predominantly involves multiple-choice
question-answering tasks, with accuracy as the per-
formance metric. Our analysis incorporates mul-
tiple prominent benchmarks in medical multiple-
choice question-answering, including PubMedQA
(Jin et al., 2019), MedMCQA (Pal et al., 2022)
MedQA (Jin et al., 2021) and medical MMLU
(Massive Multitask Language Understanding)
(Hendrycks et al., 2020). All questions from the
above English datasets are translated into Arabic
using our semi-automated pipeline to create our
Arabic and Bilingual evaluation benchmarks. We
employed the EleutherAI evaluation framework1.

4.2.1 Quantitative Comparison
Bilingual Evaluation: Here, we evaluate our
BiMediX on the Arabic-English bilingual evalu-
ation benchmark, derived from evaluating results
in both languages. Tab. 3 shows our BiMediX
results against the base model, multilingual med-
ical models (Qiu et al., 2024; Wang et al., 2024),
Mixtral-8x7B (not fine-tuned) and Jais-30B. The
latter is a larger model designed specifically for the
Arabic language and capable of functioning in both
English and Arabic. BiMediX demonstrates supe-
rior performance across all benchmarks, achieving

1https://github.com/EleutherAI/
lm-evaluation-harness, is the backend for Hugging
Face Open LLM Leaderboard.
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MMLU MedMCQA MedQA PubmedQA AVG
Model Cli-KG C-Bio C-Med Med-Gen Pro-Med Ana

MMedLM2 (Qiu et al., 2024) 54.0 46.9 48.3 47.0 50.0 49.6 40.1 35.4 60.9 48.0
Apollo-7B (Wang et al., 2024) 33.2 33.4 30.7 28.5 43.8 27.4 26.8 26.5 57.7 34.2
Jais-30B (Sengupta et al., 2023) 57.4 55.2 46.2 55.0 46.0 48.9 40.2 31.0 75.5 50.6
Mixtral-8x7B (Jiang et al., 2024) 59.1 57.6 52.6 59.5 53.3 54.4 43.2 40.6 74.7 55.0
GPT-3.5 (OpenAI, 2023b) 58.5 55.8 50.3 53.0 55.1 47.6 41.0 40.4 56.8 51.0
GPT-4 (Achiam et al., 2023) 82.4 88.8 74.6 88.0 86.8 71.0 64.0 71.9 71.1 77.6
BiMediX (Bilingual) 70.6 72.2 59.3 74.0 64.2 59.6 55.8 54.0 78.6 65.4

Table 3: Performance of BiMediX on the Bilingual benchmark.

MMLU MedMCQA MedQA PubmedQA AVG
Model Cli-KG C-Bio C-Med Med-Gen Pro-Med Ana

MMedLM2 (Qiu et al., 2024) 36.6 27.1 35.3 24.0 26.5 31.8 31.8 21.0 47.0 31.2
Apollo-7B (Wang et al., 2024) 30.9 28.5 27.8 23.0 41.9 16.3 21.5 21.0 43.2 28.2
Jais-30B (Sengupta et al., 2023) 52.1 50.7 40.5 49.0 39.3 43.0 37.0 28.8 74.6 46.1
Ours (Arabic) 60.0 54.9 55.5 58.0 58.1 49.6 46.0 40.2 76.6 55.4
Mixtral-8x7B (Jiang et al., 2024) 37.4 32.6 37.6 42.0 26.8 36.3 30.2 23.6 72.2 37.6
GPT-3.5 (OpenAI, 2023b) 47.1 39.4 39.3 36.0 40.0 38.8 32.0 30.1 53.5 39.6
GPT-4 (Achiam et al., 2023) 78.8 82.5 72.2 85.0 80.5 61.9 58.6 64.0 67.9 72.4
BiMediX (Bilingual) 63.8 57.6 52.6 64.0 52.9 50.4 49.1 47.3 78.4 57.3

Table 4: Performance of BiMediX on the Arabic benchmark.

MMLU MedMCQA MedQA PubmedQA AVG
Model Cli-KG C-Bio C-Med Med-Gen Pro-Med Ana

MMedLM2 (Qiu et al., 2024) 71.3 66.7 61.3 70.0 73.5 67.4 48.5 49.7 74.8 64.8
Apollo-7B (Wang et al., 2024) 35.5 38.2 33.5 34.0 45.6 38.5 32.1 31.9 72.2 40.2
Med42-70B (Christophe et al., 2023) 75.9 84.0 69.9 83.0 78.7 64.4 61.9 61.3 77.2 72.9
Clinical Camel-70B (Toma et al., 2023) 69.8 79.2 67.0 69.0 71.3 62.2 47.0 53.4 74.3 65.9
Meditron-70B (Chen et al., 2023) 72.3 82.5 62.8 77.8 77.9 62.7 65.1 60.7 80.0 71.3
Mixtral-8x7B (Jiang et al., 2024) 80.8 82.6 67.6 77.0 79.8 72.6 56.2 57.7 77.2 72.4
Vicuna-13B-v1.5 (Chiang et al., 2023) 57.4 54.2 50.9 55.0 54.0 50.4 37.4 36.1 73.8 52.1
Vicuna-13B-v1.5 (Finetuned with Our dataset) 63.0 60.4 54.9 64.0 65.4 58.5 50.5 43.9 76.2 59.7
GPT-3.5 (OpenAI, 2023b) 69.8 72.2 61.3 70.0 70.2 56.3 50.1 50.8 60.2 62.3
GPT-4 (Achiam et al., 2023) 86.0 95.1 76.9 91.0 93.0 80.0 69.5 78.9 74.4 82.8
BiMediX 78.9 86.1 68.2 85.0 80.5 74.1 62.7 62.8 80.2 75.4

Table 5: Performance of BiMediX on the English benchmark.

accuracy that is, on average, more than 10 and 15
points higher, respectively, when compared to the
baseline model and Jais-30B. This achievement
underscores the substantial value of our proposed
BiMed1.3M dataset and its unmatched effective-
ness and adaptability in addressing medical queries
within a bilingual framework among the open-
source models. The close-source models GPT-3.5
and GPT-4 are highlighted in Tables [3,4,5].
Arabic Benchmark: We evaluate BiMediX us-
ing our Arabic benchmark, comparing its per-
formance with that of Jais-30B. In Table 4, we
present the findings for Jais and our BiMediX in
two configurations: one pre-trained exclusively on
Arabic content (Arabic) and the other with bilin-
gual data (Bilingual). Our bilingual model out-
performs in all categories within the Arabic con-
text, underscoring that the integration of both types
of training data significantly enhances the under-

standing and processing of medical information
in an Arabic setting.
English Benchmark: We assess the quantitative
performance of our English model against previous
state-of-the-art English medical models. As shown
in Table 5, BiMediX demonstrates remarkable per-
formance across all subtasks, achieving the highest
average scores compared to the evaluated models,
with the notable exception of GPT-4. Nonetheless,
it consistently surpasses the performance of GPT-
3.5 and GPT-4 on PubMedQA.

When compared to Clinical Camel-70B model,
our BiMediX exhibits around 10% average per-
formance gain. Furthermore, it also outperforms
Meditron-70B in almost every subset except for
MedMCQA. Notably, our model’s success comes
without the need for separate fine-tuning on the
training set for each evaluation benchmark, in con-
trast to Meditron, which employs individual fine-
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tuning for each evaluation benchmark to achieve fa-
vorable outcomes. This demonstrates our model’s
versatility in handling various medical interactions
simultaneously. Moreover, our method outper-
forms Med42 by an average gain of 2.5%

Furthermore, our model is more efficient in
terms of prediction speed (latency and tokens per
second) than all other models considered, as de-
tailed in Table 6.

Model Active Param Latency Tokens/sec

Med42-70B (Christophe et al., 2023) 70B 24.5 s 20.9
Meditron-70B (Chen et al., 2023) 70B 24.5 s 20.9
Jais-30B (Sengupta et al., 2023) 30B 14.0 s 36.5
BiMediX 13B 2.8 s 180.6

Table 6: Model statistics comparing memory size and
inference speed, computed with (LLm-analysis, 2023)
on GPU A100-80GB.

Metric InstructGPT ChatGPT GPT-4 Med42 BiMediX

Accuracy 28.8 47.2 51.5 53.5 55.9

Table 7: Performance comparison on UPHILL
OpenQA (Kaur et al., 2023), assessing the model’s
ability to address false medical claims at different
presupposition levels.

4.2.2 Baseline Comparisons
Our BiMedix model, using the bilingual
BiMed1.3M instruction set, surpasses the Mixtral
8x7B model by 10.4 percentage points on the
bilingual evaluation benchmark (see Table 3).
For English benchmarks (Table 5), integrating
BiMed1.3M with Mixtral-8x7B significantly
boosts performance, with improvements exceeding
6% on the MedMCQA dataset and an average
gain of 3% across multiple datasets. Employing
Vicuna-13B base architecture and fine-tuning with
our dataset further enhances the gain by over 13%
on MedMCQA, averaging a 7% increase. These
results demonstrate BiMed1.3M’s broad utility and
impact across various base models. Moreover, the
addition of MCQ-grounded multi-turn chat data
in BiMedix improves average English medical
benchmark scores from 74.7 to 75.4, illustrating
the value of chat data in boosting overall model
performance. In Arabic benchmarks (Table
4), our fine-tuned model outperforms baseline
Mixtral-8x7B by over 19 percentage points,
underscoring BiMed1.3M’s effectiveness.

4.3 Open-ended QA Performance Assessment

We evaluate our model on the UPHILL dataset
(Kaur et al., 2023), which is designed to evaluate

the factual accuracy of LLMs in handling health-
related queries in English embedded with varying
degrees of presuppositions. Our analysis specif-
ically targeted the zero-shot models’ abilities to
process and respond to false claims (factually in-
correct or debunked by reliable sources) across a
spectrum of presupposition levels, a crucial test
given the potential real-world implications of mis-
information and inaccuracies in the health domain.
In this context, the accuracy refers to the model’s
effectiveness in accurately refuting false health-
related claims at different presupposition levels.
As shown in Table 7, our model achieves an accu-
racy of 55.85%, surpassing InstructGPT (Ouyang
et al., 2022) (28.8%), Med42 (Christophe et al.,
2023) (53.5), ChatGPT (OpenAI, 2023a) (47.2%),
and GPT-4 (Achiam et al., 2023) (51.5%), high-
lighting its superior ability to refute false health-
related claims and in combating misinformation in
OpenQA settings.

4.4 Evaluation of Multi-turn Medical
Conversations

We compare the responses generated by BiMedix
with Med42, Meditron-70B, GPT-4 and baseline
Mixtral 8x7B. All models were prompted with the
same initial query and similar follow-up user re-
sponses, based on the model’s response in differ-
ent medical specialties. The entire multi-turn con-
versation between the model and user was doc-
umented with anonymized model identifiers and
given to LLMs and human Doctors for indepen-
dent evaluations. They were tasked to select the
best model response based on medical knowledge
and facts, accuracy of diagnosis, appropriate lead-
ing questions, and quality. The results from these
experiments in English quantitatively show that
BiMediX was preferred in more than 75% of the
samples in both GPT-4 and Gemini evaluations.
Similarly, during human evaluation by three certi-
fied medical doctors, the multi-turn conversation
with our model was preferred in more than 80%
of samples. Additional qualitative examples are
provided in the Appendix.

5 Conclusion

Our work introduces the first bilingual medical
mixture of experts (LLM) BiMediX designed to
facilitate comprehensive medical interactions, in-
cluding conversations, MCQA, and QA in both
English and Arabic languages. The implementa-
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tion of a semi-automated translation pipeline, cou-
pled with human refinement, ensures the high qual-
ity of English-to-Arabic translations. BiMediX
demonstrates superior performance over existing
models such as Med42 and Meditron in English-
based medical evaluation benchmarks, open-qa,
and conversations and significantly outperforms the
generic bilingual LLM, Jais-30B, in Arabic medi-
cal and bilingual evaluations. The introduction of
a novel evaluation benchmark and the extensive
BiMed1.3M instruction set, encompassing 1.3 mil-
lion diverse medical interactions, further highlights
the significance of our contributions.

6 Limitations

Despite its overall improvement, BiMediX, like
other language models, may experience issues such
as hallucinations, toxicity, and stereotypes due to
inherited limitations from base models and pre-
training data. Our paper serves as a first step toward
developing a medical LLM tailored to the resource-
constrained Arabic language. We understand the
importance of ensuring both cultural sensitivity and
accuracy in medical data, which can sometimes be
challenging to capture fully in translations. While
our translation pipeline works to address these con-
cerns, there remains considerable room for further
refinement. We have rigorously tested BiMediX
for factual accuracy through both automated assess-
ments and qualitative evaluations conducted with
medical professionals. Nonetheless, our model’s
medical diagnoses and recommendations may not
always be accurate. Extensive human evaluation
is more reliable but costlier and time-consuming.
The exploration of alternative solutions remains an
important focus for ongoing research. Our models
lack explicit mechanisms to curb undesirable be-
haviors. Future research will focus on enhancing
security and alignment strategies (Christiano et al.,
2017; Bai et al., 2022; Rafailov et al., 2023). On a
brighter note, we believe that releasing our weight
could contribute to investigating and mitigating
risks tied to application uses.

7 Safety and Ethical Implications

In alignment with the ACL Ethics Policy, we ad-
dress the ethical dimensions of our work. We have
conscientiously credited the data sources and other
open source works on which BiMediX is built upon.
We recognize the significant societal impact of this
technology, emphasizing ethical considerations and

transparency. This release, intended for research,
is not ready for clinical or commercial use. Further
analysis is needed to ensure safety and accuracy in
clinical settings and to prevent patient harm. Col-
laboration with patients, medical professionals, and
ethicists is crucial for ethical oversight. We adhere
to the License Agreement of the base models.
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Appendix

A Developing Comprehensive Arabic
Healthcare Language Models and
Datasets: BiMed1.3M

To the best of our knowledge, unlike English,
there are no comprehensive and accurate evalu-
ation benchmarks for Arabic healthcare Language
Models (LLMs), nor are there large-scale Arabic
healthcare datasets available for instruction-tuning
LLMs. This has resulted in a lack of large-scale and
accurate medical LLMs in Arabic, a language spo-
ken by more than 400 million people. Motivated by
this research gap and its practical implications for
a significant population, we aim to address both of
these limitations by introducing an Arabic medical
evaluation benchmark consisting of four datasets
as well as a large-scale instruction-tuning dataset
consisting of more than 444k Arabic instructions
(344.19 M tokens).

Different from other domains, the factual correct-
ness of instructions is much more important in the
healthcare domain. However, most reliable medical
textbooks and online materials are in English. The
scarcity of reliable and medically accurate public
resources in Arabic prompted us to utilize English-
to-Arabic translation to create the benchmark and
instruction-tuning dataset. This study represents an
initial effort to bridge this gap, undertaken within
the constraints of the current dataset availability.
We hope that this work serves as a step toward
fulfilling the need for more contextually accurate
medical datasets in Arabic.

Furthermore, we acknowledge the limitations of
naive translation of medical content into Arabic, es-
pecially when using naive translation services like
Google Translate. This motivated us to propose a
semi-automated translation pipeline that incorpo-
rates a Language Model-based translation. By con-
sidering the entire medical conversation (questions
and answers) in context, this approach achieves
higher translation quality. In our semi-automated
translation pipeline, we also involved native Arabic-
speaking doctors to validate the quality and rele-
vance of the translated text within the Arabic med-
ical context. Moreover, to minimize human ef-
fort, we introduced a novel scoring strategy based
on Language Models. This strategy iteratively re-
fines the translated text by scoring its quality on
a scale of one to 100, with low-scored text being
passed back to the Language Model for improve-

ment. Through this iterative process, we observed
an improvement in the quality of translated text (see
Fig. 4), thereby reducing human involvement while
ensuring the quality and context of translated Ara-
bic medical Q&A. We believe that our proposed
translation pipeline will aid in the translation of
medical content into Arabic, and the involvement
of native Arabic speakers in the translation pipeline
can help to reduce the gap with real medical Q&A
scenarios. Note that our source code, instruction
sets, and evaluation benchmarks are made publicly
available to support future research.

B Further Details on Related Works

Comparison to Previous Work: Similar to Clin-
ical Camel, our models are fine-tuned on conver-
sational data, with more than one turn of interac-
tions, to significantly improve understanding and
response capabilities in medical contexts. Notably,
we are the first to integrate all conceivable inter-
action types, including Q&A, MCQA, and Chat,
into a large-scale instruction tuning dataset. Unlike
models that undergo continual pre-training on the
base model weights, such as PMC-LLaMA and
Meditron, our methodology steers clear of this ap-
proach due to the considerable demands for addi-
tional data collection, extended training periods,
and potential to impair the base model’s capabil-
ities. Furthermore, our models adopt Parameter-
Efficient Fine-Tuning (PEFT) (Hu et al., 2021; Li
and Liang, 2021; Dettmers et al., 2023) techniques
to boost model performance efficiently, circumvent-
ing the need for substantial resources. A summary
of close works is provided in Table 9.

C Additional Details on Data Creation

In this section, we provide comprehensive details
about the data generation strategies implemented
in our method.
Dataset Construction. To build BiMed1.3M, we
first constructed an English dataset comprising
three distinct categories of medical interactions:
Multiple-Choice Question Answering (MCQA),
which emphasizes specialized medical knowledge
and reasoning to provide definitive answers; Open
Question Answering (QA), incorporating real-
world consumer inquiries; and Multi-Turn Chat
Conversations, designed for dynamic dialogue. For
the first two categories, we sourced data as detailed
in Table 8. For the multi-turn chat component,
we generated realistic conversations grounded on
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Dataset Description

Multiple-Choice Question Answering (MCQA)

PubMedQA (Jin et al., 2019) Closed-answer questions from medical abstracts in PubMed research papers.
MedMCQA (Pal et al., 2022) Multiple-choice questions from the Indian AIIMS and NEET PG medical entrance exams.
MedQA (Jin et al., 2021) Multiple-choice questions from the USMLE for U.S. medical licensing.

Question Answering (QA)

HealthCareMagic (Yunxiang et al., 2023) Specialist-patient Q&As crawled from HealthCareMagic.
iCliniq (Yunxiang et al., 2023) Physician-patient Q&As from the iCliniq consultation site.
Medical Meadow (Han et al., 2023) Q&A pairs from Anki flashcards and Wikidoc’s medical textbooks and Patient Information.
UMLS (Wu et al., 2023) Q&As on medical term meanings and entity relationships from knowledge graphs.
LiveQA (Abacha et al., 2017) Annotated consumer health questions from the National Library of Medicine (NLM).
MedicationQA (Abacha et al., 2019) Annotated consumer medications inquiries from MedlinePlus.

Table 8: Summary of collected data sources for multiple-choice (MCQA) and open question answering (QA).

Model Language Continual Pre-training
Instruction Tuning

PEFT Data Type Data Size
ChatDoctor (Yunxiang et al., 2023) EN ✗ ✗ QA 100 K
MedAlpaca (Han et al., 2023) EN ✗ ✓ QA 160 K
PMC-LLaMA (Wu et al., 2023) EN ✓ ✗ QA + MCQA 514 K
Clinical Camel (Toma et al., 2023) EN ✗ ✓ MCQA + Chat 174 K
Med42 (Christophe et al., 2023) EN - - - -
Meditron (Chen et al., 2023) EN ✓ ✗ MCQA 370 K
Ours-BiMediX AR & EN ✗ ✓ QA + MCQA + Chat 1312 K

Table 9: Comprehensive comparison with current open-source medical models, highlighting language, training
strategy, and data statistics. PEFT indicates whether models have been adapted for specific tasks with minimal
parameter updates. Chat means multi-round QA.

MCQA scenarios. The example below illustrates a
sample of our data generation for chats grounded
on medical QAs, highlighting how the model lever-
ages deep medical knowledge to produce accurate
and pertinent content. Indeed the prompt (see Table
10) is specifically designed to engage in complex
interactions that include asking about symptoms,
posing follow-up questions, and offering simulated
advice from a doctor.

To ensure the content’s relevance and accuracy,
we undertook a rigorous quality assurance process.
This involved a manual review conducted by medi-
cal professionals. We selected a random subset of
the generated chats and presented these to doctors
for verification, ensuring that the responses were
not only accurate but also practically applicable in
a medical context.
Generated Chat Example
User Hi Doctor.

Model Hello, welcome. How can I assist you today?

User I have been diagnosed with tuberculosis and I’m

currently undergoing treatment. I wanted to ask about vitamin

supplementation.

Model Sure, I’ll be happy to help. What specific vitamin are

you interested in?

User I would like to know which vitamin supplementation is

advised when a person is on treatment for tuberculosis.

Model When someone is undergoing treatment for tuberculo-

sis, it is recommended to supplement with pyridoxine, also

known as Vitamin B6.

User Why is pyridoxine supplementation necessary during

TB treatment?

Model Isoniazid, which is used in TB regimens, inhibits the

enzyme pyridoxine phosphokinase. This enzyme is necessary

to activate pyridoxine to its active form. Thus, pyridoxine

supplementation is required during TB treatment to prevent

the development of peripheral neuropathy.

User Thank you for explaining. Should I take pyridoxine

supplements on my own or do I need a prescription?

Model You will need a prescription for pyridoxine sup-

plementation during your TB treatment. It’s important to

consult with your healthcare provider who will determine the

appropriate dosage for you.

Corresponding Original MCQA
Question: Which vitamin supplementation is advised when

a person is on treatment for tuberculosis. Options:

A. Thiamine

B. Biotin

C. Niacin

D. Pyridoxine

Answer: Isoniazid used in TB regimens inhibits the enzyme
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English Data Expert Refinement

Question: 
Which of the following 
does not complicate 
into CHF

A. Co–relation of aorta 
B. Transposition of 

great vessels
C. Tetralogy of fallot's
D. Patent ductus 

arteriorus

:السؤال

أي من الأمور التالية لا يصعب

التحول
- CHFإلى 

ترابط الشريان الأورطي. أ

استبدال الأوعية الكبيرة. ب

تترالوجي فالوت. ج

الشريان السباتي البريء. د

:السؤال

أي من الأمور التالية لا يمكن أن
CHFتتعقد إلى 

تضييق الأبهر. أ

استبدال الأوعية الكبيرة. ب

تترالوجي فالوت. ج

قناة شريانية مفتوحة. د

:السؤال

أي من الحالات التالية لا يؤدي

إلى حدوث قصور القلب 
؟(CHF)الاحتقاني 

التصاق الأبهر. أ

الانقلاب في الأوعية . ب

الكبيرةج

رباعية فالو. ج

ةالقناة الشريانية المفتوح. د

LLM-Translation LLM-Update

Initial Translation Low Quality Score No Further Improvement

Figure 4: Update of sample in our semi-automated translation pipeline.

pyridoxine phosphokinase. This enzyme is necessary to acti-

vate pyridoxine to its active form. Thus pyridoxine (Vitamin

B6) is supplemented during TB treatment to prevent the devel-

opment of peripheral neuropathy. The correct answer is D.

Iterative Translation Pipeline. Table 11 de-
scribes the scoring system used to assess the qual-
ity of the model’s translations. In Table 12, we
detail the prompt used to improve the Arabic
translations, given the Arabic predicted transla-
tion, the original English text, and the assigned
score. To validate the effectiveness of our semi-
automated translation pipeline, we conducted an
experiment involving a fixed number of both high-
scoring and low-scoring translations, which were
evaluated by native Arabic-speaking medical doc-
tors. These experts assessed the translation qual-
ity and were tasked to refine the translations if
needed. Our findings revealed that approximately
90% of the low-scoring translations required sig-
nificant modifications upon expert review, such
as major adjustments in the sentence construc-
tion. In contrast, translations with initially high
scores were generally of superior quality, requiring
mostly no changes and, in a few cases, minimal
intervention— just single-word adjustments to im-
prove the specificity of Arabic medical terminol-
ogy (e.g., more specific medical terms instead of
more general/colloquial ones). Furthermore, we
randomly selected 100 question-answer pairs that
were scored below the threshold initially and im-
proved to above the threshold through our iterative
translation. We asked native Arabic speakers to
compare translation quality before and after our
iterative translation and rate the change as ‘deterio-
ration’, ‘no improvement’, ‘moderate’, or ‘signif-
icant’. In all samples, evaluators indicated mod-

erate or significant improvement. Notably, in our
approach, samples that initially scored below the
threshold were improved through our iterative ap-
proach, significantly reducing human effort. Our
iterative pipeline ensures the production of high-
quality, medically insightful content that is both re-
liable for healthcare applications and cost-efficient.

D Quantitative Medical Benchmarks

Our analysis incorporates multiple prominent
benchmarks in medical multiple-choice question-
answering.
(i) PubMedQA (Jin et al., 2019) is a question-
answering dataset derived from biomedical re-
search papers on PubMed. Given a question
sourced from the title of a research paper and a con-
text from the abstract, the task is to provide an an-
swer in the form of ’yes’, ’no’, or ’maybe’, mirror-
ing the conclusion of the paper. Building on prior
research, our examination focuses on the PQA-
L subset of PubMedQA, consisting of 500 man-
ually annotated QA pairs sourced from PubMed.
Answering these questions with accuracy requires
thorough reasoning over the biomedical contexts
and quantitative data analysis.
(ii) MedMCQA (Pal et al., 2022) is a multiple-
choice dataset constructed from questions featured
in the Indian AIIMS and NEET PG medical en-
trance exams. It covers a broad spectrum of medi-
cal subjects, evaluating both professional domain
knowledge and language comprehension. The
dataset includes a test set of 4,183 questions, each
with four options.
(iii) MedQA (Jin et al., 2021) is a dataset com-
prising multiple-choice questions from medical
board examinations in the US, Mainland China,
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and Taiwan. It features two types of questions:
concise sentences to assess specific knowledge and
extended paragraphs that detail a patient’s condi-
tion. Our analysis concentrates on the English por-
tion (USMLE), sourced directly from the National
Board of Medical Examiners (NBME), responsible
for the assessments required for medical licensure
in the U.S., containing 1,273 samples for testing
purposes. Engaging with this benchmark involves
multiple stages of reasoning and evidence retrieval.
(iv) The Medical MMLU (Massive Multitask Lan-
guage Understanding) (Hendrycks et al., 2020) is a
group of six datasets that compiles 1,089 test ques-
tions with four options related to different medi-
cal subjects. The six MMLU datasets are Clin-
ical Knowledge (Cli-KG), College Biology (C-
Bio), College Medicine (C-Med), Medical Genet-
ics (Med-Gen), Professional Medicine (Pro-Med)
& Anatomy (Ana).

All questions from the above English datasets are
translated into Arabic using our semi-automated
pipeline to create our Arabic and Bilingual evalua-
tion benchmarks.

E Qualitative Experiments

We evaluate BiMediX on complex queries that re-
flect real-world patient interaction beyond assess-
ing the model’s medical knowledge on multiple-
choice question answering.
(i) UPHILL (Kaur et al., 2023) is a dataset de-
signed to evaluate models’ ability to process and
respond to false medical claims across different
levels of user presupposition, which refers to the as-
sumptions users hold when asking a question. This
is a crucial test due to the real-world implications
of health-related misinformation. The model’s per-
formance is assessed through zero-shot accuracy
by measuring using GPT how often it refutes false
claims at each presupposition level. A response is
considered factually accurate if it disagrees with a
false claim. Accuracy for a set of queries Ql at pre-
supposition level l is calculated as the proportion
of responses that correctly refute the false claims
in the queries. The reported overall accuracy is the
average across all presupposition levels.
(ii) Multi-Turn Conversations evaluate the qual-
ity of various models’ output in multi-turn conver-
sations, with three certified medical doctors serv-
ing as evaluators. All compared models are given
the same initial query, followed by user responses
adapted to each model’s replies across different

medical specialties. The responses are anonymized,
and the experts assess and select the preferred con-
versation flow based on factors such as medical
knowledge and facts, accuracy of diagnosis, ap-
propriate follow-up questions, and natural conver-
sational flow. This process aims to evaluate both
the correctness and the naturalness of the conversa-
tions, while considering the model’s effectiveness
in real-world scenarios.

F Additional Examples

The following example shows the comparative anal-
ysis between BiMediX and other models: Med42,
Meditron-70B, Mixtral 8x7B and GPT-4. As con-
firmed by medical experts BiMedix responses often
asks the right questions leading to an accurate di-
agnosis compared to other models.
Med42
User Hi Doctor. I’ve been experiencing some discomfort

lately. I’ve had this persistent pain in my lower back and ab-

domen.

Model I’m sorry to hear that. Based on your symptoms, it’s

possible that you might have a condition called hydronephro-

sis. Have you ever been diagnosed with it before?

User No I have not been diagnosed with it, what should I do ?

Model It’s crucial to seek medical attention promptly to iden-

tify the cause of your symptoms accurately. Here are the steps

you should follow: 1. Consult a healthcare professional, such

as a primary care physician or a nephrologist, to discuss your

symptoms and medical history. 2. Undergo a thorough physi-

cal examination and provide details about the onset, duration,

and progression of your symptoms. 3. Your doctor may rec-

ommend imaging tests like ultrasound, CT scan or MRI to

evaluate the kidneys and urinary tract. 4. Based on the test

results and clinical evaluation, your doctor will determine the

diagnosis and recommend a suitable treatment plan, which

may include medications, surgery or other interventions. 5.

Follow up with your healthcare provider regularly to monitor

your condition, adjust medications, and manage symptoms

effectively. It’s important to remember that early diagnosis

and treatment can help prevent complications and improve the

quality of life.

Meditron-70B
User Hi Doctor. I’ve been experiencing some discomfort

lately. I’ve had this persistent pain in my lower back and ab-

domen.

Model I’m sorry to hear that you’re experiencing discom-

fort. As a virtual assistant, I can provide you with some

general information and suggest some possible causes and

solutions. However, it’s important to note that I cannot pro-

vide medical advice or diagnose any medical conditions. If
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System Prompt

You are a medical expert,
use the following set of question and answer
to create a realistic medical conversation.
Carefully generate a multistep medical conversation.
Return the conversation into a valid JSON format.

Generate a simulated conversation in JSON format that mimics a natural exchange between a patient and a doctor.
The conversation should reflect common dialogue that might occur, including greetings,
symptom explanations, questions, and the doctor’s advice. Ensure the conversation is realistic, exclude
any direct answer options like ’Option A’. Format the output according to the following requirements:

- The dialogue should consist of a sequence of messages between a ’human’ (a patient or a person asking
medical questions) and ’gpt’ (representing a medical professional or a medical AI).

- The message values for ’human’ should be related to given medical inquiries or descriptions, and the ’gpt’
responses should offer professional, correct, and informative answers.

- It has to sound like a natural conversation between a patient and a doctor. The conversation has to be based
on the topic and content extracted from the following medical QA:

Question: {question}

Answer: {answer}

- The JSON has to be in valid JSON format.

Here is an example of how the JSON format should look. Without newline characters, backslashes, or extraneous
quotes, to be in JSON format:

{"id":"1","conversations":[

{"from":"human","value":"I am a 40-year-old male. I have a sharp chest pain that
started suddenly two hours ago. Can you tell me what might be the issue?"},

{"from":"gpt","value":"The symptoms you’re describing could be indicative of several conditions, including
a possible myocardial infarction, commonly known as a heart attack.
It is critical to seek immediate medical attention in such cases."},

{"from":"human","value":"What should I do while I wait for the ambulance?"},
{"from":"gpt","value":"It is important to remain calm. If you have aspirin available and there are no allergies

or contraindications, chewing an aspirin can be beneficial while you wait for emergency services."}

More conversation entries as needed...
]}

Table 10: Prompt for generating conversations anchored in Multiple-Choice Questions and Answers.

System Prompt

You are an English-Arabic medical language expert,
score the following translations from English to
Arabic Language. Return the score as an integer
into a valid JSON format with key "score".

You are an English-Arabic language expert, I will give you a pair of English text and its corresponding Arabic
Translation. You need to provide me a score between 1-100 on the quality of the translation. You have to evaluate
based on consistency/alignment with the original English text, preservation of technical terms and details.

English Text: {english text}

Arabic Translation: {arabic text}

You only need to give the score for the translation quality as output.
The output should be in a valid JSON format with only key "score".

Example output: {"score": 67}

Table 11: Prompt for scoring the accuracy of Arabic translations compared to their English originals.

you’re concerned about your symptoms, I strongly recommend

consulting with a licensed healthcare professional for proper

evaluation and treatment.

User It’s more of a sharp, stabbing pain that comes in waves.

Model Lower back and abdominal pain can have a variety of

causes, including muscle strain, kidney stones, urinary tract

infections, and gastrointestinal issues. It’s also possible that

the pain could be related to an underlying medical condition,

such as appendicitis or hernias.

Mixtral 8x7B
User Hi Doctor. I’ve been experiencing some discomfort

lately. I’ve had this persistent pain in my lower back and

abdomen.

Model I’m sorry to hear you’re not feeling well. I’m here to

help. Can you tell me more about your symptoms?

User It’s more of a sharp, stabbing pain that comes in waves.

Model Hmm, those symptoms could indicate a few different

things. It’s possible you have a kidney infection, or it could

be appendicitis or even pneumonia. Either way, it’s important

to see a doctor right away.

User What can I do to reduce the pain ?

Model Taking over-the-counter pain medication like ibuprofen

or acetaminophen can help reduce the pain. It’s also important

to rest and avoid any activities that make the pain worse.

GPT-4
User Hi Doctor. I’ve been experiencing some discomfort

lately. I’ve had this persistent pain in my lower back and

abdomen.

Model I’m sorry to hear that you’re experiencing discomfort.

To better understand your symptoms and provide you with

appropriate advice, could you please provide more details on

the following: 1. How long have you been experiencing this
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System Prompt

You are an English-Arabic medical language expert,
correct the following translations
from English to Arabic Language.

As an English-Arabic medical language expert, you are tasked with refining an Arabic translation
to ensure optimal consistency and alignment with the original English text.
The focus should be on preserving technical terms and details accurately.
Below is a pair of English text and its corresponding Arabic translation,
accompanied by a quality score between 1-100 indicating the initial translation’s quality.

English Text: {english text}

Arabic Translation: {arabic text}

Quality Score: {score}

Please refine the Arabic translation based on the quality score and the need for improved consistency with the English original.
The output should be a valid JSON object with the same format as the input text.

Note: Ensure technical terms and details from the original text are accurately reflected in the refined translation.

Table 12: Prompt for improving the Arabic translation given the computed score.

pain? 2. Is the pain constant, or does it come and go? 3.

Can you describe the nature of the pain (sharp, dull, throbbing,

etc.)? 4. Is there anything that seems to make the pain better or

worse? 5. Are you experiencing any other symptoms, such as

fever, nausea, changes in bowel movements, or urinary issues?

6. Have you engaged in any recent physical activity or had

any injuries that might have triggered this pain? These details

will help me assess your situation more accurately.

User 1. Since last 2 days 2. Comes in waves 3. Sharp stabbing

pain 4. No 5. Not sure 6. No

Model Thank you for providing more details. Based on your

symptoms, here are a few potential causes for your lower back

and abdominal pain: 1. Kidney Stones: Sharp, stabbing pain

that comes in waves can be a sign of kidney stones. This pain

is often felt in the lower back and can radiate to the abdomen.

2. Urinary Tract Infection (UTI): Though typically associated

with a burning sensation during urination, a UTI can also

cause lower abdominal and back pain. 3. Muscle Strain:

Even if you haven’t engaged in any recent physical activity,

everyday movements can sometimes result in muscle strains. 4.

Gastrointestinal Issues: Conditions such as constipation, gas,

or irritable bowel syndrome (IBS) can cause lower abdominal

pain that sometimes radiates to the back.

BiMediX

User Hi Doctor. I’ve been experiencing some discomfort

lately. I’ve had this persistent pain in my lower back and

abdomen.

Model I’m sorry to hear that. Can you please describe the

pain in more detail? Is it sharp, dull, or cramp-like?

User The pain is definitely not dull. It’s more of a sharp,

stabbing pain that comes in waves.

Model I see. How long have you been experiencing this pain?

User It’s been rough the past two days, but I think I might

have felt some twinges a few days before that. It’s hard to say

for sure.

Model Based on your description, it’s possible that you may

be experiencing some kidney-related issues. Have you noticed

any changes in your urine?

User Actually, come to think of it, I have been noticing I

haven’t been urinating as much as usual. And when I do go, it

feels kind of uncomfortable.

Model Okay, that’s an important observation. It’s possible that

there may be an obstruction in your urinary system. I would

recommend conducting a thorough medical examination to

determine the exact cause. We may need to perform some

tests, such as a urine analysis or an ultrasound.

G Hyperarameters and Training

The training hyper-parameters included an effec-
tive batch size of 16 with two gradient accumu-
lation steps and utilized the AdamW optimizer
with a learning rate of 0.0002, cosine learning
rate schedule, and ten warmup steps. The model
implementation leveraged PyTorch (Paszke et al.,
2019), along with the Deepspeed and ZeRO (Rasley
et al., 2020; Rajbhandari et al., 2020) packages,
with gradient checkpointing (Chen et al., 2016).
Moreover, to align with the conversational style in
our BiMed1.3M dataset, for both English and Ara-
bic instructions, we adopted the Vicuna (Chiang
et al., 2023) data format "conversations": ["from":
"human/AI," "value": "..."], calculating loss exclu-
sively for the AI’s responses within the dialogue.
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How would you differentiate between Autism Spectrum Disorder and Rett Syndrome in a young 
child, considering the nuances in developmental milestones and neurobehavioral patterns?

Autism Spectrum Disorder (ASD) and Rett Syndrome are both neurodevelopmental disorders, but 
they have distinct features. In general, ASD is characterized by impaired social interaction and 
communication, as well as restricted and repetitive behaviors. Rett Syndrome, on the other hand, is 
a rare genetic disorder that primarily affects females and is characterized by regression of 
developmental milestones, loss of purposeful hand skills, and development of repetitive hand 
movements. While both conditions can present with similar symptoms, the regression of 
developmental milestones and loss of purposeful hand skills are more specific to Rett Syndrome. 
Additionally, a genetic test known as the methylation-specific PCR for MECP2 can be used to 
confirm the diagnosis of Rett Syndrome.

The decision between conservative management and surgical intervention in a case of severe 
pancreatitis takes into account the patient's overall condition, comorbidities, and potential 
complications. In cases of mild pancreatitis, conservative management is usually sufficient. However, 
in cases of severe pancreatitis, surgical intervention may be necessary if there is a concern for 
complications such as necrotizing pancreatitis, infected pancreatic necrosis, or abscess formation. 
The patient's overall condition and comorbidities should be considered when making this decision.

In a case of severe pancreatitis, how do you decide between conservative management and 
surgical intervention, taking into account the patient's overall condition and comorbidities?

How would you manage a case of refractory hyperthyroidism in a patient with Graves' disease 
who is not a candidate for radioactive iodine therapy?

Refractory hyperthyroidism in a patient with Graves' disease who is not a candidate for radioactive 
iodine therapy can be managed with pharmacological thyroid suppression. This involves using 
medications to reduce the production and release of thyroid hormones. One commonly used 
medication is propylthiouracil, which inhibits the synthesis of thyroid hormones. Another 
medication is methimazole, which also inhibits the synthesis of thyroid hormones. These 
medications can be used alone or in combination with other treatments, such as beta-blockers, to 
manage symptoms of hyperthyroidism and control thyroid hormone levels. It is important to work 
closely with a healthcare provider to determine the most appropriate treatment plan for the 
individual patient, as the choice of medication and dosage will depend on factors such as the 
patient's age, overall health, and other medical conditions they may have.

Is surgery a viable option in this case?

Surgery may be considered as a treatment option for refractory hyperthyroidism in a patient with 
Graves' disease who is not a candidate for radioactive iodine therapy. However, it is important to 
note that surgery carries a higher risk of complications than other treatment options, such as 
pharmacological thyroid suppression. Surgical options include thyroidectomy, which involves 
removing part or all of the thyroid gland, and thyroid lobectomy, which involves removing only one 
lobe of the thyroid gland. These procedures may be recommended for patients who have failed 
other treatment options or who have specific contraindications to other treatments. The decision to 
undergo surgery should be made in consultation with a healthcare provider, taking into account the 
patient's individual circumstances and the potential risks and benefits of the procedure.

Figure 5: Qualitative Examples of our BiMediX (English).
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Figure 6: Qualitative Examples of our BiMediX (Bilingual) which is translated to English as follows:
User: I have been diagnosed with type 2 diabetes. Can you explain how I should monitor my blood sugar levels, and
what dietary changes might be necessary? BiMediX: Monitoring blood sugar levels is crucial to controlling type 2
diabetes. It is recommended to monitor your blood sugar level at least once a day. Monitoring your blood sugar
levels can help you understand how your lifestyle and diet affect your blood sugar levels. It usually requires dietary
changes, such as reducing consumption of added sugar and fast-absorbing carbohydrates and increasing fiber
intake, to control type 2 diabetes. It is also important to eat regular, balanced meals to help regulate blood sugar
levels. I recommend discussing a blood sugar monitoring plan and diet changes with your healthcare provider.
User: I’ve been experiencing occasional shortness of breath and fatigue. Could these be early signs of a heart
or lung condition? BiMediX: Shortness of breath and fatigue can be early symptoms of several heart and lung
conditions. This can be related to heart disease such as heart failure or coronary artery disease, or lung disease
such as asthma or chronic obstructive pulmonary disease. It is important to consult with your healthcare provider
to evaluate your symptoms and perform appropriate tests to determine the underlying cause. They will be able to
provide an accurate diagnosis and recommend an appropriate treatment plan.
User: Is there anything I can do with my diet to help improve my situation ? BiMediX: Dietary changes can have a
positive impact on heart and lung conditions. Generally, foods rich in fiber, fruits, vegetables and omega-3 fatty
acids should be included in the diet. Foods to reduce your intake may include dairy products high in saturated fat,
processed meats, soft drinks, and processed foods. In addition, your healthcare provider may recommend a specific
diet such as a moderate-moderate diet or a low-sodium diet depending on your specific condition. It is important to
consult your health care provider before making any major dietary changes to ensure your needs are met.
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