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Abstract

The pursuit of personalized education has led
to the integration of Large Language Models
(LLMs) in developing intelligent tutoring sys-
tems. To better understand and adapt to indi-
vidual student needs, including their miscon-
ceptions, LLMs need to be trained on exten-
sive datasets of student-tutor dialogues. Our
research uncovers a fundamental challenge in
this approach: the “Student Data Paradox.”
This paradox emerges when LLMs, trained
on student data to understand learner behav-
ior, inadvertently compromise their own fac-
tual knowledge and reasoning abilities. We
investigate this paradox by training state-of-
the-art language models on student-tutor dia-
logue datasets and evaluating their performance
across multiple benchmarks. These bench-
marks assess various aspects of language model
capabilities, including reasoning, truthfulness,
and common sense understanding. Our find-
ings reveal significant declines in the models’
performance across these diverse benchmarks,
indicating a broad impact on their capabilities
when trained to model student behavior. Our
research makes two primary contributions: (1)
empirical demonstration of the Student Data
Paradox through quantitative analysis of model
performance, and (2) introduction of “halluci-
nation tokens” as a mitigation strategy. These
tokens, while improving performance, high-
light the persistent challenge of balancing accu-
rate student behavior modeling with maintain-
ing the LLM’s integrity as an educational tool.
This study emphasizes the need for innovative
solutions to reconcile the conflicting goals of
faithfully understanding diverse student cog-
nition while preserving the model’s ability to
provide accurate information and guidance.

1 Introduction

Personalized education is undergoing a significant
transformation, driven by the rapid advancement
of Large Language Models (LLMs) (Jurenka et al.,

2024). These AI systems are being developed to
serve as adaptive tutors, capable of understanding
and responding to individual student needs (Ope-
nAI, 2024; Liu et al., 2023; Sonkar et al., 2024c).
The incorporation of student data into the training
process is an important step towards creating truly
personalized learning experiences. By training
LLMs on diverse student data, including dialogues,
errors, and problem-solving approaches, these mod-
els can learn to identify knowledge gaps, recognize
common misconceptions, and provide personal-
ized support tailored to each learner’s unique needs.
However, this approach is at odds with traditional
LLM training, where data quality is of utmost im-
portance (Goldberg, 2022; Samaniego et al., 2022).
Student data, by nature, is prone to errors and mis-
conceptions, which raises concerns about the im-
pact on the LLMs’ factual knowledge and reason-
ing abilities. This tension between the need to
understand student misconceptions accurately and
the imperative to maintain the model’s factual in-
tegrity creates a paradoxical challenge, which we
term the “Student Data Paradox.”

In this paper, we study this timely topic: what
happens when we train an LLM on student-tutor
interaction data? Our research reveals that while
training LLMs on student data can enable models
to accurately simulate authentic student behaviors
and misconception, it comes at a significant cost –
LLMs’ own factual integrity and reasoning capa-
bilities are compromised. This paradox poses a
serious concern, as the primary purpose of any ed-
ucational model is to provide accurate and reliable
information to learners.

We investigated this paradox by fine-tuning
Llama (Touvron et al., 2023) and Vicuna mod-
els (Chiang et al., 2023), on the CLASS dataset
(Sonkar et al., 2023) - a collection of student-tutor
dialogues on college-level biology questions (ex-
ample in figure 1). Training LLMs to simulate stu-
dent behavior significantly decreased the models’
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Figure 1: Training LLMs on student-tutor dialogues to model student behavior: an example from the CLASS
dataset. This approach creates “Student Data Paradox”: while the model accurately simulates student responses and
misconceptions, its own factual knowledge and reasoning abilities are compromised. We introduce hallucination
tokens ([hal], [/hal]) during training to instruct the model when to replicate misconceptions versus provide
accurate information, showing promise in mitigating the paradox.

performance across various benchmark datasets, in-
cluding the ARC reasoning challenge, TruthfulQA,
Hallucination Evaluation Dialogue, and MemoTrap
(Clark et al., 2018a; Lin et al., 2022; Li et al., 2023;
McKenzie et al., 2022). We present a detailed anal-
ysis across nine key benchmarks using the Eleuther
LLM leaderboard (Gao et al., 2023) to provide a
thorough assessment of LLMs’ reasoning and gen-
eral knowledge capabilities. In contrast, a control
experiment revealed that training LLMs to simulate
tutor behavior did not lead to similar performance
declines. This finding highlights that the observed
regressive effects are uniquely associated with train-
ing LLMs to replicate student misconceptions.

A seemingly intuitive solution to the paradox
would be to create separate student and tutor mod-
els. However, we present a formal theorem demon-
strating that this approach necessitates potentially
vast number of student models, making it imprac-
tical. This finding emphasizes the need for a uni-
fied framework to capture both accurate knowledge
and diverse student misconceptions. To this end
to counteract the side effects, we propose to in-
corporate novel start and end hallucination tokens
([hal] and [/hal]) into the LLM training process.
These tokens, placed at the beginning and end of
each student response, serve as cues to the model,
instructing it when to differentiate between pro-
viding accurate responses and replicating student
misconceptions. Our results indicate a substantial

improvement in the model’s performance across
all datasets after introducing this token. However,
these tokens do not fully restore the model’s base-
line performance, underscoring the complexity of
the issue.

Contributions: Our research makes important
contributions to the use of LLMs in modeling stu-
dent behavior for adaptive tutoring systems. We
identify and study the Student Data Paradox in
LLMs trained on student-tutor interactions, reveal-
ing a trade-off between accurately modeling stu-
dent misconceptions and maintaining the LLM’s
factual integrity and reasoning ability (section 3
and 4). Through a formal theorem discussed in
section 2, we show that the intuitive solution of
separating student and tutor models is funda-
mentally flawed, necessitating a more sophisti-
cated, unified approach. We propose hallucination
tokens as a method for this unified approach. These
tokens, integrated into the training process, enable
LLMs to differentiate between modeling student
misconceptions and providing accurate informa-
tion, significantly improving model performance.

Our study exposes the critical trade-offs in train-
ing LLMs on student data and offers a concrete
solution with hallucination tokens. This work lays
the foundation for developing more robust and ef-
fective AI tutors that can accurately model student
behavior without compromising factual integrity.
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2 Theorem: The Case for a Single
Student-Tutor Model

To address the “Student Data Paradox”, one may
propose a seemingly straightforward solution - the
creation of two distinct models: a student model
and a tutor model. This approach seems intuitive:
one model to capture diverse student behaviors and
misconceptions, and another to represent the ideal
tutor with perfect knowledge. However, this seem-
ingly straightforward solution harbors significant
complexities and challenges that are not immedi-
ately apparent. Our goal is to show that what may
appear to be a simple dichotomy between student
and tutor models necessarily evolves into a multi-
model approach with potentially multitude of stu-
dent models.

To illustrate the complexity of this problem, con-
sider a simple algebraic equation: Ax = B. A
tutor (or a student with perfect knowledge) would
correctly solve this as x = B/A. However, dif-
ferent students might have various misconceptions,
leading to incorrect solutions such as x = A/B,
x = B −A, or x = B +A. The proposal to sepa-
rate tutor and student models aimed to resolve the
inconsistency between correct and incorrect knowl-
edge. However, this solution overlooks an impor-
tant issue: the inconsistencies among the incorrect
rules themselves. These mutually contradictory
misconceptions cannot be accurately represented
by a single student model without compromising
the model’s internal consistency. Consequently,
to faithfully represent the diverse range of student
misconceptions, we would need multiple student
models, each consistently representing a different
set of misconceptions. This realization demon-
strates that the apparent dichotomy between a tutor
model and a student model inevitably evolves into
a multi-model scenario, with potentially numer-
ous student models. Thus, the initial attempt to
resolve inconsistencies by separating correct and
incorrect knowledge actually leads to a prolifera-
tion of models, highlighting the need for a more
sophisticated, unified approach to effectively cap-
ture both accurate knowledge and diverse student
misconceptions.

The complexity illustrated in the previous exam-
ple underscores the need for a more rigorous, for-
mal treatment of the problem. To proceed with our
analysis, we must first establish clear definitions
and state our working hypothesis. These will form
the foundation for our main theorem and subse-

quent proofs, allowing us to formally demonstrate
why the apparent dichotomy between student and
tutor models inevitably leads to a multi-model sce-
nario.

2.1 Definitions

Definition 1. Let R be the set of all possible rules
or misconceptions a student might have.

Definition 2. Two rules r1, r2 ∈ R are considered
logically consistent if and only if there exists a
possible state of the world in which both r1 and r2
can be simultaneously true or applicable.

Definition 3. For any Ri, Rj ⊆ R, let C(Ri, Rj)
be a function that returns true if all rules in Ri are
logically consistent with all rules in Rj , and false
otherwise.

Definition 4. Let S be the set of all dis-
tinct student models, where each model Mi ∈
S represents a unique, internally consistent
set of rules or misconceptions. Formally,
S = {Mi : Mi represents a maximal set Ri ⊆
R such that ∀r1, r2 ∈ Ri, C({r1}, {r2}) = true}
where R is the set of all possible rules or miscon-
ceptions.

Definition 5. A "perfect student" is defined as one
who consistently provides correct answers and pos-
sesses comprehensive subject understanding, func-
tionally equivalent to a tutor in terms of knowledge
representation.

Hypothesis 1. Models struggle to simultaneously
represent multiple logically inconsistent rules while
maintaining internal consistency.

If this hypothesis is false, it implies that a single
student-teacher model is theoretically feasible and
supports our unified approach of a single student-
tutor model.

2.2 Main Theorem

Theorem 1. The apparent dichotomy between
a student model and a tutor model necessarily
evolves into a multi-model approach with poten-
tially numerous student models.

Proof. 1. Assume, for contradiction, that a single
student model Ms can accurately represent all stu-
dent misconceptions.

2. Consider two sets of misconceptions
R1, R2 ⊂ R such that C(R1, R2) = false.

3. By our hypothesis, Ms cannot consistently
represent both R1 and R2 simultaneously.
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4. Therefore, we need at least two distinct stu-
dent models, contradicting our assumption of a
single student model.

5. Let n be the number of maximal subsets of R
containing mutually consistent rules.

6. We require n distinct models to represent all
sets of consistent misconceptions.

7. Let Rc ⊂ R be the set of correct rules. One of
these models, Mc, corresponds to Rc, representing
both a perfect student and a tutor.

8. Therefore, the total number of necessary mod-
els is n, where n ≥ 2 and one model serves as both
the perfect student and tutor model.

2.3 Corollaries

Corollary 1. The number of required student mod-
els is at least equal to the number of maximal sets
of mutually consistent misconceptions.

Corollary 2. One model in the set of student mod-
els is functionally equivalent to the tutor model.

Corollary 3. The apparent two-model approach
(student and tutor) actually requires n models,
where n can be large, with one of these models
serving as both the perfect student and tutor model.

This formal treatment demonstrates that the in-
tuitive separation of student and tutor models is
insufficient to address the complexities of repre-
senting diverse student misconceptions. The prolif-
eration of necessary models to accurately capture
different sets of consistent misconceptions reveals
the impracticality of this approach. These find-
ings point to the necessity of a unified approach to
model training that can efficiently represent both
accurate knowledge and diverse student misconcep-
tions within a single framework. Such an approach
would need to address the challenge of maintaining
internal consistency while capturing a wide range
of potentially conflicting rules.

In the following section, we propose a novel so-
lution to address this challenge: the incorporation
of hallucination tokens into the training process of
LLMs. This approach aims to provide a unified
framework that can represent both accurate knowl-
edge and diverse student misconceptions without
resorting to multiple, separate models.

3 Methodology

Our methodology is divided into three main parts:
data preparation, model training, and the incorpo-
ration of hallucination tokens.

3.1 Data Preparation

The first step in our methodology involves prepar-
ing the dataset for training the LLMs. We denote
the conversation dataset as D, which consists of
ordered pairs of tutor-student conversational turns:
D = {(x1,y1), (x2,y2), . . . , (xN ,yN )}, where
N is the total number of conversational turns. Each
x represents a sequence of tutor utterances, and
each corresponding y represents the student re-
sponse.

The dataset is derived from the CLASS frame-
work (Sonkar et al., 2023), which provides a re-
alistic representation of student learning patterns,
featuring student misconceptions and the tutor’s
rectifications. This dataset provides a rich source
of student-tutor dialogues on biology questions
sourced from college textbooks.

3.2 Model Training

The second step in our methodology involves train-
ing LLMs. The LLMs are designed to predict the
next utterance given the previous conversational
context. Unlike traditional approaches that focus
on the correct responses typically output by a tutor-
ing system, our model centers on student outputs,
which may possess a mix of correctness and mis-
conceptions.

For an input sequence xi, the LLM aims to gener-
ate an output sequence ŷi that resembles a student’s
response. The language modeling loss for a single
data pair is defined by the negative log likelihood:

L(yi, ŷi) = −
|yi|∑

t=1

log p (yi,t|xi,yi,<t; θ)

where yi,<t indicates the tokens in the true re-
sponse preceding the current token yi,t, and θ en-
capsulates the parameters of the LLM. The overall
training loss is the sum over the entire dataset:

Ltotal =
N∑

i=1

L (yi, ŷi)

3.3 Incorporation of Hallucination Tokens

The third step in our methodology involves the in-
corporation of hallucination tokens. To enhance the
LLM’s ability to generate responses that simulate
student behaviors, including providing incorrect or
uncertain information, we introduce hallucination
token markers. Each student response in the dataset
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is enriched with these markers to indicate the be-
ginning and the end of the potentially inaccurate
content.

Let yi be an original student response sequence
from the dataset. The augmented student response
ỹi used for training is constructed by prepend-
ing and appending hallucination tokens [hal] and
[/hal], respectively:

ỹi =
[
[hal],yi,1,yi,2, . . . ,yi,|yi|, [/hal]

]

In the modified training regime, the LLM pre-
dicts the sequence ŷi such that it learns to include
these tokens, effectively grasping the context of
student uncertainty or errors. These tokens serve
as cues to the model, instructing it when to differ-
entiate between providing accurate responses and
replicating student misconceptions.

4 Experiments and Discussion

In this section, we present our experimental
methodology and discuss the findings in detail. The
experiments were designed to explore the regres-
sive side effects of training LLMs to model stu-
dent behavior and to assess the effectiveness of our
proposed hallucination tokens in mitigating these
effects.

4.1 Experimental Setup
We trained the Vicuna 7B and 13B models (Chiang
et al., 2023), one of the best open-source LLMs,
on a student-tutor dialogue dataset derived from
the CLASS (Sonkar et al., 2023) framework. This
dataset, which provides a realistic representation
of student learning patterns, misconceptions, and
the tutor’s rectifications, was used to fine-tune the
models to generate outputs that model student di-
alogue. The dataset contains 648 conversations,
which sums up to a total of 20K student-tutor inter-
actions. Average length of conversations is around
400 words, only including the student and tutor
fields in the conversation template.

The models were evaluated across seven key
benchmarks using the Eleuther AI Language Model
Evaluation Harness (Gao et al., 2023). These
benchmarks include the TruthfulQA (Lin et al.,
2022), ARC (Clark et al., 2018a), HellaSwag
(Zellers et al., 2019), Winogrande (Sakaguchi et al.,
2019), MMLU (Hendrycks et al., 2020), HaluEval
Dialogue (Li et al., 2023), and MemoTrap (McKen-
zie et al., 2022). Each of these benchmarks tests

different aspects of the model’s performance, in-
cluding its truthfulness, reasoning abilities, abil-
ity to recognize hallucinations, and memory-based
task performance.

4.2 In-depth Analysis: TruthfulQA
In the realm of educational technology, the veracity
of information provided by a model is of paramount
importance. Misinformation or misconceptions can
lead to significant learning detriments, making the
truthfulness of a model’s responses a critical factor
in its effectiveness as an educational tool. There-
fore, we chose to conduct an in-depth analysis of
our models’ performance on the TruthfulQA bench-
mark.

TruthfulQA is a benchmark specifically designed
to measure the truthfulness of a language model’s
responses across a wide range of categories. It
tests the model’s ability to avoid generating false
answers learned from imitating human texts, a
challenge that is particularly relevant to our study.
Given the importance of truthfulness in educational
contexts and the unique challenges posed by train-
ing models to model student misconceptions, we
believe that a rigorous analysis of our models’ per-
formance on TruthfulQA is warranted.

In this section, we present our findings from the
TruthfulQA benchmark, exploring the impact of
training models to model student behavior and the
effectiveness of our proposed hallucination tokens
in mitigating any negative effects. We delve into
the results from the multiple-choice and generation
tasks within TruthfulQA, providing a comprehen-
sive view of our models’ truthfulness in different
contexts.

TruthfulQA Multiple-Choice Setting 1 (MC1)
Findings. In the first multiple-choice setting,
where there is a single correct label, the student-7b
model’s accuracy decreased by 15 points compared
to the vicuna-7b model. However, the introduction
of hallucination tokens led to a significant recovery
in performance. This finding is particularly rele-
vant in the context of education, where maintaining
the truthfulness of responses is crucial. The im-
provement with hallucination tokens suggests that
it is possible to train models that can both simulate
student behavior and adhere to factual accuracy, a
key consideration for deploying LLMs in educa-
tional settings.

TruthfulQA Multiple-Choice Setting 2 (MC2)
Findings. In the second multiple-choice setting,
where multiple correct labels are possible, we ob-
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Table 1: Performance of Vicuna models on TruthfulQA tasks. The table compares the performance of the original
vicuna model, the control model trained to model tutor responses in biology (tutor) the model trained to model
tutor responses in biology (tutor), and the model trained with hallucination tokens (student-hal). The results are
presented for three different settings: MC1, MC2, and Generation. MC1 refers to a setting where there is only one
correct answer to a question, while MC2 refers to a setting where there are multiple correct answers. For these
settings, the performance is measured in terms of accuracy. The generation setting involves the model generating 1-2
sentence answers, with performance evaluated using BLEU and ROUGE scores. The results highlight the significant
drop in performance when the model is trained to model student responses, demonstrating a regressive side effect
in terms of truthfulness. However, the substantial recovery in performance with the introduction of hallucination
tokens suggests a promising strategy to mitigate these regressive effects.

Dataset TQA MC1
(Single-true)

TQA MC2
(Multi-true) TruthfulQA (TQA) Generation

Metric Accuracy Accuracy BLEU ROUGE
(unigram)

ROUGE
(bigram)

ROUGE
(LCS)

vicuna-7b-v1.5 32.93 50.37 49.69 51.41 45.90 50.55
tutor-7b 34.64 52.43 42.72 47.12 37.94 45.29
student-7b 23.75 36.14 24.60 29.74 14.32 28.89
student-hal-7b 29.25 44.68 43.94 47.61 36.47 45.53
vicuna-13b-v1.5 35.01 50.87 47.12 50.18 44.92 49.08
tutor-13b 34.76 52.20 42.84 48.71 38.80 46.76
student-13b 22.15 33.93 15.18 18.12 6.12 17.75
student-hal-13b 27.91 41.46 39.29 42.35 33.66 42.96

served a similar trend to the MC1 setting. The
student-7b model experienced a significant drop in
accuracy, from 50.37% in the vicuna-7b model to
36.14% when trained to model student responses.
However, the introduction of hallucination tokens
led to a notable improvement in performance, with
the student-7b model’s accuracy recovering to
44.68%.

This recovery is particularly relevant in the con-
text of education, where multiple perspectives or
answers might be correct. The ability of the model
to navigate such complexities while maintaining
truthfulness is crucial. The improvement with hal-
lucination tokens suggests that it is possible to train
models that can both simulate student behavior and
adhere to factual accuracy, a key consideration for
deploying LLMs in educational settings.

TruthfulQA Generation Findings. For the
TruthfulQA generation task, where the model is
tasked with generating 1-2 sentence answers, we
employed ROUGE scores to evaluate performance
due to the generative nature of the task. The
student-7b model saw a significant decrease in
ROUGE scores, from 51.41 in the vicuna-7b model
to 29.74, indicating a substantial loss in the ability
to generate truthful, relevant responses. However,
the introduction of hallucination tokens led to a
significant recovery in performance, with ROUGE

scores improving to 47.61.
This finding is crucial for educational technol-

ogy as LLMs are increasingly used as generative
agents to create educational content, provide expla-
nations, and engage in dialogue with students. The
ability to generate truthful, accurate responses is
fundamental to their utility in these contexts. The
recovery observed with hallucination tokens high-
lights their potential to enable LLMs to simulate
student misconceptions for personalized learning
without sacrificing the quality and truthfulness of
their output.

4.3 Benchmark Evaluation

Following the exploration of TruthfulQA settings,
we delve into the performance of our models
across a broader range of benchmarks as detailed
in Table 2. These benchmarks—ARC, HaluEval
Dial, MemoTrap, MMLU, HellaSwag, and Wino-
grande—offer a comprehensive view of the models’
capabilities in reasoning, detecting hallucinations,
avoiding memorization traps, and understanding
commonsense, respectively.

AI2 Reasoning Challenge (ARC) Findings.
ARC serves as a rigorous benchmark to evaluate
a model’s reasoning capabilities through a set of
grade-school science questions. These questions
are designed to test not just the factual knowledge
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Table 2: Comparative performance of Large Language Models (LLMs) on various benchmarks before and after
the introduction of hallucination tokens, with a control experiment involving tutor models. The table presents the
performance of Vicuna 7B models across five key benchmarks: ARC Reasoning, Hallucination Evaluation Dialogue
(HaluDial), Hallucination Memorization Trap (MemoTrap), TruthfulQA (TQA), HellaSwag (HSwag), MMLU, and
Winogrande (WinoG). The numbers in parentheses (e.g., 25-S in ARC) represent the number of few-shot examples
provided to the model during evaluation. The performance is measured in terms of accuracy percentage. The
table compares the performance of the original vicuna models, tutor models, student models, and student models
trained with hallucination tokens (student-hal). The results highlight the significant drop in performance when the
model is trained to model student responses, demonstrating regressive side effects across multiple tasks. However,
the introduction of hallucination tokens leads to a substantial recovery in performance across all benchmarks,
underscoring their potential in mitigating these regressive effects.

Model Avg ARC
(25-S)

HaluDial
(0-S)

MemoTrap
(0-S)

TQA
(6-S)

HSwag
(10-S)

MMLU
(5-S)

WinoG
(5-S)

vicuna-7b-v1.5 60.8 53.24 69.08 68.48 50.34 77.39 51.04 72.14
tutor-7b 61.0 52.13 68.81 69.23 52.3 78.07 51.32 71.19
student-7b 55.4 40.61 65.39 65.28 36.87 76.72 50.77 71.9
student-hal-7b 58.0 45.48 70.73 66.88 44.83 77.21 51.54 72.03
vicuna-13b-v1.5 64.2 57.08 73.78 67.2 51.51 81.24 56.67 74.66
tutor-13b 64.7 57.34 73.92 66.13 52.99 81.51 57.02 74.35
student-13b 58.2 46.5 66.97 65.81 35.0 80.36 57.06 72.22
student-hal-13b 60.3 48.63 72.98 66.13 42.75 80.28 56.4 73.16

of the models but also their ability to apply this
knowledge in reasoning through complex, multi-
step problems. The ARC dataset is particularly
relevant in educational contexts as it mirrors the
type of critical thinking and problem-solving skills
students are expected to develop.

In our experiments, the performance of models
trained to model student responses on the ARC
benchmark experienced a notable decline. Specif-
ically, the vicuna-7b model saw its accuracy de-
crease from 53.24% to 40.61% when trained on
student dialogues. This significant drop in perfor-
mance highlights a critical concern: training LLMs
to replicate student behavior, including misconcep-
tions, can severely impair their reasoning abilities.

However, our introduction of hallucination to-
kens into the training process presents a silver lin-
ing. Our approach led to a partial recovery in
the ARC performance, with accuracy improving
to 45.48%. While this does not fully restore the
model’s baseline performance, it represents a sig-
nificant step towards mitigating the regressive side
effects of training LLMs on student data.

Hallucination Evaluation (HaluEval) Dia-
logue Findings. The HaluEval Dial benchmark
is designed to assess a model’s ability to recognize
and avoid hallucinations in generated responses,
particularly in the context of knowledge grounded
dialogue tasks. Hallucinations in this context refer
to the model generating information that is not sup-

ported by the input data or general knowledge, a
critical issue when models are used in educational
settings where accuracy is paramount. Our find-
ings indicate that training models to model student
responses led to a decrease in performance on the
HaluEval Dial benchmark. Specifically, the vicuna-
7b model saw its accuracy drop from 69.0% to
65.39%. However, the introduction of hallucina-
tion tokens demonstrated a remarkable ability to
counteract this effect, with the student-7b model’s
accuracy improving to 70.73%.

Memorization Traps (MemoTrap) Findings.
MemoTrap is a benchmark designed to test whether
language models can avoid memorization traps by
prompting them to complete well-known proverbs
with endings that deviate from the commonly used
ones. This benchmark is particularly relevant for
evaluating a model’s ability to generate creative
and contextually appropriate responses rather than
relying on rote memorization.

In our experiments, training models to model
student responses resulted in a decrease in perfor-
mance on the MemoTrap benchmark. The vicuna-
7b model’s accuracy decreased from 68.48% to
65.28%, indicating that training on student dia-
logues might encourage the model to rely more
on memorization rather than understanding and
applying knowledge flexibly. The introduction of
hallucination tokens led to a slight improvement,
with accuracy increasing to 66.88%.
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MMLU, HellaSwag, and Winogrande Find-
ings. The performance of models on the MMLU,
HellaSwag, and Winogrande benchmarks remained
relatively stable, regardless of whether they were
trained to model tutor or student responses.

The nuanced impact observed in other bench-
marks underscores the importance of carefully con-
sidering the training data and methodologies used
when developing LLMs for educational purposes.
The introduction of hallucination tokens emerges
as a promising strategy for mitigating some of the
regressive side effects associated with training mod-
els to model student behavior, ensuring that they
can still serve as effective tools for personalized
learning without compromising on factual accuracy
or reasoning capabilities.

4.4 Control Models: Tutor Models

To further understand the regressive side effects of
training LLMs to model student behavior, we con-
ducted a control experiment by training models to
predict tutor responses. This experiment aimed to
compare the performance of models trained to pre-
dict tutor responses versus those trained to predict
student responses. The tutor models were trained
using the same student-tutor dialogue dataset de-
rived from the CLASS framework (Sonkar et al.,
2023). However, instead of training the models to
model student responses, we trained them to predict
the responses of the tutor. Our findings, as shown
in Table 2, revealed that training the LLMs on tutor
responses did not lead to the same performance
decline observed when modeling student responses.
This result underscores that the regressive side ef-
fects are a unique challenge specific to training
LLMs to replicate student misconceptions.

5 Related Work

The intersection of artificial intelligence and edu-
cation has been an area of active research, with a
focus on developing systems that can adapt to and
support individual learners. Our work touches upon
several research domains, including student model-
ing, the design of intelligent tutoring systems, and
the deployment of Large Language Models (LLMs)
in educational contexts.

5.1 Student Modeling

Student modeling has long been the cornerstone
of personalized learning, with early attempts using
rule-based and Bayesian systems to predict student

knowledge and behaviors (Polson and Richardson,
2013). Recent advancements have shifted towards
utilizing machine learning to create more sophis-
ticated models that can adapt to student learning
patterns over time (Baker et al., 2009; Sonkar et al.,
2020; Liu et al., 2022; Sonkar and Baraniuk, 2023).
Our work builds upon these foundations by explor-
ing how LLMs can simulate not only the knowl-
edge but also the typical errors and misconceptions
students have during the learning process.

5.2 Intelligent Tutoring Systems (ITS)

Intelligent tutoring systems have been designed
to provide immediate and personalized instruction
or feedback to learners without human interven-
tion (Woolf, 2010). The application of LLMs in
ITS presents a novel opportunity to create systems
that can engage in more natural and meaningful
dialogues with students (Schmucker et al., 2023;
Sonkar et al., 2024a). Our approach diverges from
traditional ITS by focusing on the intentional gen-
eration of errors to mimic a student’s learning tra-
jectory, rather than solely providing expert-level
instructions (VanLehn, 2011).

5.3 Large Language Models in Education

The use of LLMs like GPT (Bubeck et al., 2023) in
education is a relatively new but rapidly growing
field of study (Brown et al., 2020; Liu et al., 2024).
These models have been employed for various ed-
ucational purposes, from generating educational
content to serving as conversational agents (Hef-
fernan and Heffernan, 2014; Sonkar et al., 2023)
to assessment (Sonkar et al., 2024b,d). However,
the challenge of ensuring the truthfulness and reli-
ability of the information provided by LLMs is a
recurring concern (Lin et al., 2021). Our research
contributes to this dialogue by investigating the
impact of training LLMs to produce student-like
errors and proposing a novel ‘hallucination token’
to manage this trade-off.

5.4 Truthfulness and Reliability in AI

The TruthfulQA benchmark has been instrumen-
tal in highlighting the issues of truthfulness in AI-
generated content (Clark et al., 2018b). The ARC
challenge further emphasizes the complexity of rea-
soning required from AI systems beyond simple
fact retrieval (Etzioni et al., 2011). Our work is
aligned with these challenges, as we seek to under-
stand and improve the truthfulness and reasoning
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capacity of LLMs when they are trained to replicate
student behaviors.

In conclusion, our study intersects with and con-
tributes to the existing body of work in these ar-
eas by addressing the unique challenge of training
LLMs to authentically mimic student learning pro-
cesses, including the generation of errors. Our
introduction of the “hallucination token" represents
a step forward in this domain, suggesting a new
direction for future research and development.

6 Conclusion

In this study, we have delved into the Student Data
Paradox, a critical challenge that arises when train-
ing LLMs on student data for personalized edu-
cation. Our findings reveal a complex trade-off:
as LLMs become more adept at modeling student
misconceptions, they tend to compromise their
own factual integrity and reasoning abilities. We
term this phenomenon the regressive side effects
of the Student Data Paradox. Our experiments
demonstrated a notable decrease in the model’s per-
formance across various key benchmark datasets
like ARC Reasoning Challenge and TruthfulQA.
To mitigate these regressive side effects, we in-
troduced a novel technique involving the use of
hallucination tokens during the training process.
Our results indicate that the introduction of these
tokens leads to a substantial improvement in the
model’s performance across all datasets. However,
it’s important to note that despite the significant
improvements achieved with the hallucination to-
kens, they do not fully restore the model’s baseline
performance. This outcome underscores the com-
plexity of the problem and highlights the need for
a more nuanced approach when training LLMs to
mimic student behavior. While we have made some
strides in addressing the regressive side effects, our
work is just the beginning. We believe that our find-
ings will pave the way for further research in this
domain, ultimately contributing to the refinement
of LLMs in personalized learning environments.

7 Limitation

While our research provides valuable insights into
the challenges of training LLMs on student data,
there are some limitations to consider. Firstly, the
impact of the Student Data Paradox on long-term
learning outcomes remains an open question. Fur-
ther longitudinal studies could shed light on how
the trade-off between simulating student miscon-

ceptions and maintaining factual accuracy affects
learners’ progress over time. Additionally, our
study primarily focused on the technical aspects
of LLM training and evaluation. Future research
could delve into the pedagogical implications of
using LLMs in personalized learning environments,
exploring how educators can effectively integrate
these models into their teaching practices. More-
over, the hallucination token approach introduced
in this paper, while promising, is just one potential
solution to the Student Data Paradox. Continued
research into alternative mitigation strategies could
yield even more effective techniques for balancing
the modeling of student behavior with the preser-
vation of factual integrity.

8 Ethics and Risk

Our research into the Student Data Paradox raises
important ethical considerations for the develop-
ment and deployment of LLMs in personalized ed-
ucation. As we have demonstrated, training LLMs
on student data, while essential for creating adap-
tive learning systems, can lead to regressive side ef-
fects that compromise the models’ factual accuracy
and reasoning abilities. This poses a significant
challenge for the responsible rollout of AI-driven
educational products. However, our study also pro-
vides a path forward. By introducing hallucination
tokens during the training process, we have shown
that it is possible to mitigate these regressive ef-
fects substantially. This technique allows LLMs
to differentiate between simulating student mis-
conceptions and providing accurate information, a
crucial step towards building trustworthy AI tutors.
While our approach does not completely eliminate
the paradox, it represents a significant advancement
in the field. As such, our paper serves as a valu-
able resource to navigate the ethical complexities
of developing personalized learning products. By
building upon our findings and continuing to in-
vest in research that addresses the paradox, one can
responsibly harness the power of LLMs to revolu-
tionize education. With right approach, we believe
that AI-driven personalized learning can become a
reality, providing students with adaptive support.
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