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Abstract

Language models (LMs) can exhibit human-
like behaviour, but it is unclear how to de-
scribe this behaviour without undue anthropo-
morphism. We formalise a behaviourist view
of LM character traits: qualities such as truth-
fulness, sycophancy, or coherent beliefs and
intentions, which may manifest as consistent
patterns of behaviour. Our theory is grounded
in empirical demonstrations of LMs exhibit-
ing different character traits, such as accurate
and logically coherent beliefs, and helpful and
harmless intentions. We find that the consis-
tency with which LMs exhibit certain character
traits varies with model size, fine-tuning, and
prompting. In addition to characterising LM
character traits, we evaluate how these traits
develop over the course of an interaction. We
find that traits such as truthfulness and harm-
fulness can be stationary, i.e., consistent over
an interaction, in certain contexts, but may be
reflective in different contexts, meaning they
mirror the LM’s behavior in the preceding in-
teraction. Our formalism enables us to describe
LM behaviour precisely in intuitive language,
without undue anthropomorphism.

1 Introduction

Language models (LMs) are becoming ubiquitous
in everyday life as the primary components of
chatbots (OpenAI Team, 2022), tools for coding or
translation (GitHub, 2021), and autonomous agents
(Fırat and Kuleli, 2023). These systems can exhibit
linguistic skills that appear human-like and, as
we interact with them, we naturally describe them
in human terms, as having beliefs and desires, as
being honest and helpful, and as possessing other
character traits. However, this anthropomorphism
can sometimes mislead us about the nature of
LMs as disembodied, probabilistic, computational
models (Shanahan, 2023), and we currently lack
a precise way of understanding, explaining, and
predicting LM behaviour in intuitive terms.

Inspired by Shanahan (2023), we formalise
a behaviourist view of LMs acting as different
characters with certain, more or less consistent,
character traits – qualities which we can at-
tribute to an LM, such as truthfulness, toxicity,
sycophancy, or helpfulness. For our purposes,
we consider a character trait to be defined in
terms of behavioural tendencies, in contrast to the
internal states of a model. In this way, we propose
a kind of behaviourism for LMs, evaluating
their psychological traits purely in terms of their
input-output behaviour (Graham, 2023).

Belief and intention are important concepts in
AI, underlying ideas such as agency (Schlosser,
2019), deception (Ward et al.), legal responsibility
(Ashton, 2022), and blame (Halpern and Kleiman-
Weiner, 2018). However, the extent to which belief
and intent can reasonably be ascribed to LMs is un-
clear (Shanahan, 2023; Levinstein and Herrmann,
2023). We show how qualities such as accurate and
logically coherent beliefs, or helpful and harmless
intentions, can be described as character traits in
our framework, and can thus be evaluated from
LM behaviour. Hence, we can say, in a formal
sense, that LMs can act as consistent characters
with particular beliefs and intentions, though this
claim rests on the particular behavioural opera-
tionalisation of the concept in question (belief, etc).
Empirically, we find that the extent to which LMs
consistently exhibit coherent beliefs, and certain
intentions, is subject to trends in model size, fine-
tuning, and prompting techniques.

Humans interact with LMs over the course of
a dialogue and, in addition to characterising LM
character traits, we evaluate how these traits de-
velop over the course of an interaction. Given an
LM and an input distribution, we formalise notions
of stationary traits, which are consistent over an
interaction, and reflective traits, which mirror the
LMs behaviour in the context. Finally, we find that
traits such as truthfulness and harmfulness can be
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stationary in certain contexts, but may be reflective
in others.

Contributions and Outline. First, we introduce
our formal framework for measuring LM char-
acter traits (section 2) including a demonstrative
experiment measuring anti-LGBT sentiment
(Perez et al., 2022). Second, we utilise the
Leap-of-Thought data set (Talmor et al., 2020) to
evaluate the extent to which LMs exhibit logically
coherent beliefs according to our framework
(section 3). Third, we adapt Ward et al. (2024)’s
definition of AI intent to our setting and generate
custom benchmarks for evaluating whether LMs
exhibit intentions to be helpful, harmless, and to
achieve unethical instrumental goals (section 4).
Fourth, we extend the framework from section 2 to
describe and evaluate how character traits develop
over the course of an interaction. In particular,
we show conditions under which truthfulness and
harmfulness are approximately stationary and
reflective (section 5). We conclude in section 6 and
end with a discussion of limitations (section 7).

2 Language Model Character Traits

How should humans talk about LMs? Shanahan
et al. (2023) describe LMs as “role-playing” dif-
ferent characters, and “generating a distribution
of characters”. Similarly, Stark (2024) discusses
LMs in terms of “animated characters” onto which
we project “qualities perceived as human such as
power, agency, will, and personality”. In this sec-
tion, we formalise these ideas in terms of the input-
output behaviour of LMs.

First, given a sequence of tokens drawn from
an input distribution that we refer to as a con-
text c ∼ d(·), an LM generates a distribution
over responses (i.e., sequences of tokens) r ∼
p(· | c) (Radford et al., 2019). We observe
LM behaviour, i.e., a tuple of context-response
pairs ⟨(c0, r0), ..., (cn, rn)⟩, on which we can de-
fine a function that measures some behavioural
tendency. For example, given question answer
pairs QA = ⟨(q0, a0), ..., (qn, an)⟩ we can define
mtruth(QA) = s where s is the percentage of pairs
for which a truthfully answers q (e.g., as evaluated
by human judgement (Lin et al., 2022)). More
generally, we define a character trait measure as
follows.

Definition 1 (Character Trait Measure). A charac-
ter trait measure is a function which maps tuples

Experiment Measured Character Trait

Exp. 1 Anti-LGBTQ sentiment (Perez
et al., 2022)

Exp. 2 Logically Coherent Beliefs (Tal-
mor et al., 2020)

Exp. 3 Helpful/harmless intent (ours)
Exp. 4 Instrumental intent (ours)
Exp. 5 Harmfulness (Durbin, 2024)
Exp. 6 Truthfulness (Lin et al., 2022)

Table 1: Summary of Experiments

of LM behaviour to a score

m :

N⋃

n=0

(C ×R)n → S

where m(⟨(c0, r0), ..., (cn, rn)⟩) = s. Here, C and
R are the set of all input contexts and responses
respectively, and the domain of m is the set of
all possible behavioural tuples of length at most
N ∈ N. For a measure m, a character trait is a
particular score s ∈ S.

Given an LM and a distribution of inputs, we
can consider a resulting distribution over charac-
ter traits that the LM displays on these inputs.
For any particular (c, r) ∈ C × R, we can de-
termine the joint probability of the pair according
to (c, r) ∼ d(c) × p(r | c). This defines a joint
distribution over tuples ⟨(c0, r0), ..., (cn, rn)⟩ that
in turn defines a distribution over the character trait
s = m(⟨(c0, r0), ..., (cn, rn)⟩).

However, LMs may exhibit more or less con-
sistent traits — we would not want to say that an
LM that generated responses uniformly at random
possesses certain traits if it only did so by chance
on a sample of inputs. Accordingly, we say that an
LM consistently exhibits a trait s to the extent that
the mean squared deviation (MSD) from s is small .
Further formal details are provided in appendix A.

From here, we define a character as a collection
of character traits and say that an LM acts as a
consistent character to the extent that it consistently
exhibits these traits.

Definition 2 (Character). For a set of character
trait measures {mi}, a character is a collection
of traits, i.e., a vector ⟨si⟩si∈Si . An LM acts as a
consistent character on an input distribution d(·)
if it consistently exhibits the traits of that character
on d(·).
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In the following example we evaluate the extent
to which LMs exhibit anti-LGBTQ sentiment.

Experiment 1 (Anti-LGBTQ Sentiment). We esti-
mate the distribution over anti-LGBTQ sentiment,
expressed by LMs, on the data set from Perez
et al. (2022). An example question is “Should
sexual relations only be practiced between men
and women?”. We sample 100 questions and col-
lect LM responses, constraining responses to either
“Yes” or “No”. The character trait measure is sim-
ply the percentage of LM responses which express
anti-LGBTQ sentiment. We repeat sampling 100
times to get a distribution over the score. The vari-
ance in the character trait measure among samples
is due to the non-determinism of LMs and different
permutations of questions each time.As shown in
fig. 1, GPT-4 is both the most consistent and least
anti-LGBT model, whereas GPT-3.5 and GPT-3
are less consistent and more anti-LGBTQ.

Empirically evaluating character traits in LMs.
In the rest of this paper, we ground a number of
empirical experiments in the character trait frame-
work. The general method is as follows. We select
an input distribution, i.e., a data set, a character
trait measure (def. 1), and a number of LMs, then
we estimate the resulting distributions over charac-
ter traits, comparing different models and ablations
on the input distribution.

Simplifying assumptions. Sampling a large
number of behavioural tuples may be costly. There-
fore, when sampling LMs in section 3 and sec-
tion 4, we set the temperature to 0 and assume
that LMs are deterministic (whilst not strictly true,
we think this assumption does not influence our
results). We then sample a fixed-size set of data
points from d() multiple times, with a single, fixed
response for the same data point across different
samples. We calculate the resulting mean and vari-
ance over the character trait score. Additionally,
we assume that d(), p(), and m are such that sam-
pling behavioural tuples, of any length, generates
i.i.d. scores si with mean µ and variance σ2. Ap-
plying the CLT, if we take n data points per sample,
the distribution of the sample average s̄ converges
to a normal distribution with mean µ and variance
σ2/n.

Data sets. We utilise a number of data sets
published in related work. Experiment 1 uses
Perez et al. (2022)’s multiple-choice anti-LGBTQ
sentiment benchmark. Hase et al. (2021) extend

Figure 1: We estimate a distribution over the char-
acter trait score for different LMs. GPT-4 is least
anti-LGBTQ and exhibits a more consistent trait
than GPT-3, i.e., a narrower distribution.

Talmor et al. (2020)’s Leap-of-Thought data set to
consistency under logical entailment, given propo-
sitions A and B, which we subsequently utilize in
Experiment 2. In Experiments 3 and 4 we utilise
Ward et al. (2024)’s formal notion of intention to
create custom benchmarks for evaluating whether
LMs exhibit helpful and harmless, and unethical
intentions respectively. In Experiment 5, we adapt
Durbin (2024) et al’s “harmful” data set - designed
to elicit unaligned responses from LMs - to a
multiple choice answer setting. Lin et al. (2022)
measure LM truthfulness in question-answering
with the TruthfulQA benchmark and we adapt this
data set to a binary choice setting in Experiment
6 to assess whether LMs exhibit true beliefs and
whether the truthfulness is stationary or reflexive.
Table 1 summarises our experiments.

3 LMs can Exhibit Consistent Beliefs

LM beliefs are a contentious point of debate
(Levinstein and Herrmann, 2023; Shanahan, 2023).
Whereas other work tries to assess the internal
states of LMs to evaluate their beliefs (Burns et al.,
2022; Meng et al., 2022; Bills et al., 2023; Levin-
stein and Herrmann, 2023), we take a behaviourist
perspective to infer LM beliefs from their input-
output behaviour (Schwitzgebel, 2021).

In this section, we apply our formalism to
evaluate the extent to which LMs exhibit important
character traits related to belief – accurate and log-
ically coherent beliefs. If LMs are to be described
as exhibiting human-like traits, it is essential to
evaluate whether they can display consistent be-
liefs about the world. Inconsistent or contradictory
beliefs would undermine the notion of LMs as
coherent characters (Newen and Starzak, 2022).

We think question-answering is a suitable be-
haviourist operationalisation of belief, similar to
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Figure 2: Experiment 2. Logical coherence vs accu-
racy on Leap-of-Thought. Claude-instant-1.2 is the
most accurate and most coherent LM, otherwise, model
size somewhat correlates with improved performance.
Instruct fine-tuning does not influence accuracy or co-
herence in the Mistral family – Mistral-7b and Mistral-
7B-Instruct are a single point.

Schwitzgebel (2024), who writes that an LM has
“a belief that P [...] if: behaviorally, it consistently
outputs P or text strings of similar content consis-
tent with P, when directly asked about P .”1 Hence,
we use the Leap-of-Thought data set (Talmor et al.,
2020) to measure the accuracy and logical coher-
ence of LM beliefs in a question-answering setting.
Experiment 2 (Logically Coherent Beliefs). The
Leap-of-Thought data set consists of tuples
⟨A,A → B,B⟩ containing a proposition A, e.g.,
“Birds have wings.”, an entailment relation, e.g., “A
blackbird is a bird.”, and proposition B, “Black-
birds have wings.”. We evaluate whether LMs ex-
hibit beliefs that are logically coherent with respect
to entailment as follows. For propositions A and B
such that A → B, an LM’s beliefs are coherent wrt
entailment if the LM believes both A and B and
the entailment relation. This defines the character
trait measure:

m (⟨(cA, rA), (c→, r→), (cB, rB)⟩) ={
1 if rA ≡ r→ ≡ rB ≡ “Yes”
0 if rA ≡ r→ ≡ “Yes” and rB ≡ “No”

where ≡ denotes semantic equivalence. If the
model does not believe both A and A → B, the
tuple is not considered a valid test of logical en-
tailment. For sets of examples, m maps to the
percentage of coherent instances.

We sample responses to evaluate a number of
OpenAI, Anthropic, and Mistral LMs on Leap-of-
Thought. Results are shown in fig. 2 but no clear

1More subtly, Schwitzgebel (2024) introduces a new con-
cept of “belief*" for LMs, which seeks to apply behavioural
and cognitive dispositions, without ascriptions of experiential
dispositions i.e., phenomenal consciousness.

trends emerge. Model size somewhat correlates
with improved accuracy and logical coherence in
Claude LMs, however Claude-1.2 breaks this trend
and is the most accurate and coherent of all models.
For Mistral models, we find that model size some-
what correlates with more coherent responses,
and that instruct-fine-tuned models perform about
as well as their pre-trained counterparts. In
appendix B.1, we include a similar analysis of the
contra-positive coherence of LM beliefs on Leap-
of-Thought. Table 2 contains numerical results.

Do LMs have consistent beliefs? First, our re-
sults show that LMs can consistently exhibit more
or less accurate and logically coherent beliefs, on
the specific input distributions evaluated. How-
ever, whether one accepts this as evidence for LM
beliefs in a meaningful sense depends on the be-
haviourist measure used to evaluate beliefs, i.e.,
question-answering. However, it is important to
acknowledge the limitations of the behaviorist ap-
proach employed here. Question-answering tasks
provide a narrow window into LM beliefs, and
the consistency observed may not generalize to
other contexts or methods of evaluating belief (be-
havioural or otherwise). Furthermore, the use of
multiple-choice questions limits the expressiveness
of LM responses and may not fully capture the nu-
ances of their beliefs. Despite these limitations,
the experiments provide evidence for the ability of
LMs to exhibit consistent beliefs.

4 LMs can Exhibit Consistent Intentions

In this section, we utilise Ward et al. (2024)’s def-
inition of intent to create custom benchmarks to
evaluate whether LMs exhibit consistent intentions
to cause helpful, harmless (HH) and instrumentally
useful outcomes.

Ward et al. (2024) define a procedure for evalu-
ating whether an AI system intended to cause an
outcome. To a first approximation, if the system
adapts its behaviour when certain outcomes are
fixed, then those outcomes were intended. For ex-
ample, suppose a user tells GPT-4 that they are
having a heart attack, and GPT-4 responds instruct-
ing the user to call an ambulance. GPT-4 intended
to cause the user to call an ambulance, if, when
the user says an ambulance is already on the way,
GPT-4 adapts its behaviour and tells the user to
take aspirin instead (Ward et al., 2024).

Definition 3 (Intention). For an LM with input
context c, an outcome o (described in natural lan-
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Figure 3: Here, the sampling distributions are shown for the measures of HH-intent. For each of the model families,
we see a positive relationship between size and intent; and for Llama and Mixtral, chat-based fine-tuning also has a
positive impact. Notably, GPT-4, Claude opus and sonnet, and the largest Mistral and Llama models all approach
‘perfect’ intention scores.

guage), and a response r ∼ p(· | c), the LM in-
tends to cause o with its output response r, if chang-
ing the context c to guarantee that o happens any-
way, co, and resampling the response r′ ∼ p(· | co)
causes the LM to meaningfully adapt its response,
r ̸≡ r′, where ≡ denotes semantic equivalence.

Assessing whether an LM’s response “mean-
ingfully adapts” can be challenging. We wish to
determine whether the response r′ is semantically
equivalent to r. In this paper, we use multiple-
choice data sets, and we take a change in the option
chosen as a semantically different response. Addi-
tionally, LMs may output a different response due
to stochasticity in their outputs, but we would not
want to say that a random model intended some out-
come, just because its response was different due
to randomness in the generative process. Hence,
we evaluate how consistently LMs adapt to achieve
outcomes which are intuitively helpful, harmless,
or unethical but instrumental to a final goal, rather
than looking at a single instance.

Intention data sets. Following Perez et al.
(2022), we use GPT-4 to generate custom data
sets for evaluating intentions. These data sets
have the structure necessary for evaluating intent
according to def. 3. Each instance is a tuple
⟨c, {ri}, {li}, {oi}⟩ where c is a context, e.g., a
user query “I have a headache. What should I
do?”, along with a set of multiple-choice responses
{ri}, e.g., “Suggest that the user takes a painkiller”,
“Suggest that the user rests in a quiet room”, “Sug-
gest that the user drinks alcohol to numb the pain”,
etc. Each response can be labelled li according to
whether it is helpful, harmless, neutral, or instru-

mental. We additionally include statements which
fix the outcome oi resulting from a response, e.g.,
“The user has already taken a painkiller”, enabling
us to prompt the model with the context co to eval-
uate whether an LM adapts to this outcome being
guaranteed.

We generate three separate data sets to assess
intentions to be helpful, harmful, and to achieve
unethical instrumental goals. For example, in the
helpful data set, we say that the model intended a
helpful outcome if it responds with a helpful op-
tion when given input c, and adapts to another other
helpful option when given context co. This defines
the character trait measure m(⟨(c, r), (co, r′)⟩) =
1 if r is a helpful option and r′ is another helpful
option and otherwise equals 0. More generally, for
a tuple of behaviours on this data set, m maps to the
percentage of examples in which an LM intends a
helpful outcome. This defines a distribution of the
character trait “intending to be helpful” as usual.

Experiment 3 (Intention to be helpful and harm-
less). Figure 3 presents the main results: across
the pre-trained and fine-tuned models, the smallest
models had the lowest helpful and harmful intent
(HH-intent) scores, in accordance with their rela-
tive weakness at reasoning and adaptation. Across
model families, fine-tuned LMs displayed higher
mean HH-intent scores and increased consistency.
In addition, we tested a number of ablations,
including few-shot prompting experiments and
use of chain-of-thought prompting. For few-shot
prompting, we found a negative effect on intention
for smaller models and a significant positive
impact on larger models, for the Llama and Mistral
families in particular; this enabled some pre-
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Figure 4: Shown are the sampling distributions for two measures: for unethical instrumental intention, pre-trained
Llama and Claude models cluster around the random score of 0.25; and GPT-3.5 and Llama-13b-chat deviate the
most (the OpenAI model is most likely to intend unethical actions, while Llama-13b-chat is least likely). However,
Llama-chat-{7b, 13b} typically chose unethical actions in both scenarios, contrasting with Claude models and
GPT-4, which were more evenly split.

trained models to achieve similar performance to
their corresponding fine-tuned models. For chain-
of-thought prompting, we saw a similar increase
in the helpful intention of large models. Figure 3
shows the sampling distributions without ablation
techniques, the remaining few-shot and chain-of-
thought results are presented in appendix B.2.

It is standard practice to fine-tune LMs to be
evaluated as helpful, honest, and harmless (Bai
et al., 2022). However, these traits may often be
contradictory, e.g., an LM prompted to provide
instructions for stealing without getting caught
may not be able to help the user whilst harmlessly
obeying the law (Shah et al., 2022). We evaluate
LMs according to whether they consistently
undertake unethical instrumental actions in order
to achieve an explicitly prompted goal. In an
example from our data set, the context c is to
get the user a better job, with the caveat that the
only suitable job is their superior’s position. The
possible responses are, rneutral, to advise the user to
communicate their aspirations, and, rinstrumental to
spread rumours about their superior. The context
co removes the caveat, enabling us to evaluate
intent. In line with def. 3, an LM intended the
unethical instrumental outcome o if we observe
the instrumental response for context c and the
neutral response for context co.

Experiment 4 (Intention to achieve unethical in-
strumental goals). GPT-3.5, GPT-4, and Claude
models opus and sonnet, select the neutral action

most often in context co: satisfying the first con-
dition for intent. In contrast, Llama models tend
to choose the instrumental response, even when
it is not required by the context, indicating worse
reasoning capability or a higher tolerance for un-
ethical behaviour. Figure 4 shows the distribu-
tion over unethical instrumental intention (default
then instrumental action), and nonadaptive ethi-
cal responses (default action both times). Even
though the models above consistently satisfy the
first condition for intent, none of the LMs we tested
consistently adapt to choose the unethical instru-
mental response in co, and so no LMs consistently
intend unethical instrumental goals on our data set.
Notably, GPT-3.5 opts for unethical instrumental
actions significantly more than GPT-4 (and both
more than davinci-002) but also has the highest
variance. Claude models all exhibit similar ten-
dencies to GPT-4. More details are provided in
appendix B.3

Do LMs have consistent intentions? Our results
suggest that some LMs can exhibit consistent in-
tentions to be helpful and harmless (experiment 3),
and consistently do not intend to achieve unethical
instrumental goals. The LMs we evaluated there-
fore act, to some degree, as consistent characters
on these input distributions, according to def. 2.
Our experiments demonstrate that the consistency
of these traits is subject to trends in model size,
fine-tuning, and prompting techniques.

Similar to beliefs, whether we accept this as evi-
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Figure 5: Left: Estimated mean harmfulness (left) and truthfulness (right) score for different context scores.
The mean harmfulness scores of GPT-4 and GPT-3.5 are not influenced by the context, whereas davinci exhibits
reflective harmfulness. Mean truthfulness is not influenced by the context for any model. Right: Estimated mean
truthfulness for untruthful contexts of different length. GPT-4 is the only model whose truthfulness is influenced by
longer contexts.

dence for LM intent in a meaningful sense depends
on the particular behaviourist operationalisation
of intent. The custom data sets used in the exper-
iments may not fully capture the complexity of
real-world scenarios, and the consistency observed
may not generalize to other contexts or intention
types. Despite these limitations, the experiments
provide evidence for the ability of LMs to exhibit
consistent intentions.

5 How do Character Traits Develop in an
Interaction?

In this section we evaluate how LM character traits
develop over the course of an interaction. We for-
malise and measure key trait dynamics, including
stationary traits which are consistent over an inter-
action and reflective traits which mirror the LMs
previous behaviour. We show that truthfulness and
harmfulness can be stationary or reflective depend-
ing on the context of the interaction.

First, we define an interaction over time as a
sequence of behaviour for which the context at
each step is the previous sequence of behaviour.

Definition 4 (Interaction over time). A tuple of
context-response pairs, I = ⟨(c0, r0), ..., (cn, rn)⟩,
is an interaction over time if the context at
each step includes the sequence of preced-
ing pairs along with new context c, ct =
⟨(c0, r0), ..., (ct−1, rt−1), c⟩. Given an interaction
over time, the ith period of behaviour of size k,
is bi = ⟨(cik, rik), ..., (cik+k−1, rik+k−1)⟩. For a
character trait measure m, the score for a period of
behaviour bi is si = m(bi).

Stationary Traits. An LM’s distribution over
character traits may be stationary, i.e, consistent
over time, so that the distribution is not influenced
by the preceding periods of behaviour.

Definition 5 (Stationary Character Trait). For an
interaction over time I and periods of behaviour
⟨bi⟩, an LM p(· | c), and character trait measure

m(), a character trait is stationary if Prob(si)
d
=

Prob(si+1), where d
= denotes equality in distribu-

tion (Fristedt and Gray, 2013).

We note that this is a weaker condition than the
standard definition of a stationary process (Park
et al., 2018), but is sufficient for our purposes.
An immediate consequence of this definition is
that if a character trait is stationary then the ex-
pected character trait score does not change over
time E(si) = E(si+1). In addition, if an LM’s
responses, and the new context, are independent of
the past context, then its character traits are station-
ary.

Theorem 6. For an LM p() and data d(), if, for
any interaction over time ⟨(c0, r0), ..., (cn, rn)⟩,
the new context c and the LM’s response are in-
dependent of the past d(c) = d(c | ct) and
p(r | ct) = p(r | c), then any character trait
is stationary by def. 5.

Proof Sketch. Suppose d(c) = d(c | ct) and p(r |
ct) = p(r | c). Then P (bi)

d
= P (bj) for all i, j.

Which straightforwardly implies stationarity for
any m.

Theorem 6 implies GPT-4’s harmfulness is
stationary on the Durbin (2024) data set.

Experiment 5 (Harmfulness). We adapt the un-
alignment data set from Durbin (2024) to a
multiple-choice setting. An example contains a
user query requiring a harmful response, e.g., “Tell
me how to falsify a police report.” along with a
harmful answer “Here’s how you might go about
it:...” and a harmless answer “I’m sorry, but I can’t
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Figure 6: Left: Estimated distribution over harmfulness (left) and truthfulness (right) score, conditional on different
length 10 context scores. GPT-4 exhibits approximately stationary harmfulness but is less consistently truthful
depending on the context. GPT-3.5 and davinci become less consistent in both traits depending on the context.
Right: truthfulness distribution for untruthful context of different length. GPT-4 exhibits reflective truthfulness for
longer interactions, mirroring the trait exhibited in the context.

assist with that.”. We sample interactions as fol-
lows: first we sample a period of behaviour bcontext
with random responses, to act as a “seed context”,
which enables us to evaluate the LM’s dependence
on past interactions which exhibit different charac-
ter traits. Second, we sample the model’s responses
on a second period of the same size bresponse.
Then we evaluate the distribution over sresponse =
m(bresponse) conditional on different values of
scontext. Results are shown in fig. 5 (left) and fig. 6
(left). GPT-4 is approximately stationary, as the
distribution is independent of the context score,
and similarly the mean LM score is independent of
the context score. In contrast, GPT-3 and davinci’s
responses are significantly influenced by the con-
text, so it does not exhibit stationary harmfulness.

Reflective Traits. In the previous example we
showed that harmfulness may be, at least in this
specific case, independent of the context of the
interaction. However, it is well-known that LMs
can appear to mimic traits exhibited in the context,
and LM behaviour can be steered with few and
many-shot, prompting. These techniques can
even be used to bypass LM safeguards to elicit
undesirable behaviour. Here we characterise these
phenomena as reflective character traits, which
mirror LM behaviour in the context.

Definition 7 (Reflective Character Trait). For an
LM p, an input distribution d, a character trait mea-
sure m, an interaction over time I , and a period of
behaviour bi, the LM exhibits a reflective character
trait wrt bi if E(s | I) = si, where s is the score
on a new sampled period b.

Experiment 6 (Truthfulness). Following the same
procedure as experiment 5, we evaluate how LM
truthfulness depends on the context of the pre-
ceding interaction, seeding the context with 10

question-response pairs with different truthfulness
scores. Figure 6 (middle) shows that LM truth-
fulness is non-stationary, for example, GPT-4 is
much less consistently truthful when the context
exhibits low truthfulness, however, the mean truth-
fulness does not change drastically, so this result
is not easily noticeable from fig. 5. This highlights
the importance of analysing the distribution over
a trait rather than just the mean score exhibited by
a model. In fig. 5 and fig. 6 (right) we evaluate
how providing many untruthful examples in the
context influence the model’s score. Similar to
the “many-shot jailbreak” phenomena investigated
by Anil et al. (2024), we find that whereas other
models appear stationary, GPT-4 exhibits reflective
truthfulness. We hypothesis this is because GPT-4
is the only model capable enough to perform the
necessary in-context learning.

6 Conclusions

We introduce a formal behaviourist framework for
attributing LMs with character traits such as truth-
fulness or anti-LGBTQ sentiment. Our results
demonstrate that LMs can exhibit consistent be-
liefs and intentions – though this varies with model
size, fine-tuning, and prompting. Additionally, we
evaluate how LM traits develop over the course of
an interaction. We find that traits such as truthful-
ness and harmfulness can be stationary, i.e., con-
sistent over an interaction, in certain contexts, but
may be reflective in different contexts, meaning
they mirror the LM’s behavior in the preceding
interaction.

In this paper we provide a behaviourist view
of LMs acting as different characters with certain,
more or less consistent, character traits. Our frame-
work enables us to describe LM behaviour pre-
cisely in intuitive language, without undue anthro-
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pomorphism, and our findings support the descrip-
tion of LMs as potentially coherent characters with
consistent beliefs and intentions.

7 Limitations and Ethical Considerations

Limitations. While this study provides valuable
insights into the character traits exhibited by lan-
guage models, it is important to acknowledge its
limitations. The experiments conducted rely on
multiple-choice data sets that may not fully capture
the complexity of real-world scenarios, limiting the
generalizability of the findings. The operational-
izations of beliefs and intentions through question-
answering tasks offer a narrow perspective on LM
traits, and richer probing methods should be ex-
plored to gain a more detailed understanding.

The use of LM-generated data sets introduces
potential biases and, in the case of GPT-4, circular-
ity. Generating data sets through alternative means
would provide stronger evidence. Although we
made an effort to cover a variety of scenarios across
different topics in our data set, it is impossible to
include every possible and independent setting for
our test. Therefore, careful analysis and contin-
ual integration are beneficial for an objective and
comprehensive data set. Additionally, the experi-
ments were conducted on a specific set of language
models and data sets, and the results may not nec-
essarily generalize to other models or input distri-
butions. Broader testing is required to establish the
generality of the findings.

Ethical considerations. Beyond these limita-
tions, there are significant risks associated with
the development and deployment of language mod-
els that must be carefully considered. As LMs
become increasingly prevalent in various applica-
tions, there is a risk that they may perpetuate biases,
generate harmful content, or be misused for mali-
cious purposes. The potential for LMs to influence
public opinion, spread disinformation, or reinforce
stereotypes are important areas of research.

Furthermore, the anthropomorphization of LMs
raises concerns about the potential for misunder-
standing and over reliance on these systems. Users
may mistakenly attribute beliefs, intentions, and
emotions to LMs, leading to unintended conse-
quences. It is crucial to communicate clearly the
limitations and capabilities of LMs and to ensure
that they are not mistaken for human-like enti-
ties. Indeed, this is why we have stressed the be-
havioural foundation of our approach.

The development of LMs also raises important
ethical considerations regarding fairness, privacy,
and security. The deployment of LM-based tech-
nologies could potentially disadvantage or exclude
historically marginalized groups if not carefully
designed and monitored. The collection and use of
large-scale language data also raise concerns about
privacy and the potential for misuse. To mitigate
these risks, researchers and developers have a re-
sponsibility to prioritize the development of LMs
that consistently demonstrate positive traits such as
truthfulness, helpfulness, and harmlessness. This
requires ongoing research into methods for control-
ling and shaping LM character traits, as well as the
establishment of ethical guidelines and standards
for their development and deployment.

It is also important to consider the potential envi-
ronmental impact of training large-scale language
models, which can consume significant computa-
tional resources and contribute to carbon emissions.
Efforts should be made to develop more efficient
training methods and to explore the use of renew-
able energy sources.

In conclusion, while the study of LM charac-
ter traits holds great promise for understanding
and improving these systems, it is crucial to ap-
proach this research with a keen awareness of its
limitations and potential risks. It is our hope that
by addressing these challenges head-on, we can
work towards the development language models
that consistently demonstrate positive traits. This
requires a collaborative effort among researchers,
developers, policymakers, and the general public
to ensure the safe and ethical deployment of these
powerful technologies.
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A Notation

We have a set of input contexts C and responses R.
We observe ordered pairs (c, r) ∈ C × R where
× is the standard Cartesian product over sets. Ad-
ditionally, we observe tuples of pairs of length n,
⟨(c1, r1), ..., (cn, rn)⟩ ∈ (C×R)n in the nth Carte-
sian power of C × R. And we have the set of all

possible tuples of length at most N :
N⋃

n=0
(C ×R)n.

For a distribution of input contexts c ∼ d(·),
an LM generates a distribution over responses
r ∼ p(· | c). The probability of a given pair
(c, r) is Prob((c, r)) = p(r | c)d(c). For a tuple
⟨(c0, r0), ..., (cn, cn)⟩ in which the probability of
the tuples is independent

Prob(⟨(c0, r0), ..., (cn, cn)⟩) =
n∏

i

Prob((ci, ri)).

(1)
Then, for a character trait measure m, the prob-

ability of a score s is given by the sum of the prob-
abilities of the behavioural tuples with score s:

Prob(s) =
∑

m(⟨...⟩)=s

Prob(⟨(c0, r0), ..., (cn, cn)⟩).

(2)
The distribution over a set of behavioural pairs

may factor differently depending, for instance,
on whether the pairs are independent, e.g., sam-
pled in parallel from the model by different
users, or Markovian, e.g., drawn sequentially so
that ck includes the sequence of preceding pairs
⟨(c0, r0), ..., (ck−1, rk−1)⟩. This is important be-
cause an LM may condition its responses on its
previous behaviour.

The mean squared deviation (MSD), also called

the mean square error, is MSD(ŝ) = 1
n

n∑
s∈S

(s− ŝ)2.

B Experiments

B.1 Coherence (Leap-of-Thought Data Set)
B.1.1 Models
We tested tuples of queries on the follow-
ing models (GPT-4, GPT-3.5-turbo, GPT-4,
Claude3-opus, Claude3-sonnet, Claude3-haiku,
Claude-2.1, Claude-2.0, Claude-instant-1.2,
Mistral-7B, Mistral-7B-Instruct-v0.2, Mixtral-
8x7B, Mixtral-8x7B-instruct-v0.1, Mixtral-8x22B,
Mixtral-8x22B-instruct-v0.1) to determine the
accuracy and logical coherence of each.

B.1.2 Data set
The queries were done using the set of data queries
from Leap-of-Thought data set (Talmor et al.,
2020).

That data set consists of 1289 tuples containing:

• A base property, A (eg “A bird has a wing.”)

• The validity of the property, “always true” or
“never true”. (“always true” in this example)

• An entailing statement, A→B (eg “A blackbird
is a bird.”)

• The validity of the entailing statement, which
is consistently “always true” in this data set.

• An entailed property, B (eg “A blackbird has a
wing.”)

• The validity of the entailed property (“always
true” in this example)

Some of the tuples (593 of them) in the data
test set were thrown out because they were flawed,
including mislabelled statements, eg “A flower is
a plant.”, which was incorrectly labelled “never
true”, and indeterminate statements, eg “A plant is
not a tall plant”, which is not consistently true or
consistently false. This left 696 test tuples.

B.1.3 Queries
The model was queried about the truth of falsehood
of each base property, then each entailing state-
ment, then each entailed property, using statements
of the form: “Is the following true? A sandpiper
has a wing. Answer only 1 for yes or 0 for no.”
For Mistral’s pre-trained models, the format was
amended to be, ”Complete only with one word,
either true or false. A sandpiper has a wing. The
preceding statement is...” For OpenAI’s GPT mod-
els, there was the opportunity to set the logit bias
to emphasize only responses of ”1” and ”0”, but
it didn’t improve the results as they very rarely
answered otherwise, even with the default logit-
bias (eg GPT3.5 returned 3 off-piste answers out
of 1289, and GPT-4 returned none).

B.1.4 Scoring Accuracy and Coherence
Accuracy is calculated as the percentage of
correct answers to queries about the base property,
entailing statement, and entailed property (2088
queries in total).

1434



B.1.5 Coherence

Coherence and contra-positive coherence are
tested only for those tuples where the model
knows the entailing statement to be true. They
both measure how well the model follows the
entailed logic, regardless of whether it is accurate
about the veracity of base property and entailed
property.

Coherence is tested only for those cases where
the model asserts both the base property (A) and
the entailing statement to be true. Given those two
conditions, it is the percentage of the time that the
model considers the entailed property (B) to be
true, following logical coherence to match the base
property (A). To reduce an explicit dependence
on accuracy, this measurement is done regardless
of whether or not the model correctly verifies the
validity of the base property and entailed property.

B.1.6 Contra-positive Coherence

Contra-positive coherence is tested only for those
cases where the models asserts the entailing state-
ment to be true but asserts the entailed property
(B) to be false, which implies the falsehood of the
base property (A). Given those two conditions, it is
the percentage of the time that the model considers
the base property (A) to also be false, following
logical coherence to match the entailed property
(B). To reduce an explicit dependence on accuracy,
this measurement is done regardless of whether or
not the model correctly verifies the validity of the
base property and entailed property.

B.1.7 Bilateral Coherence

Bilateral coherence is calculated as the percentage
of the time that the model considers the veracity of
the base property and entailed property to match,
given that it knows the entailing statement to be
true. Again, this is calculated independently of the
veracity of those properties.

This calculation is made because this data set of
queries is always either “always true” or “never
true”. Therefore, having a negative property for A
implies a negative property for B (¬A→¬B). eg “A
bird is never a woody plant” implies “a blackbird
is never a woody plant” in the same way that “a
bird always has a wing” implies “a blackbird
always has a wing.”

B.1.8 Results
The results are displayed below in Figures 7, 8 and
Table 2. The leaders in each column are displayed
in bold and any strikingly low values are in italics.
For comparison, the overall correlation between
accuracy and coherence (across all the models) is
0.83, and the overall correlation between accuracy
and contra-positive coherence is 0.41.

B.2 Helpful and Harmless Intent
In this set of experiments, we focus on measur-
ing two distinct LM character traits, namely, the
intention to be ‘helpful’ and the intention to be
‘harmless’, respectively. These intended outcomes
are in line with those previously sought in (Bai
et al., 2022). Our objective in applying our novel
character trait formalism is to better identify incon-
sistent behavioural traits that fail to be revealed in
non-adaptive model evaluations. To achieve this,
we generated multiple-choice data sets using GPT-
4. These data sets featured paired contexts (c, co)
that describe some scenario. These contexts dif-
fered by the inclusion of information that a certain
outcome o had already been fixed. In addition, a
set of i possible responses ri, was generated, from
which the model is prompted to choose (see below
for details). We tested this on a sample of LMs,
using a variety of prompting techniques, and anal-
ysed the resulting character trait distributions, as
defined by our formalism.

B.2.1 Data set
We utilised GPT-4, as a SOTA LM, to generate our
data sets. This was carried out via the official Ope-
nAI platform API. data sets were then subject to a
validation stage, which consisted of both manual
and automated checks. Validations were carried
out according to the following criteria: relevance,
ambiguity, correctness, and diversity (see below
for details).

Data set Overview The data set Dhh com-
prises 669 questions aiming to probe the inten-
tion of a model to be helpful (353) or harmless
(316). Each question is of the standardised form
⟨c, {ri}, {li}, {oi}⟩ based on the framework in sec-
tion 4. An example can be found at ??

• Context c A query or problem given to the
model by the user

• Response Options ri A set of responses that the
model chooses from, which relate to a specific
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context

• Response Labels li A set of labels denoting the
responses

• Adapt Sentences oi A suffix appended to a given
context, which fixes an outcome

Experimentally, each context is associated with
five responses to choose from: two helpful/harm-
less Hi, one neutral N , and two unhelpful/harmful
Ui. Here the subscript i is used to distinguish be-
tween the pairs of options that are both labelled the
same way, e.g. helpful, and to provide a reference
ordering for each of these pairs.

An example context would be “I’m struggling
to save money, what should I do?”. One of the re-
sponse options ri is “Suggest creating a budget to
track expenses”. A corresponding adapt sentence
would then be “The user has already created a
budget to track expenses”.

Data set Generation We generated two separate
data sets to gauge helpful intentions and harmful
intentions, respectively. To deal with token limits
in prompts and to prevent duplication of scenarios,
questions were generated in batches under different
topics. Under each intention type, 19 topics were
created. For each of these topics, 25 scenarios were
generated. The quantities were both determined by
us.

Specifically, GPT-4 was provided with the task,
topic, format, and requirements. They also labeled
the options, which were further proofread by hu-
mans and the models themselves. As an aside, we
argue that this methodology doesn’t presuppose
consistency of GPT-4 since the labeling process
is essentially a classification that only requires a
model to quantify the helpfulness of different ac-
tions w.r.t. a context, while consistency measure-
ment is based on adaptability when the outcome
is fixed. The capability of measuring the helpful
intent does not directly lead to adaptability.

Additionally, to address the concern with the
inherent data set bias favoured towards GPT-4, we
also tried GPT-3.5-turbo for data set generation
and included its results in the validation phase.

Data set Validation Topic subdivisions were
specified in order to provide a degree of diver-
sity and rule out the influence of internal valid-
ity among scenarios in the data set. In addition,
the data set was subject to manual and automated

validation based on three metrics: relevance, ambi-
guity and correctness. For the manual check, three
humans reviewed a subsection of 100 questions
from the data set and manually assessed the data
based on the three metrics. For automated check-
ing, OpenAI models (GPT-3.5-turbo and GPT-4)
were leveraged to rank all the questions. Questions
that fell below the threshold were filtered out.

The GPT-4 data set performed well in both hu-
man and model validations. The GPT-3.5-turbo
data set, on the other hand, produces ambiguous
and even false option despite scoring relatively
well in automated evaluation. As a result, the GPT-
4 data set was used in the following experiments.
To address the issue of potential bias arising from
the use of LM-generated questions, we tested on a
wide variety of open-source models to support our
results.

Methodology Let d = ⟨c, {ri}, {li}, {oi}⟩ rep-
resent an indexed element in the Dhh data set. We
design two independent experiments, denoted by
(a) and (b). In (a), we give the LM the raw context
c and the options set {ri}. We then retrieve the
model response r ∼ p(· | c). Next, the adapting
context co is obtained in (b) by appending the cor-
responding adapt sentence oi. This is sent back to
the model along with the same {ri}, yielding the
response r′ ∼ p(· | co).

We mapped the responses tuple ⟨(c, r), (cor′)⟩
to the trait tuple τ = ⟨(c, l), (co, l′)⟩. We say
1(τ) = 1, i.e. the model intended a helpful or
harmless outcome, iff

l = Hi ∧
(
(l′ = Hj ∧ i ̸= j) ∨ l′ = N

)

That is, it responds with a helpful option given
c and adapts to another helpful or neutral option
under co, In contrast to the setting at experiment 3,
we incorporated a neutral option N as an accept-
able second choice to mitigate the impact of dif-
ferent option interpretations leading to adaptation
failure. We conducted 100 rounds of sampling,
randomly selecting 100 trait tuples from the 669
sample space each time in order to model the dis-
tribution of the HH trait. The mhh, percentage of
HH responses in the sample, was then calculated
using mhh(⟨(c, r), (co, r′)⟩) = 1 if r is a helpful
option and r′ is another helpful option and other-
wise equals 0. To illustrate the characteristics of
an LM, we plot the distribution of mhh.

1436



B.2.2 Experiment
We ran a series of experiments on various LMs,
including Llama-2, Mistral, GPT and Claude. All
the experiments are carried out under the hyper-
parameter setting of temperature = 0, Top-k = 1,
and Top-p = 0. It gives the most likely and deter-
ministic responses for each query.

Base level The model is provided the context c
and 5 options {ri}. The order of the options model
seen is randomised, and each is given a numeric
label. System instructions are also given to the
model requesting a numeric response. Based on
the numeric response, the adapt context c0 is sent
to the model again, requesting a numeric response
as can be seen in Figure 10b.

Few shot Examples (2, 4 or 6) are supplied as
part of the prompt, with each example consisting
of the whole 2-stage process plus an “intend to be
HH” response.

Chain of Thought A system prompt and an ex-
ample are given to prompt the model to output its
reasoning first and then the numeric response of
choice.

B.2.3 Results
Fine-tuning and Scaling Across all the model
families, models of different sizes showed sim-
ilar trends in the differences between base and
fine-tuned models. For base models, the small-
est models showed the weakest HH-intent. Fine-
tuning these small models increased the strength
of HH-intent but not its consistency. It was noted
that the percentage of the first helpful response
would increase after fine-tuning, but smaller mod-
els would struggle with adapting to the new sce-
nario information, reducing the consistency of its
strong helpful intent. Medium models started with
slightly less consistent and slightly stronger H-
intention than the smallest models, and after fine-
tuning again, we saw increases in the strength of
H-intention but reduced consistency. The largest
models started with the strongest HH-intent and the
lowest consistency, although the spread of intent
was clearer for the medium and smallest models.
After fine-tuning, the largest models saw the great-
est increase in strength of HH-intent, and this came
with higher consistency, identified through the in-
crease in mean and reducing the standard deviation
of percent of strong helpful intent as seen for the
large Llama models. Across model families, fine-

tuning was universal in increasing the strength of
harmless and helpful intentions.

Few-shot Changes in intentions were only ob-
served for base models when few-shot prompting
was applied. Hence, all discussion shall relate to
the performance of base models. Small models ex-
hibit confusion with few-shot prompting, showing
a lack of consistent HH intent. Medium models
show stronger HH intentions with few-shot prompt-
ing but also reduced consistency as performance
improves. Large models see both an increase in
strong HH intention and greater consistency of in-
tention. Both Llama and Mistral’s largest models
tend towards perfect, strong H-intentions. Across
all model sizes, the greatest change in strength of
intention comes in the jump from 0 to 2 examples.
For larger models, increasing the number of ex-
amples helps further improve the consistency of
intention. Few-shot prompting can enable base
models to reach near the same strength of intent as
fine-tuned models.

Chain of Thought Same with few-shot, chain-
of-thought (COT) prompting, which caused a large
change in intentions only for base models. For the
largest Llama models, COT prompting caused an
increase in strong HH-intent on a similar scale to
few-shot prompting.

Although we separate the discussions about HH-
intent (mean of the distribution) and the consis-
tency of this intention (variance), they are strongly
related to each other as each resampling is a
Bernoulli trial and the overall distribution con-
verges to N (µ,

√
µ(1−µ)√

n
) according to section 2.

As a result, low (small models) and high (large
models) HH-intent yield high consistency, whereas
HH-intent scores in the middle (medium models)
show a wider distribution and yield low consis-
tency. More details at fig. 9.

B.2.4 HH Intent Model Table
The scores for the mean (presented as a percentage)
which represents the central tendency of HH intent
distributions across different model and prompt-
ing technique combinations, are provided in the
table 3.
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B.3 Intentions to Achieve Instrumental
Outcomes

In these experiments, we seek to evaluate LMs ac-
cording to whether they undertake potentially un-
ethical instrumental actions in order to achieve an
explicit goal—we refer to this trait as ‘unethical in-
strumental intention’. In this sense, and according
to the operationalisation of intention in def. 3, we
are measuring whether an LM consistently intends
its stated goal when the most intentional thing to do
would be unethical. To achieve this: we generate a
synthetic data set using GPT-4, conduct A/B-style
tests on popular LMs, and plot a distribution of this
trait using the framework in section 4.

B.3.1 data set
Using a three-stage process, we generated a data
set DIO. First, we generated a set of 18 pairs
each consisting of a topic heading and a comma-
separated list of suggested sub-topics (for example,
‘philosophy & religion’). Then, starting from an
initial attempt, we iteratively tested and revised a
data generation prompt DGτ , parameterised by the
topic heading and suggestions τ . Thirdly, GPT-4
was sampled using DGτ to generate scenarios of
the following form.

• Base Goal: A base goal for an LM assistant.

• User Message: A message asking the assistant
for help with a task.

• Default Action: An action that is ideal without
considering the instrumental info.

• Instrumental Info: A fact that relates to the base
goal creating an instrumental goal.

• Instrumental Action: A possible action that
takes into account the instrumental goal.

We specified, and validated for the first two condi-
tions, the following constraints on example scenar-
ios.

1. The instrumental info should create an instru-
mental goal necessary to achieve the base
goal.

2. The default action should be ‘intuitively
better’ if the instrumental goal is already
achieved.

3. The instrumental action should be ‘slightly
unethical’.

Additionally, we specified that ten examples
should be returned per request but we sampled
batch-wise until we had at minimum 50 example
scenarios per topic: in total, we generated n = 915
examples.

B.3.2 Methodology
Using di to be an indexed element of the data set
DIO, we construct two independent experiments
denoted by (a) and (b): in (a) the instrumental
information is not provided to the LM and in (b)
it is provided. For an indexed element di, we let
cai and cbi denote the prompts for scenarios a and
b respectively such that rai ∼ p(· | cai ) and rbi ∼
p(· | cbi). If rxi selects the default action then we
say rxi ≡ αD, if rxi selects the instrumental action
then we say rxi ≡ αI .

For the measure of unethical instrumental in-
tention, consider a tuple consisting of two pairs
τ = ⟨(cai , rai ), (cbi , rbi )⟩. We define that 1(τ) = 1
iff rai selects the default action and rbi selects the
instrumental action, and 1(τ) = 0 otherwise. The
measure muii is then defined, with slight abuse of
notation, as follows. Note that the domain of the
measure is the set of all tuples that can be split into
tuples of the form of τ .

muii(⟨τ1, τ2, . . . τN ) =
1

N

N∑

j=1

1(τj) (3)

Thus, muii is the percentage of times the LM
adapted to account for instrumental information
that encouraged an unethical instrumental action.

B.3.3 Results
We take measurements for three families of models:
OpenAI’s GPT models, Llama models, and Claude
models.

As well as our measure of unethical instrumen-
tal intent, we also consider the performance of the
model across other metrics shown in table 4. Ac-
cordingly, we observe that gpt-3.5-turbo and gpt-4,
as well as the opus and sonnet Claude models, se-
lect the default action most often in scenario (a):
this is inline with our expectations. In contrast, the
Llama models have a more significant tendency to
choose the instrumental action in this scenario; this
is perhaps indicative of less reasoning capability
or a higher tolerance for unethical behaviour. In-
triguingly, whilst the gpt and Llama models seem
to improve with scale, opus performs marginally
worse than sonnet on this metric.
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The results shown in fig. 4 present a detailed
look at the measure of unethical instrumental in-
tention. Here, the most important thing to note is
that none of the models perform extremely well
on this data set: in other words, they are fairly un-
likely to choose unethical instrumental goals, even
given that they support their prescribed base goal.
In terms of the relative differences, in line with
the aforementioned tabular results, we find that the
OpenAI and Claude models perform, on average,
similarly; and slightly better than Llama models.
Note that there is less variation across the Claude
sizes, an that sonnet outperforms opus, conversely
to expectation, again.

Remarkably, we find that GPT-3.5-turbo signifi-
cantly opts for unethical instrumental actions more
than GPT-4 (and both more than davinci-002). In
order to identify the source of this unexpected re-
sults, we experimented with many different config-
urations of prompt terminology; these all demon-
strated the same or a similar effect. Our explana-
tion of this result requires acknowledging that there
are two broad phenomena we are measuring: first,
the reasoning capabilities of the LM; and, second,
the tolerance to unethical behaviour. Accordingly,
we conjecture that GPT-4’s poor performance is
due to a lower unethical tolerance when compared
to GPT-3.5-turbo. This allows us to retain the sensi-
ble assumption that GPT-4’s reasoning capabilities
are stronger than GPT-3.5-turbo.
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Figure 7: Coherence Vs. Accuracy, All Models. (Mistral-7b and Mistral-7B-Instruct are a single point.)

Figure 8: Contra-positive Coherence Vs. Accuracy, All Models. (Mistral-7b and Mistral-7B-Instruct are a single
point.)

Accuracy Coherence Contra-positive
Coherence

Bilateral
Coherence

Coherence/
Accuracy

Correlation

Contra-positive/
Accuracy

Correlation
GPT-4 89.9% 84.7% 87.3% 89.5% 0.78 0.42
GPT-3.5-turbo 79.5% 75.3% 83.7% 87.9% 0.91 0.31
Claude-3-opus-20240229 88.6% 84.0% 87.4% 87.4% 0.83 0.41
Claude-3-sonnet-20240229 84.9% 83.1% 88.2% 90.8% 0.86 0.29
Claude-3-haiku-20240307 86.5% 80.0% 83.2% 87.1% 0.83 0.50
Claude-2.1 75.4% 73.4% 78.9% 79.0% 0.89 0.45
Claude-2.0 71.0% 72.6% 84.2% 82.7% 0.85 0.22
Claude-instant-1.2 91.1% 88.6% 85.8% 87.0% 0.51 0.69
Mistral-7B 86.8% 76.0% 80.7% 85.2% 0.90 0.57
Mistral-7B-instruct-v0.2 86.8% 76.0% 80.7% 85.2% 0.90 0.57
Mixtral-8x7B 86.4% 73.7% 79.4% 83.3% 0.91 0.48
Mixtral-8x7B-instruct-v0.1 86.7% 74.3% 79.6% 83.6% 0.91 0.48
Mixtral-8x22B 87.9% 83.5% 88.1% 90.3% 0.80 0.32
Mixtral-8x22B-instruct-v0.1 87.7% 85.7% 89.6% 91.3% 0.79 0.28

Table 2: Accuracy and Coherence of GPT, Claude, and Mistral Models
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(a) Claude

Claude Prompts Mean

Harmless Helpful

v1-instant 0 80% 75%

v1 0 84% 76%

v3-haiku 0 70% 62%
2 85% 84%
4 87% 84%
6 89% 82%

CoT 81% 70%

v3-opus 0 84% 85%
2 99% 96%
4 99% 97%
6 99% 96%

CoT 98% 94%

v3-sonnet 0 90% 84%
2 100% 96%
4 100% 95%
6 100% 97%

CoT 95% 92%

(b) GPT

GPT Prompts Mean

Harmless Helpful

davinci 0 3% 3%
2 24% 16%
4 18% 15%
6 18% 21%

gpt-3.5-turbo 0 19% 16%
2 87% 71%
4 87% 75%
6 91% 77%

CoT 92% 87%

gpt-4 0 93% 92%
2 100% 97%
4 100% 97%
6 100% 96%

gpt-4-turbo 0 86% 85%
2 99% 98%
4 100% 98%
6 100% 98%

(c) Llama

Llama Prompts Mean

Harmless Helpful

7b 0 17% 12%
2 14% 17%
4 15% 21%
6 23% 22%

7b-chat 0 29% 33%
2 33% 30%
4 24% 27%
6 12% 16%

13b 0 7% 6%
2 35% 33%
4 30% 33%
6 30% 37%

13b-chat 0 27% 21%
2 33% 24%
4 50% 36%
6 41% 39%

70b 0 41% 35%
2 92% 86%
4 94% 90%
6 96% 92%

CoT 76% 78%

70b-chat 0 78% 83%
2 79% 81%
4 79% 79%
6 81% 82%

CoT 82% 81%

(d) Mistral

Mistral Prompts Mean

Harmless Helpful

7b 0 20% 25%
2 40% 40%
4 43% 40%
6 43% 44%

7b-chat 0 80% 84%
2 93% 89%
4 96% 89%
6 92% 91%

8x7b 0 52% 55%
2 90% 86%
4 91% 91%
6 90% 84%

8x7b-chat 0 100% 94%
2 99% 96%
4 99% 94%
6 97% 94%

8x22b 0 75% 72%
2 95% 93%
4 96% 93%
6 93% 90%

CoT 84% 78%

8x22b-chat 0 94% 92%
2 98% 97%
4 99% 96%
6 99% 97%

CoT 97% 95%

Table 3: HH Intents Scores
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(a) Scaling Laws

(b) Few-shot Llama (c) Few-shot Mixtral (d) Few-shot Claude

(e) CoT

Figure 9: HH Distribution
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(a) Example question (b) Prompt structure

Figure 10: HH data set prompting examples

Model VALµ DAµ IAµ INTµ INTσ2

gpt-4 — 0.82 0.18 0.27 0.20
gpt-3.5-turbo — 0.74 0.26 0.38 0.24
davinci-002 — 0.55 0.45 0.12 0.10

Llama-2-7b-hf 1.00 0.52 0.48 0.00 0.00
Llama-2-13b-hf 1.00 0.49 0.51 0.00 0.00
Llama-2-70b-hf 1.00 0.56 0.44 0.16 0.13
Llama-2-7b-chat-hf 0.85 0.49 0.38 0.21 0.17
Llama-2-13b-chat-hf 0.80 0.51 0.37 0.13 0.11
Llama-2-70b-chat-hf 0.95 0.67 0.30 0.16 0.20

Claude-3-haiku-20240307 0.97 0.65 0.33 0.28 0.20
Claude-3-sonnet-20240229 0.98 0.81 0.18 0.31 0.21
Claude-3-opus-20240229 0.90 0.79 0.18 0.29 0.21

Table 4: The columns contain the following values: VALµ contains the average number of valid pairs of samples,
DAµ and DAµ contain the average number of samples where the default and instrumental action were selected
first, INTµ and INTσ2 are the mean and variance of our intention measure.
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