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Abstract

Mental disorders pose a global challenge, ag-
gravated by the shortage of qualified mental
health professionals. Mental disorder predic-
tion from social media posts by current LLMs
is challenging due to the complexities of se-
quential text data and the limited context length
of language models. Current language model-
based approaches split a single data instance
into multiple chunks to compensate for lim-
ited context size. The predictive model is then
applied to each chunk individually, and the
most voted output is selected as the final pre-
diction. This results in the loss of inter-post
dependencies and important time variant in-
formation, leading to poor performance. We
propose a novel framework which first com-
presses the large sequence of chronologically
ordered social media posts into a series of num-
bers. We then use this time variant represen-
tation for mental disorder classification. We
demonstrate the generalization capabilities of
our framework by outperforming current SOTA
in three different mental conditions: depres-
sion, self-harm, and anorexia by an absolute
improvement of 5% in F1 score. We also inves-
tigate the situation when current data instances
fall within the context length of language mod-
els and present empirical results highlighting
the importance of temporal properties of tex-
tual data. Furthermore, we utilize the proposed
framework for a transfer-learning study, explor-
ing commonalities across disorders and the pos-
sibility of inter-domain data usage.

1 Introduction

In the contemporary world, mental health plays a

crucial role in a person’s overall well-being. The

World Health Organization (WHO)' highlights the

intensity of this matter by reporting that globally,

one in every eight individuals suffers from a mental
*Equal Contributions

"https://www.who.int/news-room/fact-sheets/
detail/mental-disorders

disorder. A comprehensive study (McGrath et al.,
2023) reveals that over 50% of people worldwide
confront a mental health issue at some point in
their lives. The scarcity of adequately trained pro-
fessionals hinders access to timely and effective
intervention, motivating the need for automated
mental disorder detection.

—_———
t Enjoyed a quiet weekend at home. Feeling
! relaxed and ready to tackle the week ahead.

—_———
Had a tough day at work. Feeling a bit down,

tisq but hoping tomorrow will be better.
—_
t Struggling to find joy in anything. It's like a
"2 cloud hanging over me, everything is dull.
_
A\ i3 Wanted to make coffee this morning, but the
. 1+

coffee maker did not work.

Figure 1: An example of four posts made by a person on
social media. The intensity of the red colour indicates
the extent to which a post indicates depression.

Social media platforms, like Reddit, have be-
come a widespread outlet for self-expression, thus
becoming a source of user-generated content that
may provide valuable insights into individuals’
mental states. The mental state of a patient varies
from time to time, depending on the severity of
symptoms. Figure 1 shows an example of a situa-
tion with such behavioural variation. The post at
time ¢;42 shows a peak in depression in the person,
whereas the post at time ¢;,; can be seen as the
onset of depression. Posts at time ¢; and ¢; 3 are
indicative of the general behaviour of the person.
These rise and falls in the sentiment polarity of so-
cial media posts represent temporal properties that
can serve as important information for detecting
mental disorders. These clues can be used to differ-
entiate patients with mental disorders from healthy
subjects efficiently.
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t I can't cope with

U having no friends.
Life isn't worth living
like this.

) ~
';,; %6@ ts I just want it to end |
':1{ e 4 a[r'eadz

t I'm depressed and
want to kill myself.

Temporally arranged social media posts of an
*..__individual taken from the e-Risk dataset
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@ Temporal Representation of Posts
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Figure 2: This figure shows the overall pipeline of our approach. Here, (1) shows the generation of the anchor
embedding from RMHD, (2) shows the creation of temporal representations of social media posts of an individual,
and (3) depicts the classification of the temporal representations as control or condition. Generating the anchor
embedding is the first step which is followed by representing the posts in a temporal manner. These temporal
representations are then used to train the time series classification model to detect the presence of a disorder.

The central idea of recent language model-based
approaches (Aragon et al., 2023; Ji et al., 2022)
is to concatenate multiple texts to form a chunk
and then apply a predictive model to each chunk
separately. The final prediction is positive if most
chunks are classified as positive.

The major issues in such approaches are: 1) Loss
of temporal information: applying the predictive
model on chunks separately leads to the loss of or-
der and inter-post dependencies. 2) Lack of global
view: the concentration of positive class text in
only a few of the chunks can lead to misclassifica-
tion because of majority voting. 3) Semantic noise:
merging posts to form a single chunk with different
semantics can diminish the significance of a single
post and introduce noise in the data. For instance,
a post indicating severe depression could be con-
catenated with the subsequent post discussing the
positive outcomes after the treatment.

To handle these issues, we must account for two
aspects: 1) preserving the post-identity and order
and 2) global classification i.e. classifying the en-
tire sequence of posts together instead of classi-
fying chunks of social media text. Using current
LLMs here can be challenging due to computa-
tional costs and the high context length of social
media posts. For instance, the average context
length of a subject is 11.6K words (max 89.4K)
Table 1, which exceeds the input context length of
current LLMs.

Hence, the chunking-based methods can not ad-
dress these concerns, while other LL.M-based ap-

proaches may prove infeasible within the given
context. This motivates the need for a representa-
tion technique capable of compressing information
while retaining the time-variant properties of so-
cial media posts. We build upon these insights and
propose a framework to account for these issues.
We perform rigorous analyses to establish the im-
portance of temporal properties in mental disorders
(Section 7.3). We also discuss the performance of
the current language models when the input length
is within the capacity of the language model (Sec-
tion 8). Our source code is available on GitHub?
for academic purposes.
Our contributions are:

* A representation method for mental-health do-
main which compresses textual data from so-
cial media posts into a time series format to
capture the time-dependent patterns of a pa-
tient (Figure 2). This provides a temporal rep-
resentation of the textual data while reducing
the floating point operations (FLOPs) by at
least 330 times (Table 3) compared to SOTA.

* A novel framework incorporating temporal
data for mental disorder identification by us-
ing foundational deep learning models. Our
approach outperforms language model-based
methods by 5% in F1 score (Table 2) across
three mental conditions: anorexia, depression,
and self-harm.

2Link for the code can be found here
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* A transfer-learning study (Section 9) of the
three disorders to understand the commonal-
ity across disorders. We investigate the pos-
sibility of cross-domain data usage (Table 5),
which can further benefit the identification of
low-resource mental disorders.

In the subsequent sections, we discuss recent works
that are relevant to our contributions. We then
discuss the dataset used and the proposed method,
followed by the insights from our experiments.

2 Related Work

In this work, control class refers to the class of
healthy individuals not diagnosed with a psychi-
atric disorder whereas condition class refers to the
class of individuals diagnosed with a psychiatric
disorder. For our study, we focus on two mental
disorders, anorexia and depression, as well as a
mental condition, self-harm. For brevity, we col-
lectively refer to them as mental disorders (like
Aragon et al., 2023; Ji et al., 2022).

Mental disorder prediction from social media
has seen significant development in the last decade.
Early works transitioned from the use of low-level
handcrafted features like Linguistic Inquiry and
Word Count (LIWC) (Islam et al. (2018); Shrestha
and Spezzano (2019); Simms et al. (2017)) to
high semantic features like word or document em-
beddings (Friedenberg et al., 2016; Bandyopad-
hyay et al., 2019; Lin et al., 2017; Hemmatirad
et al., 2020). This was succeeded by representa-
tion learning-based approaches (Rao et al., 2020;
Wongkoblap et al., 2019; Gaur et al., 2021), which
operate on user-level prediction and eliminate the
need for explicit feature engineering.

Other works leverage longitudinal data to cap-
ture unique patterns of emotional transitions shown
by mental patients. These approaches use chunk-
ing to process m words (Trotzek et al. (2018);
Uban et al. (2021); Orabi et al. (2018)) or n posts
(Ragheb et al. (2019); Mitchell et al. (2015)) se-
quentially and perform classification using majority
voting. An alternative method involves feature ex-
traction by concatenating all posts (Aguilera et al.
(2021); Jamil (2017)) related to a specific subject.
However, these approaches fail to incorporate the
temporal variations between the posts of a subject
because of the usage of chunking and majority vot-
ing (see Section 1).

A few studies closely align with our approach
to constructing temporal representations of social

media posts. Reece et al. (2017) employed state-
space temporal analysis using day and week as the
time window for depression detection. De Choud-
hury et al. (2013) examined a user’s tweets within
a single day to derive various behavioural mea-
sures and constructed a time series for each mea-
sure. Chen et al. (2020) created a time series rep-
resentation of the mood profile using traditional
sentiment retrieval models. Lee et al. (2023) pro-
posed a multi-task framework aimed at predicting
suicidality for bipolar disorder patients by cate-
gorizing individual posts into different suicidality
levels. Sawhney et al. (2021b) introduced graph-
based approaches to model user interaction and the
temporality of posts, while Sawhney et al. (2021a)
modeled "phases" at the post level, requiring post-
level annotations for suicide ideation detection. A
significant limitation of these approaches is either
their reliance on low-level features, which fail to
capture the deeper semantic understanding of emo-
tional aspects in human language, or the need for
user interaction data and post-level annotations,
which are not available in our setup.

Guo et al. (2021) fine-tuned BERT to generate
emotional post representations and derived emo-
tion transition matrices. However, emotional states
were extracted individually from each post, over-
looking inter-post dependencies. Another draw-
back is their reliance on the first-order Markov as-
sumption for prediction. Recent works like Ji et al.
(2022) pre-trained a BERT model on the social me-
dia and mental health dataset. Aragon et al. (2023)
performed a double domain adaptation (extending
the pre-training process) on BERT, incorporating
data from Reddit and mental health sources. These
approaches again rely on chunking and majority
voting while facing the limitation of high expense.

In this work, we propose a novel framework
which captures the temporal patterns of social me-
dia posts without the use of majority voting and
chunking.

3 Datasets

We use two datasets in this work: eRisk evaluations
and Reddit Mental Health Dataset (RMHD).

e-Risk evaluation datasets: We utilize datasets
from the e-Risk(Losada and Crestani, 2016) evalu-
ation for anorexia (Losada et al., 2019), depression
(Losada et al., 2018), and self-harm (Losada et al.,
2020) in the given splits. These datasets consist of
the post history of Reddit users. Depression labels
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Training Validation Test Total
Condition  Control Condition Control  Condition  Control
Anorexia
#subjects 45 332 14 81 73 742 1307
avg # posts 404.7 552.3 411.9 560.9 241.4 745.1 639.44
avg # words 36.2 21.1 39.6 20.9 37.2 21.7 23.10
Depression
#subjects 173 1195 44 298 40 49 1799
avg # posts 4449 663.4 436.7 658.2 493.0 543.7 629.31
avg # words 24.2 20.55 29.8 24.77 39.2 45.6 2291
Self-Harm
#subjects 29 243 12 56 104 319 763
avg # posts 172.0 543.9 167.8 549.7 112.4 285.6 357.52
avg # words 224 17.5 26.8 19.7 214 11.9 16.17

Table 1: Statistics of the e-Risk datasets for anorexia, depression and self-harm. The control class refers to the class
of healthy individuals, and the condition class refers to the class of individuals diagnosed with a disorder.

were obtained by thresholding (Beck et al., 1961)
on the Beck Depression Inventory scores. We ob-
tain validation data by randomly sampling 20% of
the train set (refer to Table 1 for statistics).

Reddit Mental Health Dataset (RMHD): We
use the Reddit Mental Health Dataset (RMDH)
(Low et al., 2020) to generate the anchor embed-
dings (Section 4.1) of anorexia, depression and
self-harm (refer Table 6 for statistics).

4 Methodology

Problem Formulation: Given social media posts
{p1,p2,...,pr} by asubject P in a chronological
order, we first obtain the time-series representation
T = {t1,ta,...,tx} of this textual data. We then
detect the presence of a mental disorder by treating
this as a binary time-series classification problem.

A naive approach for the above could be a sim-
ple concatenation of these posts sequentially fol-
lowed by the classification via an LLM in a single
pass. However, this is not feasible in our use case
as there are a large number of words per subject.
For instance, we have an average of 14.4K words
per subject (max 89.4K) for depression. This ex-
ceeds the maximum token length handled by con-
temporary language models (refer to Appendix D).
Consequently, there is a requirement for a represen-
tation technique that can condense this extensive
information into more compact data units for ef-
fective processing while preserving the temporal
aspects of the data. Intuitively, the process of men-
tal disorder detection involves determining whether
a subject’s text resembles that of someone who is
diagnosed with the disorder. This involves com-
paring the social media posts made by a particular
subject with those of the condition class. We aim

to imitate this logic in our proposed technique. We
further elaborate our methodology in the following
subsections.

4.1 Anchor Embedding Generation

The initial step involves creating an anchor em-
bedding which serves as a semantic anchor of a
specific disorder’s condition class. This idea is in-
spired by Fei and Liu (2015), which used a similar
centre-based approach to address covariate shifts
in social media text classification.

For this, we first fetch the sentence embeddings
for every post of a particular disorder from the
RMHD Dataset (Low et al., 2020). This is done by
using the frozen MPNet model (Song et al., 2020),
which is trained on contrastive loss aiming to learn
semantic similarity (Reimers and Gurevych, 2019).
The embedding representations of all the posts be-
longing to a disorder are then aggregated by using
the mean operation (part 1 of Figure 2). We call
this aggregated representation as the anchor embed-
ding, A. For a disorder D, if E1, F», ..., E, are
the n embedding vectors for n social media posts
of condition class of a disorder, then the anchor
embedding is calculated as:

Ap = % Z?:l E;

These anchor embeddings are then used to obtain
the temporal representation of the textual data. To
avoid data leaks, we obtain the anchor embedding
from the Reddit Mental Health Dataset (RMHD)
(Low et al., 2020) and report the results on the e-
Risk benchmark. For the anchor embedding of self-
harm, we used posts from the suicide subreddit of
RMHD as there is a direct association between self-
harm and suicide attempts (Duarte et al., 2020).
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Temporal Representation of Social Media Texts
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Figure 3: Temporal representation of depressed and non-
depressed subject. The Y-axis is the cosine similarity
value with the anchor embedding, and the X-axis is the
posts arranged according to the time of posting.

4.2 Time Series Representation

After generating the anchor embedding, we use it
to obtain the temporal representation of the tex-
tual data. To do this, we take the social media
posts of an individual in chronological order and
calculate the cosine similarity score between the
embedding of each post and the anchor embedding.
This generates the temporal representation for a
user as explained in Figure 2 (part 2). We hypoth-
esize that semantic similarity between the subject
under consideration and the condition class is more
crucial than the absolute semantic information of
the subject itself for effectively classifying mental
disorders.

For a particular disorder D, let Py, Ps, ..., Py
be the k£ post embedding vectors of a particular
subject in e-Risk data. Here, P; denotes the sen-
tence embedding vector of a post at the j-th time
step (1 < j < k) for that individual subject. We
calculate the cosine similarity cs; between the ref-
erence embedding Rp of that disorder and each
post embedding P;.

All cs; vectors from j = 1 to k represent the
time series data 7 = {cs1, ¢sa, ..., csy} for a par-
ticular subject representing the social media post
in temporal format. Therefore, each post is repre-
sented as a scalar value indicating its distance from
the anchor embedding.

Since the anchor embedding is calculated from
the condition class, the cosine similarity is expected
to show low values if the post is from the control
class and high values if the post is from the condi-
tion class. As shown in Figure 3, this comparison
of the temporal representation for a depressed and
non-depressed subject highlights a clear distinction

between the two classes. This demonstrates the
capability of our representation methodology.

4.3 Time Series Classification

For time series classification (Figure 2 part (3)),
we explore two approaches: (i) Feature extraction-
based, where we train a feed-forward network on
statistical and temporal features extracted from the
time series data, using the top 30 features for classi-
fication. This selection of raw time series features
was motivated by our interest in assessing the per-
formance of a basic feature engineering approach
for this task. We extracted these features to capture
relevant characteristics from the data. (ii) Repre-
sentation learning-based, where we directly feed
the raw time series data as input to the model. For
representation learning-based approaches, we use
three different architectures, namely: 1) LSTM (Yu
et al., 2019) 2) 1D CNN (Tang et al., 2020), and
3) Time-Series Transformer (Zerveas et al., 2021).
We use the method of threshold moving (Zhang
et al., 2020) to decide the best probability threshold
for the decision boundary to account for data im-
balance (Table 1). We describe all the experimental
details including features list in the Appendix C.

S Baseline Approaches

We use all the baseline approaches introduced by
Aragon et al. (2023) for comparing our approach.
MentalBERT (Ji et al., 2022) pre-trained BERT
on social media and mental health text, and Disor-
BERT (Aragon et al., 2023) applied double-domain
adaptation with random and guided masking.

Additionally, we use MPNet (Song et al., 2020)
as a baseline in both zero-shot and fine-tuned set-
tings. To compare the results with current SOTA
language models, we report results on GPT3.5
turbo (Brown et al., 2020) and MentalLLaMA-chat-
13B (Yang et al., 2024) instruction tuned on large
mental health data. We follow Aragon et al. (2023)
for evaluation and training. All the baseline meth-
ods used the chunking (k=35) and majority voting-
based approach. The F1 score of the positive class
serves as our standard metric for assessing the ex-
perimental results. We provide a detailed expla-
nation for baselines in Appendix B and present
experimental results on additional baselines in Ta-
ble 9, Appendix C.1.
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Method Anorexia Depression Self-Harm
Masking  F1 P R Fl1 P R F1 P R
Baselines
BERT Random 0.77 0.70 0.85 0.62 055 0.72 060 044 094
MentalBERT Random 0.76 0.66 0.89 0.67 057 080 0.71 0.62 0.84
BERTw/Reddit Random 0.81 0.75 0.88 0.66 056 0.80 071 0.66 0.76
BERTw/Reddit Guided 0.82 082 082 068 055 090 0.72 0.65 0.82
BERTw/Health Random 0.80 0.77 0.84 0.67 053 093 0.69 0.60 0.82
BERTw/Health Guided 0.82 081 084 068 057 085 0.74 072 0.76
DisorBERT Random 0.82 0.83 0.81 068 054 093 072 065 0.80
DisorBERT Guided 083 082 085 069 056 0.89 0.72 0.73 0.71
MPNetv2 (ZS)* - 0.16 0.09 1.00 062 045 100 040 025 1.00
MPNetv2 (FT [eRisk])* - 0.71 0.60 0.89 062 057 068 048 0.89 0.33
MPNetv2 (FT [eRisk+RMHD])* - 078 0.73 085 0.62 045 100 042 027 098
GPT-3.5-turbo* - 0.05 1.00 0.03 037 100 023 022 093 0.12
MentalLLaMA-chat-13B* - 0.08 1.00 0.04 0.05 1.00 003 0.02 050 0.01
Our Methods
Feedforward Network - 083 087 0.79 071 083 059 081 0.84 0.78
1D-CNN - 082 086 078 070 077 065 0.83 085 0.81
LSTM - 079 084 0.74 075 079 071 0.83 093 0.75
Transformer - 082 085 079 071 083 061 074 081 0.67

Table 2: F1, precision (P), and recall (R) values over the condition class in three eRisk tasks: anorexia, depression
and self-harm. “BERTw/Reddit” indicates the model is only fine-tuned on Reddit texts, and “BERTw/Health” is
only fine-tuned on mental health datasets. ZS and FT refer to Zero-Shot and Fine-Tuned experiments respectively.
Bold numbers denote the best F1 score of a particular disorder across all methods. The results of our methods have
been reported after averaging over five random seeds. The first eight baseline values were taken from Aragon et al.
(2023), and the baselines marked with * were trained by us.

6 Results and Observations

The results of our experiments and the baseline
results are summarized in Table 2. Our approach
shows an improvement of 5% over the SOTA aver-
aged over all three tasks. We observe an absolute
improvement of 9% and 6% in the F1 score for self-
harm and depression respectively over the current
SOTA. For anorexia, our model has the same F1
score as the SOTA. These results indicate the ben-
efits of temporal representation of data and global
classification. We perform an in-depth analysis
in Section 7 and share insights into the predictive
behaviour of our approach.

We observe (Table 2) very low F1 scores with
MPNet (zero-shot) because most instances are clas-
sified as positive (high false positive). We observe
improvements after fine-tuning MPNet with eRisk
data over the zero-shot strategy but not more than
the current SOTA. We also fine-tune MPNet on
both eRisk and RMHD datasets. We note that the
performance in detecting self-harm and depression
is significantly worse compared to the proposed
method, even though we have provided RMHD
data explicitly by fine-tuning. This suggests that
just fine-tuning a model on mental health data is
insufficient for effective mental disorder classifica-
tion indicating the importance of temporal infor-
mation and complete context. This further demon-

strates the prowess of our representation technique
which extracts the embedding without fine-tuning.

The poor performance of GPT-3.5-turbo and
MentalLLaMA-chat-13B (Table 2) may be due
to the chunking strategy, which does not consider
the longitudinal history of the users’s texts and
removes the inter-post dependencies. Since impor-
tant signals are concentrated in some of the posts,
most of the posts may not have sufficient informa-
tion for accurate mental disorder prediction. We
provide additional insights with an example in Ap-
pendix F. To go one step further in this analysis,
we present the results on the instances when the
text is within the range of maximum input size in
Section 8.

7 Analysis

Our approach demonstrates improvement in self-
harm and depression prediction while showing a
competitive performance in anorexia prediction
(Table 2). This highlights the necessity of con-
sidering the complete context of the input data and
its temporal information. Our methodology differs
from other approaches that focus on understanding
the absolute semantics of a subject. Instead, we
model the semantic contrast between the posts of
the subject and the anchor embedding representing
the condition class. This approach enhances our
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ability to identify disorders characterized by high
semantic contrast, like self-harm.

The social media posts of individuals diagnosed
with self-harm use more provocative and intense
language compared to posts about other mental
conditions. For example, "I sliced my arm with a
box cutter. It almost seeped through my long sleeve
since it bled so much.” These strong linguistic indi-
cations cause a huge contrast between the control
subject’s posts and the condition subject’s posts,
leading to a 9% improvement over SOTA.

The low improvement in anorexia can be at-
tributed to the high noise in the test set. In most
posts by the condition class, individuals have a lot
of irrelevant information. For example, "To be hon-
est, I have no problem paying a small bit extra for
Amazon. Their client service is really great.” These
kinds of instances result in noisy test data, resulting
in a low improvement over SOTA.

7.1 Error Analysis

We discuss two major error scenarios in the predic-
tions made by our best-performing models.

Out-of-context posts: There are many social me-
dia posts from condition-class individuals that may
not provide sufficient information for predicting the
accurate mental states of the individual. Consider
the posts from a depressed individual:
1) Can the chip on XZ Genco ES be repaired?
2) My cat’s reaction to not living alone anymore
3) This BMW got 30% cooler in a few seconds.
The information conveyed by the above sen-
tences is unrelated to the mental well-being of the
individual and does not contain any clues to con-
vey the depressed mental state. This results in the
misclassification of this instance as non-depressed.
This scenario could also be observed in individuals
facing mental health challenges who may refrain
from expressing their emotions and thoughts due
to the prevalent social stigma.

Incomplete context: We observe a few cases in
which only a limited number of posts (< 10) are
available for a particular individual. This is seen
when the new social media users have not posted
enough to gather context related to their mental
health. Also, for some condition subjects, this may
be due to the Reddit policies on NSFW (Not Safe
for Work) content. Since most of the posts in men-
tal forums are highly triggering, they are automati-
cally removed by the policy-enforcing bots. This
resulted in incomplete context for some users.

Model Anor Depr SH
Feedforward 247K 251K 1.89 K
LSTM 418K 423K 430K
1D-CNN 25.44 M 5.87M 5.85M
Transformer 14.61 M 14.62 M 1456 M
BERT* 8.42B 842 B 8.42B
MPNet* 8.42B 8.42B 8.42B
MLLaMA13B* 1.75T 1.75T 1.75T

Table 3: Total number of FLOPs required for a single
forward pass. Here, "Anor", "Depr", and "SH" stand for
anorexia, depression, and self-harm. Models marked
with * are baselines.

Comparison of F1 Scores with Permuted Input Data
0.83 0.83

F1 Scores

Anorexia Depression self Harm
Disorders

= permuted Input  mEE Ordered Input |

Figure 4: Results for temporal analysis: F1 scores com-
parison between the permuted input data and the ordered
input data for three disorders of condition class

7.2 Efficiency Analysis

To study the computational efficiency of our frame-
work, we report the number of floating point oper-
ations (FLOPs) in a single forward pass (Kaplan
et al., 2020). We observe that the maximum num-
ber of FLOPs in the proposed methodology is 25.5
million, while the minimum number of FLOPs in
the considered baselines is 8.42 billion. This re-
duces the total number of floating point operations
by 330 times in the worst-case (Appendix E).

7.3 Temporal Analysis

Temporal analysis is essential in our setup since an-
chor embedding was derived from condition class
users. The cosine similarity values for condition
classes are expected to be higher than the control
class in the time-series representation (Figure 3).
To understand if our model is picking up the tem-
poral order (not just the magnitude-related infor-
mation), we perform the training after permuting
the input data five times in random order. This en-
sures that the post-wise temporal property of data
is lost. From Figure 4, we observe a significant
dip in performance as compared to our original
setup and note that the performance is worse or
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comparable to Aragon et al. (2023). These results
empirically establish the importance of post-wise
temporal properties of social media data.

7.4 Ablation Study

In this section, we study the importance of anchor
embedding by introducing three different ablation
setups without an anchor:

Direct Encoding: This involves direct encoding
of the posts by using MPNet (Agarwal et al., 2024)
and utilizes the complete 768 dimension vector
without anchor embedding.

Probabilities Values: This involves calculating
probability values using three Huggingface mod-
els, each fine-tuned for specific mental health con-
ditions: a BERT(Devlin et al., 2019) model for
self-harm, and RoBERTa(Liu et al., 2019) models
for anorexia and depression. The probabilities are
then arranged in chronological order for time series
classification, without creating anchors.

Plutchik-wheel-based Emotions: This setup
involves using eight different emotions (anger, an-
ticipation, joy, trust, fear, surprise, sadness and
disgust) based on Plutchik-wheel (Sawhney et al.,
2021a) for individual posts. Here, we used the
probability scores of a post for each emotion and
performed multivariate time series classification in
a similar setup.

Model F1 P R
Anorexia
Direct Encoding 0.68 0.63 0.80
Probabilities Values 0.76 0.79 0.73

Plutchik-wheel-based Emotions ~ 0.30 0.20 0.72
LSTM (Anchor-based Approach) 0.79 0.84 0.74

Depression
Direct Encoding 0.66 0.64 0.70
Probabilities Values 047 046 048

Plutchik-wheel-based emotions ~ 0.62  0.69 0.56
LSTM (Anchor-based Approach) 0.75 0.79 0.71

Self-Harm
Direct Encoding 0.62 072 0.56
Probabilities Values 0.73 0.81 0.66

Plutchik-wheel-based emotions 047 037 0.67
LSTM (Anchor-based Approach) 0.83 0.93 0.75

Table 4: Ablation Study- Comparison of three alterna-
tive setups without anchor embedding

We observe that the scores for various ablated
model variants are consistently lower than those of
our proposed anchor-based method, underscoring
the importance of anchor embeddings.

8 Full Context Analysis

In this section, we compare our approach with
LLMs in the scenario when the data instances have

Comparison of F1 Scores for Token Counts up to 2K
0.92

B MentalLLaMA-13B

0.86 Our Best Model

0.8
0.74

0.65
0.6

F1 Scores

0.4+

0.24

0.0 -

Anorexia Depression Self Harm

Disorders

Figure 5: F1 scores of the condition class in three eRisk
tasks by considering up to 2k context length.

context length within the capacity of the LLM. The
main purpose of this experiment is to understand
if LLMs can understand and capture the tempo-
rality directly from the natural language. We per-
form this experiment using MentalLLaMA (Yang
et al., 2024) because of its superior performance in
mental disorder identification over GPT and other
LLMs. For this experiment, we only consider the
data instances with word count within the capacity
of MentalLLaMA (i.e. 2048 tokens). We report
the data statistics in the Table 10. It is important
to note that users in the dataset whose histories fit
within the context window may also systematically
differ from the larger population, which could af-
fect the generalizability of the results. Additionally,
we have a very small number of instances of de-
pression, so the results may not be conclusive for
this case. We report all the results in Figure 5. We
observe that our approach outperforms MentalL-
LaMA in all three tasks. This observation aligns
with recent studies like Liu et al. (2024), which
demonstrates the inability of LLMs to utilize long
context inputs.

9 Transfer-learning Setting

This section aims to study the similarity between
linguistic cues shared across mental disorders by
applying the proposed framework.

Various psychological studies (Smithuis et al.,
2018; Lundh et al., 2011; Calvo-Rivera et al., 2022)
highlight the possible coexistence of multiple dis-
orders in one person. Overall, 25%-55% of pa-
tients with eating disorders showed self-harming
behaviour (Raemen et al., 2020); at least 64% of
the patients with anorexia experience co-morbid
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major depressive disorder (Riquin et al., 2021) and
36.6% of individuals with depression attempted
suicide (Al Habeeb et al., 2013).

The similarity between anorexia and depres-
sion can be explained by their common be-
havioural symptoms like feelings of low self-
esteem and greater self-criticism (Calvo-Rivera
et al., 2022). For example: “Feeling overwhelmed
today. Skipped breakfast again, just couldn’t face
it. Trying to stay positive, but some days are harder
than others.” This person shows depression and
anorexia symptoms at the same time. The rela-
tionship between self-harm and depression can be
understood by their shared symptoms like rumina-
tion, shame, guilt, regret, etc. (Lundh et al., 2011).
For example, a post like “It’s hard to fight this guilt
daily. I wish to forget this pain."”, shows that the
person is feeling depressed and has a self-harming
tendency. Notably, depression is commonly ob-
served in patients diagnosed with self-harm and
anorexia. However, the converse is not necessarily
true. Anorexia and self-harm are both considered
maladaptive coping mechanisms occurring when
an individual can not figure out healthy ways to
channel their thoughts, resulting in harming one-
self by self-starvation (Smithuis et al., 2018).

Model Train+Val  Test F1 P R
Anorexia (A)

DisorBERT A A 0.83 0.82 0.85
LSTM A A 079 0.84 0.74
LSTM D A 0.75 0.68 0.83
LSTM SH A 0.80 0.85 0.75

Depression (D)

DisorBERT D D 0.69 0.56 0.89
LSTM D D 075 079 0.71
LSTM A D 0.63 0.86 0.50
LSTM SH D 0.63 0.73 0.56

Self-Harm (SH)

DisorBERT SH SH 074 072 0.76
LSTM SH SH 083 093 0.75
LSTM A SH 078 0385 0.72
LSTM D SH 069 0.65 0.77

Table 5: Results for transfer-learning evaluations for all
six combinations of disorders. Here, ‘A’ is anorexia, ‘D’
is depression and ‘SH’ is self-harm.

To understand the commonality of the disorder
D; with respect to disorder D2, we take the co-
sine similarity between the anchor embedding of
the D; disorder with the post embeddings of Dy
disorder arranged in chronological order. After ob-
taining this series of cosine similarities (Section
4), we use it as the train set and evaluate the test
set of the disorder D;. This step aims to extract
shared information about the mental disorder under

consideration from the data of other disorders. For
example, to study the linguistic similarity of depres-
sion with self-harm, we take the cosine similarity
between the anchor embedding of depression and
social media posts embedding from self-harm. Us-
ing the acquired series as the training set, we report
the test set results from depression. We observe
that the results are significantly better than the ran-
dom baseline and competitive with the SOTA in
certain cases. We present results on all three pairs
(6 combinations) in Table 5. Specifically, we ob-
serve that anorexia and self-harm show good F1
scores in the transfer-learning setting, whereas the
other pairs involving depression show sub-optimal
results as compared to SOTA. This may be due to
the extra-linguistic features in the depressed class
subjects, which may act as noise for the other dis-
orders. While a substantial number of patients with
anorexia or self-harm also experience depression,
not every individual with depression exhibits symp-
toms of these mental disorders. Overall, this indi-
cates that linguistic cues essential for classifying
one disorder may be present in others, hinting at
the potential of leveraging data for other domains.

10 Conclusion and Future Work

This work proposes a novel framework to incorpo-
rate temporal representation of textual data for the
identification of Anorexia, Depression, and Self-
harm from social media data. Our methodology
utilizes fundamental deep-learning architecture and
surpasses LLM-based baselines by accounting for
temporality and the full context of the input data.
Our transfer-learning analysis highlights the over-
lapping linguistic cues among the disorders and
hints at the possibility of leveraging data from dif-
ferent mental disorders.

Our work can be extended by exploring more
complex mental disorders such as schizophrenia,
personality disorders, bipolar disorder etc. The task
of mental disorder classification can be enhanced
by including other modalities like audio and visual
signals that give insights into behavioural patterns.
The proposed framework can be also extended be-
yond the mental health domain in scenarios which
require a temporal understanding of natural lan-
guage data.

Limitations

Our study’s limitations arise from the challenges
inherent in analyzing mental disorders through so-
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cial media data. Notably, as discussed in our error
analysis, the presence of out-of-context posts and
individuals’ reluctance to openly express their men-
tal health challenges due to stigma can lead to false
negatives. Additionally, the incomplete context
within social media posts, where some content is
removed or censored for community well-being,
can hinder the framework’s accuracy in identifying
mental disorders, emphasizing the complexities of
using online data.

Ethics Statement

When conducting an analysis of social media con-
tent pertaining to mental disorders, it is essential to
address valid concerns regarding individual privacy
and ethical considerations. These concerns stem
from handling sensitive and personal information,
including discussions about emotions and health-
related issues. All the examples of social media
posts mentioned in this paper are paraphrased and
anonymized representations of the actual data as
we do not have permission to publish any portion of
the dataset (e.g. example post) other than summary
statistics. It is worth noting that we have exclu-
sively utilized publicly available datasets, specifi-
cally Reddit datasets (Section 3.1) and eRisk col-
lections (Section 4.1). We have diligently adhered
to the terms of use and user agreements associated
with these collections. Furthermore, the datasets
we have employed are anonymized, and our re-
search does not involve any direct interaction with
social media users. Given these conditions and
practices, our study does not necessitate review
and approval by an Ethics Committee Board.
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A Basic Definitions

We briefly define all the considered disorders dis-
cussed in Section 1.

Anorexia nervosa: A serious eating disorder
characterized by extreme self-starvation and weight
loss, leading to a low body weight.

Depression: A mental disorder characterized by
persistent sadness and a lack of interest in previ-
ously rewarding or enjoyable activities.

Self-harm: A deliberate act of inflicting harm
upon oneself which can include cutting, scratching,
or hitting oneself.

r/ED r/depr  r/suicide
total # posts 9535 58089 41354
avg # words  129.59  190.69 171.25

Table 6: Statistics of the RMHD dataset. "r/ED"
and "r/depr" stand for eating disorder and depression-
specific subreddits respectively
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B Baseline Approaches

As discussed in Section 5, we consider the follow-
ing baselines from Aragon et al. (2023):

BERT (Devlin et al., 2019): This approach in-
volves implementing a BERT-based model fine-
tuned for adapting to a specific training set.

MentalBERT (Ji et al., 2022): This pre-trained
language model is tailored for the mental health-
care domain and constructed using an extensive
dataset of sentences sourced from Reddit. Similar
to the fine-tuning process employed for BERT, we
adapted this model to each training set.

DisorBERT (Aragon et al., 2023): This double-
domain adapted language model is tailored to men-
tal healthcare, similar to MentalBERT. Initially,
BERT was fine-tuned to capture the language struc-
ture commonly found on large social media plat-
forms like Reddit. Subsequently, further adaptation
was made to specialize the model in understand-
ing the specific language used by individuals with
mental disorders.

Additionally we also use MPNet (Reimers and
Gurevych, 2019), GPT-3.5-turbo (Brown et al.,
2020) and MentalL.L.aMa-chat-13B (Yang et al.,
2024) as our baselines. They are described below:

MPNet (Zero-shot): We use the all-mpnet-base-
v2 model in a zero-shot manner on the test set of
the e-Risk dataset for all the three tasks.

MPNet (Fine-Tuned): We fine-tune the all-
mpnet-base-v2 model using the train and val set
of the e-Risk datasets for all the three tasks and
evaluate the performance on their respective test
sets.

GPT-3.5-turbo: We prompt the GPT-3.5 Turbo
in a zero-shot manner on each chunk of the test set
individually, followed by a majority voting mecha-
nism for binary classification across all three tasks.

MentallLLLaMa-chat-13B: For MentalLL.aMa-
chat-13B, we utilized a zero-shot prompting ap-
proach, presenting each chunk of the test set indi-
vidually, followed by a majority voting mechanism
for binary classification across all three tasks.

For GPT-3.5-turbo and Mentall.LaMa-chat-13B
models, we used the following prompt: "Consider
this post: {chunk text}. Does the poster suffer
from Anorexia/Depression/Self-Harm? You are in-
structed to answer in YES or NO."

C Model Configurations and Experiments

As discussed in Section 4.3, we describe the model
configuration and experiments here.

The Feedforward network and ML models were
trained on the top 30 3 selected features extracted
from time series data. For feature selection, we em-
ployed the Gini impurity criterion using a Random
Forest classifier, as described by Yuan et al. (2021).
We selected the top 30 features based on their Gini
importance scores to serve as independent vari-
ables for learning the decision space of mental dis-
orders. Time-Series Transformer, 1D-CNN, and
LSTM-based classifiers were trained on the tem-
poral representation of data. We used the Adam
optimizer, cross-entropy, as a loss function for all
our experiments. In our experimental setup, we
conducted training using a single NVIDIA A100-
SXM4-80GB GPU. During training, we employed
callbacks for model checkpointing and early stop-
ping to optimize and prevent overfitting. We use
a grid search on the validation set to search for
optimal hyperparameters. Table 8 provides details
of the hyperparameters used for each model in the
context of Anorexia, Depression, and Self-Harm
classification tasks. These hyperparameters include
the learning rate (Ir), batch size (# BS), and the
number of epochs (# E) for each deep learning
model.

C.1 Additional Experiments

Apart from the baseline mentioned in Section B, we
also perform experiments on MPNet-base (Song
et al., 2020), RoBERTa-base (Liu et al., 2019) and
DeBERTa-base (He et al., 2020) models in zero-
shot and fine-tune settings. For finetuning, we use
the train and validation set of the e-Risk datasets for
all three tasks. The results are shown in the Table
9. We observe an improvement after finetuning the
models but the numbers are still below the current
SOTA.

We also perform experiments on various ma-
chine learning models. Table 7 summarizes the re-
sults of these experiments for the tasks of Anorexia,
Depression, and Self-Harm classification.

D Langauge Model and Context Length

As discussed regarding the maximum token length
handled by language models in section 4, models
like BERT (Devlin et al., 2019), MPNet (Song et al.,
2020), T5 (Raffel et al., 2020) have a maximum
context length of 512 with BART (Lewis et al.,
2019) and Vicuna (Chiang et al., 2023) having
1024 and 2 K context length respectively. LLMs

3ist of extracted features can be found here
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Method Anorexia Depression Self-Harm
F1 P R F1 P R F1 P R
Decision Tree 0.66 0.66 0.66 054 0.74 042 0.69 0.71 0.67
XGBoost 0.74 083 0.67 055 077 042 074 0.86 0.64
Adaboost 0.74 081 0.68 050 0.88 035 0.78 0.87 0.71
Random Forest 0.75 0.86 0.67 0.57 0.85 042 0.78 0.84 0.72
LightGBM 0.81 086 0.77 053 0.88 0.38 0.83 090 0.77

Table 7: Results obtained by performing experiments using various machine learning models. F1, precision (P), and
recall (R) values over the condition class are reported for the three tasks: Anorexia, Depression and Self-Harm.

Method Anorexia Depression Self-Harm
Ir #BS #E Ir #BS #E Ir #BS #E
Feedforward Network le-3 16 200 1le-4 32 200 1le-3 2 200
Time-Series Transformer 3e-4 16 20 3e4 32 10 1e-3 16 20
1D-CNN le-3 16 50 le-3 8 100 1e-3 16 100
LSTM le-2 8 50 le-2 16 50 le-2 8 50

Table 8: Experimental hyperparameter values for each model across all the three tasks. Here, Ir represents learning
rate, # BS represents batch size, and # E represents number of epoch.

like GPT-3.5 (Brown et al., 2020), LIaMA-2 (Tou-
vron et al., 2023), and Zephyr (Tunstall et al., 2023)
have a 4 K context length. Contemporary LLMs
like Mistral (Karamcheti et al., 2021), DeepSeek
LLM (Bi et al., 2024), and Qwen 1.5 (Bai et al.,
2023) have 8K, 32K, and 32K context lengths, re-
spectively. We have approximately 14.4 K words
for depression, 16.2 K words for anorexia, and 6
K words for self-harm per subject on average. For
processing a long social media post history, the
resulting token length will exceed the full context
length of the contemporary language model.

E FLOPs Calculation

As discussed in Section 7.2, we followed the
methodology proposed by Kaplan et al. (2020) for
approximating the number of floating point op-
erations (Flos) in transformer (Ctorward =~ 2N +
2Niayer * Ncontext * dmodel)- The models trained using
our proposed framework require a comparatively
lower number of Flos. Notably, the Feedforward
and LSTM models only utilize Flos in order of
thousands for a forward pass.

F Limited Performance of GPT-3.5-turbo
and MentalLLaMA -chat-13B

As discussed in the Section 6, we describe the re-
sponses generated by GPT3.5 and Menatallama-
13B here. The responses from the following
prompts show that the individual chunk does not

contain enough information to determine if the
poster suffers from a mental disorder. There-
fore, the response from both GPT-3.5-turbo and
MentalLLama-13B-chat in most of the instances is
"NO". This results in a high false negative and low
F1 score for the condition class, as seen in Table
2. We discuss an example explaining this situation
here.

Prompt: Consider this post: "Years will pass,
and I can’t recall anything that happened. The
Wheel of Time series is a great option for a long-
term, mid-fantasy escape. Holy sh*t, dude" Ques-
tion: Does the poster suffer from Depression?

Response from GPT-3.5-turbo: Based solely
on the provided post, it’s difficult to conclude
whether the poster suffers from depression The
post seems to reflect a sense of detachment or dis-
connection from the passage of time and memory,
but it’s unclear if this is indicative of depression or
simply a passing observation.

Response from MentalLLama-13B-chat: The
post does not exhibit strong emotional indicators
of very severe depression. It mentions having no
memory of what transpired, which could poten-
tially be a symptom of depression, but it does not
provide enough information to suggest a deep sense
of emotional pain, exhaustion, or numbness.

Explanation In the example, we can observe
that the text is a concatenation of multiple post.
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Model Anorexia Depression Self-Harm
Fl1 P R Fl1 P R Fl1 P R

MPNet (ZS) 0.16 0.09 1.00 0.62 045 1.00 040 0.25 1.00
MPNet (FT on eRisk) 0.53 037 090 0.71 058 093 0.67 0.82 0.57
MPNet (FT on eRisk+RMHD) 020 0.11 099 0.61 044 097 042 027 098
DeBERTa (ZS) 0.16 0.09 1.00 0.62 045 1.00 040 0.25 1.00
DeBERTa (FT on eRisk) 0.73 0.62 089 0.59 061 057 036 0.86 0.23
DeBERTa (FT on eRisk+RMHD) 0.23 0.13 099 0.61 044 097 042 0.27 0.98
RoBERTa (ZS) 0.16 0.09 1.00 0.62 045 1.00 040 0.25 1.00
RoBERTa (FT on eRisk) 0.68 0.55 0.89 0.63 0.59 0.68 036 096 0.22
RoBERTa (FT on eRisk+RMHD) 0.23 0.13 099 0.61 044 097 042 027 097

Table 9: Results of additional experiments on MPNet-base, RoBERTa-base and DeBERTa-base models. Fl1,
precision (P), and recall (R) values are reported over the condition class in three e-Risk tasks: Anorexia, Depression
and Self-Harm. ZS and FT refer to Zero-Shot and Fine-Tuned experiments respectively.

The phrase "Years will pass, and I can’t recall
anything that happened." belongs to the context
where the subject was talking about depression,
and the sentence "The Wheel of Time series is a
great option...." belongs to the post which talked
about some irrelevant information. We can make
the following observation from the prediction of
GPT-3.5 and MentallLLama-13B: 1) the semantic
significance of the first phrase is diminished due
to the addition of the second phrase. 2) The first
phrase itself can have ambiguity and is not enough
to draw a conclusion about the depression. The
subject may be talking about some other topics.
Overall, these reasons contribute collectively to the
misclassification of the disorder.

G Full Context Analysis

Condition  Control
Anorexia

#subjects 16 101
Depression

#subjects 7 8
Self-Harm

#subjects 51 126

Table 10: Statistics of the e-Risk datasets for anorexia,
depression and self-harm considering the total of 2k
context length. The control class refers to the class of
individuals not diagnosed with a disorder and the con-
dition class refers to the class of individuals diagnosed
with a disorder.

The dataset utilized for full context analysis, as
described in Section 8, consists of data instances
with word counts within the capacity of 2048 to-
kens, suitable for the MentalLLaMA model. The

Anorexia condition group includes 16 subjects,
while the control group comprises 101 subjects.
The Depression condition group has a relatively
smaller sample size, with 7 subjects in the condi-
tion group and 8 in the control group. The Self-
Harm condition group has a larger sample, with
51 subjects in the condition group and 126 in the
control group.

10916



