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Abstract

Classical Chinese is a gateway to the rich
heritage and wisdom of ancient China, yet
its complexities pose formidable comprehen-
sion barriers for most modern people with-
out specialized knowledge. While Large
Language Models (LLMs) have shown re-
markable capabilities in Natural Language
Processing (NLP), they struggle with Classi-
cal Chinese Understanding (CCU), especially
in data-demanding and knowledge-intensive
tasks. In response to this dilemma, we pro-
pose TongGu (mean understanding ancient
and modern), the first CCU-specific LLM, un-
derpinned by three core contributions. First,
we construct a two-stage instruction-tuning
dataset ACCN-INS derived from rich classi-
cal Chinese corpora, aiming to unlock the full
CCU potential of LLMs. Second, we propose
Redundancy-Aware Tuning (RAT) to prevent
catastrophic forgetting, enabling TongGu to
acquire new capabilities while preserving its
foundational knowledge. Third, we present a
CCU Retrieval-Augmented Generation (CCU-
RAG) technique to reduce hallucinations based
on knowledge-grounding. Extensive experi-
ments across 24 diverse CCU tasks validate
TongGu’s superior ability, underscoring the ef-
fectiveness of RAT and CCU-RAG. The model
and dataset are available at https://github.
com/SCUT-DLVCLab/TongGu-LLM.

1 Introduction

Classical Chinese is a vital bridge in connecting
the present with the wisdom of ancient China, il-
luminating insights into historical social life and
cultural practices. However, the significant lin-
guistic differences between classical and modern
Chinese, including vocabulary and syntax, render
this invaluable heritage prohibitively challenging
for non-experts to understand.

*Corresponding Author.

Recent advancements in Large Language Mod-
els (LLMs) have demonstrated remarkable capa-
bility in addressing various Natural Language Pro-
cessing (NLP) tasks (Raffel et al., 2020; Zhang
et al., 2022; Chung et al., 2024; Chowdhery et al.,
2023; Brown et al., 2020; Touvron et al., 2023a,b;
OpenAl, 2023), prompting researchers to explore
their capabilities in the specialized realm of Classi-
cal Chinese Understanding (CCU). However, exist-
ing models, including general-purpose and prelimi-
nary CCU-specific LLMs (Wptoux, 2023; Xunzi-
LLM-of-Chinese-classics, 2024), often struggle
with tasks that require large-scale training data or
extensive domain knowledge. This predicament
primarily stems from two causes: the lack of ded-
icated instruction-tuning datasets capable of un-
leashing their full capabilities, and models’ innate
propensity to generate hallucinations when tack-
ling knowledge-intensive tasks without sufficient
factual grounding.

To address these challenges, we present TongGu,
a pioneering vertical domain LLM as well as the
most proficient CCU specialist. We commence
with devising an automated pipeline to construct
instruction data from classical Chinese texts, re-
sulting in ACCN-INS (short for ancient Chinese
instruction), the first publicly available CCU in-
struction dataset catering to diverse CCU tasks.
Subsequently, TongGu undergoes a two-stage in-
struction tuning, respectively for the optimization
of data-hungry and data-efficient tasks. Here, "data-
hungry" means that a substantial volume of data is
required to attain satisfactory model performance,
and "data-efficient" denotes that a small amount of
data is sufficient to achieve desired outcomes. It
is first fine-tuned on data-hungry tasks using large-
scale training data, such as classical to modern
Chinese translation, followed by a second stage
of fine-tuning on data-efficient tasks such as punc-
tuation with small-scale data. To prevent catas-
trophic forgetting during the two-stage fine-tuning,
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we propose Redundancy-Aware Tuning (RAT), a
novel sparse fine-tuning (a.k.a. Parameter-Efficient
Fine-Tuning (PEFT)) method that identifies and
freezes the most crucial layers for the current task
according to layer redundancy. RAT effectively in-
jects new capability to the model while preserving
prior learnt knowledge, thereby ensuring the sta-
bility and retention of foundational knowledge in
TongGu. In addition, we propose an efficient CCU
Retrieval-Augmented Generation (CCU-RAG)
method that significantly mitigates the propensity
of hallucinations in knowledge-intensive tasks, fur-
ther bolstering TongGu’s performance.

To summarize, our contributions are as follows:

* We develop TongGu, a pioneering vertical do-
main LLM adept at managing a broad spec-
trum of CCU tasks.

* We design a pipeline for automatically gener-
ating instruction data from classical Chinese
texts and construct the ACCN-INS dataset, the
first classical Chinese instruction data publicly
available.

* We propose Redundancy-Aware Tuning
(RAT), a sparse fine-tuning method to alle-
viate catastrophic forgetting in the two-stage
fine-tuning.

* To reduce hallucinations in knowledge-
intensive classical Chinese tasks for LLMs,
we introduce a task-specific efficient Retrieval-
Augmented Generation (RAG) method.

2 Related Work

2.1 Large Language Models

Large Language Models (LLMs), such as GPT-4
(OpenAl, 2023), LLaMA (Touvron et al., 2023a),
and Baichuan (Baichuan, 2023), have exhibited un-
precedented prowess across numerous NLP tasks.
Thanks to dedicated training techniques like in-
struction tuning, current LLMs can develop not
only exceptional general intelligence but also com-
mendable domain-specific specialties. In this con-
text, research into vertical domain LLMs (Roziere
etal., 2023; Wu et al., 2023; Yunxiang et al., 2023)
emerges as a burgeoning topic and continually fuels
endeavors within the community.

2.2 Language Modeling for Classical Chinese
Understanding

Early Classical Chinese Understanding (CCU) sys-
tems were trained for specific tasks such as trans-
lation (Jiang et al., 2023; Chang et al., 2021),

punctuation (Li and Sun, 2009), and named en-
tity recognition (NER) (Yu and Wang, 2020; Han
et al., 2018). However, these methods often re-
lied heavily on large amounts of manually anno-
tated data to achieve decent performance. Gu-
JIBERT (Wang et al., 2023) utilized large-scale
unlabeled classical Chinese corpora for masked
pre-training, providing task-specific models with
embeddings that encode classical Chinese knowl-
edge. SikuGPT (Chang et al., 2023) leveraged mas-
sive classical Chinese corpora for generative pre-
training, highlighting the potential of generative
pre-training in classical Chinese poetry and prose
creation. Bloom-7b-Chunhua (Wptoux, 2023) and
Xunzi-Qwen-7B-CHAT (Xunzi-LLM-of-Chinese-
classics, 2024), which combined an open-source
base model with large-scale classical Chinese cor-
pora, preliminarily investigated the classical Chi-
nese language understanding capabilities of LLMs.

2.3 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) is a tech-
nique that enhances generation models by incorpo-
rating relevant content retrieved from knowledge
sources, which has been proven to be effective
for mitigating hallucinations in LLMs (Guu et al.,
2020; Lewis et al., 2020).

RAG system generally adheres to a workflow en-
compassing three components: indexing, retrieval,
and generation. Recent advancements have focused
on enhancing the retrieval component. RETRO
(Borgeaud et al., 2022) amalgamates large-scale
corpora with pre-trained frozen BERT embeddings.
Atlas (Izacard et al., 2023) conducts joint training
of a retriever and a sequence-to-sequence model
to attain a language model with robust few-shot
learning capabilities. Self-RAG (Asai et al., 2024)
selectively retrieves knowledge and generates cri-
tique tokens to criticize its own output.

Apart from prior works, our proposed CCU-
RAG specifically targets knowledge-intensive tasks
within classical Chinese question-answering. It
centers on endowing TongGu to discern both the
timing and content of retrieval, while enhancing
the synergistic efficiency between the model and
the retrieval system it relies upon.

3 ACCN-INS Dataset

The complexity of manual annotation in classi-
cal Chinese Question Answering (QA) tasks re-
quires extensive human expertise, resulting in labor-
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Figure 1: Overview of the CCU instruction data generation pipeline from labeled and unlabeled text.

intensive processes. To alleviate the labor intensity,
harnessing LLM for automatic data annotation be-
comes a natural and efficient solution. Neverthe-
less, LLM harbors the propensity to inadvertently
introduce inaccuracies during the data generation
process. To address this issue, we present a semi-
automated annotation method that combines classi-
cal Chinese corpora using aligned LLMs, thereby
producing reliable instructional data for specialized
CCU tasks.

Firstly, we collected classical Chinese corpora
from multiple public sources, such as Daizhige
(Garychowcmu, 2019), textbooks, and examination
papers. We then design a pipeline to transform
these data into the instructional format, as depicted
in Figure 1.

Table 1: Statistics of the generated data.

Statistics
# instructions 4,020,136
# instructions from labeled data 4,014,355
# data-hungry tasks data 4,000,000
# data-efficient tasks data 14,355
# instructions from unlabeled data 5,781
# data-efficient tasks data 5,781
avg. instruction length 48.59
avg. output length 68.96

Labeled data. Labeled data refers to the data
equipped with well-curated labels, such as the dy-
nasty and author of a poem. Owing to its highly
structured organization, a large amount of instruc-
tion data can be simply synthesized using instruc-
tion templates. Specifically, for each task, we first
provide 8 instruction examples handcrafted by hu-
man experts as in-context examples, prompting the
aligned LLM to generate a broader range of diverse
instruction templates. Finally, we can populate the
structured data into these instruction templates to
obtain instruction data in the QA format.

Unlabeled data. Unlabeled data refers to unla-
beled text segments, such as introductions to cer-
tain poets, where information like era, life experi-
ences, and representative works are intermingled
within the same text segment. We adopt a reading
comprehension approach, treating the unlabeled
text segments as reference materials and requiring
the aligned LLM to extract QA pairs from them.
Similarly, we use 8 human-written QA pairs as
in-context examples.

Employing the proposed data generation
pipeline and leveraging ChatGPT (Ouyang et al.,
2022) as the aligned model, we initially generated
a large corpus of classical Chinese instruction data.
To ensure the quality and accuracy of this generated
data, we implemented a rigorous cleaning process.
This process included several key steps: removing
duplicate entries, standardizing punctuation marks
to ensure consistency between Chinese and English
usage, and carefully reviewing the content for ac-
curacy and appropriateness. After this meticulous
verification and refinement process, we obtained a
final dataset of 4,020,136 instances of high-quality
classical Chinese instruction data, among which
4,014,355 instances originated from structured text
and 5,781 from unstructured text. In Table 1, we
delineate the quantities of data obtained through
various generation methods, coupled with the av-
erage lengths of instructions and outputs across
the entire instruction dataset. Data-hungry tasks
data in ACCN-INS contains 4,000,000 samples
of classical-to-modern Chinese translation corpus,
and Figure 2 presents the data statistics of vari-
ous data-efficient tasks data in ACCN-INS. As il-
lustrated in Figure 2 (a), the length distribution
indicates that responses are generally longer than
queries, with a multitude of responses exceeding 96
characters. This suggests the rich and comprehen-

4198



9000

Scale

8000 — B query
[ response
o 7000
o
=
& 6000
53
& 5000
L

© 4000
[5]

o)
€ 3000
>
Z 2000
1000
0

' 2000

1500

"nderstanding
47%

e
Kknowledge 1000

Couppe,
47% 4%

016  16-32 3248 48-64 6496  >96
Sentence Length

@

(b)

Figure 2: Data statistics of data-efficient tasks data in ACCN-INS dataset. (a) Distribution of sentence length. (b)
Sample distribution for each task. Zoom in for a better view.

sive nature of the information in the ACCN-INS
dataset, benefiting the model to develop deeper
CCU proficiencies. The detailed task types and cor-
responding sample count of ACCN-INS are illus-
trated in Figure 2 (b), demonstrating the diversity
and comprehensiveness of this dataset. Detailed
examples of each task are included in Appendix A.

4 TongGu

TongGu is a generalist LLM specifically designed
for Classical Chinese Understanding (CCU), whose
capability is built based on three core steps as
shown in Figure 3. First, we perform incremen-
tal pre-training on TongGu on a mixed corpus of
4.6 billion tokens consisting of classical and mod-
ern Chinese to enrich its CCU knowledge. Second,
TongGu is fine-tuned on millions of instruction
data with the proposed PEFT method Redundancy-
Aware Tuning (RAT), which not only enhances
multi-task understanding proficiency but also en-
sures highly efficient instruction tuning. Thirdly,
we introduce CCU-RAG, a task-specific Retrieval-
augmented generation (RAG) mechanism to alle-
viate hallucinations in knowledge-intensive tasks.
Through these three steps, TongGu demonstrates
its ability to handle 24 diverse CCU tasks effec-
tively, making it a powerful tool for understanding
classical Chinese texts.

4.1 Incremental Pre-training

For the incremental pre-training of TongGu, we cu-
rate hybrid incremental pre-training data consisting
of classical Chinese and modern Chinese texts with
2.41 billion tokens in total (with tokenizer from
Baichuan2-7B-Base). Table 2 illustrates the vari-
ous data sources and their respective size and sam-
pling proportions. Classical Chinese: The classi-

Table 2: Incremental pre-training data. For each subset,
we list the sampling proportion, disk size, and number
of epochs during the training process.

Dataset Sampling prop. Disk size (GB) Tokens (B) Epochs
Classical Chinese

Series 3.16% 0.27 0.078 1
Buddhism 4.92% 0.42 0.129 2
Confucianism 4.22% 0.36 0.112 2
Medicine 1.52% 0.13 0.042 1
History 17.56% 1.5 0.453 2
Philosophy 1.17% 0.1 0.032 1
Changes 0.94% 0.08 0.026 1
Poetry 8.20% 0.7 0.222 2
Literature 12.88% 1.1 0.315 2
Taoism 0.94% 0.08 0.026 1
Art 4.68% 0.4 0.014 1
Modern Chinese

wiki-zh 39.9% 3.4 0.968 2
Total - 8.54 2.41 -

cal Chinese text is primarily sourced from Daizhige
(Garychowcmu, 2019) and web-crawled compila-
tions, spanning diverse domains including history,
poetry, medicine, and Buddhist studies, etc. We
employ a data cleaning pipeline inspired by Red-
Pajama (Together Computer, 2023) to perform text
format standardization and document-level dedupli-
cation. Modern Chinese: We utilize the wiki-zh
corpus curated by MNBVC (MOP-LIWU Commu-
nity and MNBVC Team, 2023) and further perform
line-level deduplication.

We utilize the Baichuan2-7B-Base (Baichuan,
2023) as a foundational model and performed incre-
mental pre-training based on the curated mixtured
data. Following the standard language modeling
paradigm outlined in GPT (Radford et al., 2018),
we train the model to predict the next token based
on the context provided by the previous tokens. As
aresult, we develop a classical Chinese base model,
TongGu-7B-Base, poised to serve as a potent foun-
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Figure 3: Overview of the training pipeline.

dation for subsequent fine-tuning. More training
details such as information on training duration and
hardware specifications are provided in Appendix
B, Table 9.

4.2 Two-stage Instruction Fine-tuning

Different CCU tasks can be categorized as data-
hungry and data-efficient based on their data re-
quirements. The former demands an insatiable
feast of data to attain satisfactory performance,
epitomized by the Translation task between clas-
sical and modern Chinese. The latter, however,
is capable of achieving satisfactory performance
with modest data provisions, such as punctuation
restoration or topic classification. To address both
data-hungry and data-efficient task requirements,
we conduct a two-stage fine-tuning procedure that
first fine-tune TongGu on the data-hungry transla-
tion task with a large amount of data and then fine-
tune it on data-efficient tasks such as punctuation
and topic classification with a smaller scale of data.
Through the progressive fine-tuning, the model can
effectively capitalize on large-scale data for the
primary translation task, while enabling efficient
transfer learning and specialization for multiple
tasks with limited data, thus fostering comprehen-
sive CCU task proficiency.

Despite the advantage in terms of general ability
fostering of the two-stage fine-tuning, this scheme
potentially confronts with the catastrophic forget-
ting issue. To mitigate this issue, we propose a
novel PEFT method termed Redundancy-Aware
Tuning (RAT). Recent study (Gromov et al., 2024)
have revealed that certain layers in LLMs are highly
redundant, suggesting they can be removed with-
out significantly impacting the performance of
downstream tasks. Building upon this inspiration,
RAT identifies and preserves these redundant layers
while freezing the others during the training of new

tasks. By selectively updating only the redundant
layers deemed non-essential for the erstwhile tasks,
this approach effectively retain the acquired knowl-
edge, which, therefore, mitigates catestrophic for-
getting, while enabling efficient adaptation to new
tasks.

Algorithm 1 summarizes the procedure of RAT.
Initially, we randomly select a portion of training
data as a calibration set to extract and monitor
the model’s internal dynamics. Subsequently, we
collect the hidden state representations from each
model layer during inference, and calculate the co-
sine similarity between I/O hidden states in tandem.
The cosine similarity between I/O hidden states for
the i layer is calculated as:

1 L
COSi:*

where H;; represents the hidden state vector at
timestep ¢ for layer i, || - [|2 denotes the Ly normal-
ization and L represents the sample sentence length.
We calculate the mean of the cosine similarity on
all samples in the calibration set.

Finally, we freeze the layers exhibiting lower
similarity scores. Due to the tendency of deeper
layers to harbor a greater degree of redundancy,
we have implemented a grouping and ranking strat-
egy to avoid potential impairment to the model’s
learning capacity deriving from solely fine-tuning
the deeper layers. The layers of TongGu are parti-
tioned into N groups according to their depth, from
the shallowest to the deepest. Within each group,
we selectively subject the layer exhibiting the high-
est redundancy to fine-tuning, while the remaining
layers are kept frozen.

Data-hungry Tasks Fine-tuning: We use the
data-hungry tasks’ data from ACCN-INS for fine-
tuning, resulting in the model named 7ongGu-
7B-trans.  Data-efficinet Tasks Fine-tuning:

H;i Hij1y
[z

)

ol Hiy1,t]l2
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Algorithm 1 Redundancy-Aware Tuning (RAT)

Require: Model M, Calibration Data D,,4, Train-
ing Data D,,¢,,, Groups N
: for s € D,y do
fori=1to L —1do
Hiy, Hip1,4 < M(s)

) 1L HitHiy1
CoSi ¢ T 2ot T, allHrr il

. end for

1
2
3
4
5: end for
6
7: redundancy < CoS;
8
9

: Divide layers into N groups: {G1,...,Gn}
: forg=1to N do
10: lg < arg max;cq, (redundancy)
11: Fine-tune [, on D¢, keep others frozen
12: end for

We proceed to use the data-efficient tasks’ data
from ACCN-INS to fine-tune the TongGu-7b-trans
model, cultivating the model’s capabilities into a
broader range of CCU tasks. Moreover, we fil-
ter 10,000 dialogue samples between humans and
Al assistants from ShareGPT (shareAl, 2023) as
supplementary data, further enhancing the model’s
conversational abilities. As a result, we obtained
the final model named TongGu-7B-Instruct. To
address the issue of catastrophic forgetting during
the training process, we employ the proposed RAT
method with N set to 8 throughout both stages.
In the first stage, a subset of the incremental pre-
training data serves as the calibration set. In the
second stage, a subset of classical-to-modern Chi-
nese translation corpus is used for the same purpose.
More details can be found in Appendix B.

4.3 CCU-RAG

In knowledge-intensive CCU tasks, general-
purpose LLMs and initial efforts in this field usu-
ally suffer from severe hallucinations. Recently,
Retrieval-Augmented Generation (RAG) has been
proven to be an effective solution in mitigating
these hallucinations in LLMs (Gao et al., 2023;
Zhao et al., 2024). Hence, we propose the CCU-
RAG, a task-specific efficient RAG framework to
enhance the veracity and reliability of the generated
outputs from TongGu.

Firstly, knowledge-intensive samples were ex-
tracted from the instruction data, encompassing
source retrieval, author retrieval, previous sen-
tence recitation, next sentence recitation, entire
poem recitation. Subsequently, these samples are
reformatted into two types of data to simulate the

Query

RATHAA K, AR LR, K
2R, KEB% S, HARE,
& Rf?
Where does “AATH A &, #ALE.
FKRLYA, kKB 5. "come from,
and who is the author?

Answer

XaiEd A {Hk: RATAA

Koo KK BH S, ), HEHR

{#: RATHAR oo Ah K &
%%

This sentence comes from {source: /&

Query

RATHA K, SRR EF. K
2R, KKB% S, HARE,
HEHR?
Where does "&ATHA £, FARER.
HEKRLRA, 1KKEH S . "come from,
and who is the author?

2 &M

Reference Materials:

AA (FREE) AT RIS KA,
BB IR . IR L B AR
12, WEARB=T .

Fa (HAE) RATHAL, &

AAA K. /&K EH S . }, and the R EF. FRLEAN, KKE
author is {author: /R AT# A X..... 1K & *%.,
#*%.)

Answer
EEEH A (BRE) , ER

Data format without reference materials E

This sentence comes from " (#7&
%) ", and the author is LiBai.

Data format with reference materials

Figure 4: Two examples of reformatted knowledge-
intensive tasks, with the difference being whether refer-
ence materials are provided.

two steps in RAG, as exemplified in Figure 4. One
format retains the original query, with the response
being reformulated as multi-level key-value pairs
that support searching and retrieving. The other
format involves appending reference materials to
the original query, while maintaining the origi-
nal response. The workflow of TongGu with the
CCU-RAG system is illustrated in Figure 5. When
TongGu receives a user query, if it is a knowledge-
intensive task and lacks sufficient relevant knowl-
edge, it generates a multi-level key-value pair to
call the retrieval module. Then, the retrieved con-
tent is concatenated into the second instruction for-
mat and re-entered into the TongGu, enabling it
to output more accurate answers. This judgment
process is completed by the TongGu itself. Ulti-
mately, these reformatted samples were utilized to
replace the original samples in ACCN-INS, result-
ing in an enhanced retrieval-augmented instruction
fine-tuning database.

It is worth noting that generating complete key-
value pairs for lengthy sentences can be time-
consuming. Therefore, we fine-tuned the model
to focus solely on generating the beginning and
ending fragments of the key-value pairs, using el-
lipses to replace excessively long intermediate text
segments. The complete text in the context is used
for retrieval based on the uncompleted text seg-
ment generated by the model. This approach is
simple yet effective, significantly reducing the time
required from user input to model response.
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Table 3: Evaluation results for various LLMs based on performance on C3bench. * represents our reproduction.
Bold indicates the best score, underline indicates the second best result.

Model

Classifications T Retrieval T NER T Punctuation T Translation T Avg.

Bloom-7B-Chunhua 39.62 13.36 34.70 62.19 11.27 33.23
Baichuan2-7B-Chat 37.00 18.36 63.25 53.96 13.70 37.15
Baichuan2-13B-Chat 44.26 17.79 46.67 65.11 12.45 37.26
ChatGLM2-6B 50.28 9.03 28.56 28.48 6.76 24.62
Qwen-7B-Chat 49.65 13.92 28.33 69.61 15.61 35.42
Qwen-14B-Chat 4493 25.90 66.72 71.83 15.38 4495
LLaMAZ2-Chinese-7B-Chat 18.78 3.20 12.62 34.73 4.24 14.71
LLaMA2-Chinese-13B-Chat 28.75 2.27 9.31 47.27 5.91 18.70
Moss-moon-003-SFT 15.07 15.84 28.90 58.39 13.35 26.30
GPT-3.5-turbo 50.65 7.36 63.83 61.34 11.94 39.02
GPT-4 53.88 13.71 63.87 67.31 12.09 42.17
ERNIE-bot-turbo 50.70 21.22 9.61 65.29 10.66 31.50
Spark-v3 51.61 21.83 53.81 85.38 34.58 49.44
abab5-chat 52.20 15.53 34.64 65.42 10.56 35.67
ChatGLM_Turbo 56.15 20.49 30.04 69.72 10.91 37.46
Xunzi-Qwen-Chat* 42.48 11.58 54.64 78.62 16.64 40.79
GLM4-9B-Chat* 52.99 19.73 48.15 70.96 17.26 41.82
Qwen2-7B-Instruct* 56.22 20.60 64.36 73.19 15.17 4591
TongGu-7B-Instruct (Ours) 72.47 77.30 73.46 89.97 54.43 74.53

Documents

Text

-1unk (“Embeddings |

[ Relevant Documents ]

RAG?

Tong6u-Instruct

Combine conte
Answer

Figure 5: Workflow of TongGu response with CCU-
RAG.

S Experiments

In our experiments, we focus on evaluating
TongGu’s capabilities in Classical Chinese Under-
standing (CCU) across three dimensions: under-
standing, generation, and knowledge.

5.1 Performance on C>bench

To evaluate the performance of TongGu on com-
mon classical Chinese tasks, we utilize the C3bench
(Cao et al., 2024), a comprehensive classical Chi-
nese benchmark designed for LLMs, covering ten
domains and five common classical Chinese tasks.

The details of C3bench is presented in Appendix
C, Table 10. We rigorously adhere to the set-
tings outlined in the C®bench paper and conduct
a zero-shot evaluation. The quantitative results
of TongGu’s performance on the C3bench are pre-

Classification
0

Punctuation

Translation

—— Bloom-7B-Chunhua
— Qwen-14B-Chat

—— Xunzi-Qwen-Chat
— GPT-4

—— TongGu-7B-Instruct
Spark-v3

Figure 6: Radar charts of performances on C3bench.
The values have been normalized to a 0-1 scale using
the metrics of TongGu-7B-Instruct.

sented in Table 3, alongside the more radar charts
in Figure 6. As confirmed by the outcomes, we
can observe that TongGu outperforms existing
LLMs across all five tasks, especially in knowledge-
intensive retrieval task and data-hungry translation
task.

5.2 Performance on Broader CCU Tasks

The ACCN-INS dataset covers a broader range of
tasks than existing benchmarks, including tasks
such as poetry creation and Flying flower order (a
form of Chinese literary game requiring a poem
containing a certain keyword). For a comprehen-
sive evaluation, we generate a test set of 1,600
samples using the same process as the training set,
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utilizing it only during model evaluation. The de-
tails of our test dataset are presented in Appendix
C, Table 11. In our evaluation, we adopted a zero-
shot approach, separately assessing knowledge-
intensive tasks and Non-knowledge-intensive tasks,
and conduct simultaneous testing of Baichuan2-7B-
Chat (Baichuan, 2023) as a baseline.

Table 4: Comparison of Baichuan2 and TongGu on a
wider range of classical Chinese tasks.

Task Baichuan2-7B-Chat  TongGu-7B-Instruct
Knowledge-intensive Tasks ACC 1 ACC 1
Source Retrieval 0.00 96.67
Author Retrieval 3.33 100.00
Previous Sentence Recitation 0.00 46.67
the Next Sentence Recitation 10.00 83.33
Entire Poem Recitation 0.00 96.67
Non-knowledge-intensive Tasks PPL | PPL |
Grammar 5.63 4.84
Ancient Poetry Writing 10.44 8.25
Couplet 26.63 43.25
Classical Chinese to Modern Chinese 60.00 10.75
Modern Chinese to Classical Chinese 21.75 20.75

Classical Chinese Writing 20.75
Poet Introduction 17.75

14.00
11.06

Analysis of Imagery 17.13 3.40
Knowledge of Sinology Q&A 9.06 8.75
Idiom 8.13 6.84
Riddle 13.38 12.75
Xiehouyu 10.75 27.50
Flying Flower Order 348 3.83
Named Entity Recognition 13.56 8.13
Punctuation 5.09 3.63
Topic Classification 9.81 7.16
Word Explanation 18.25 14.44
Reading Comprehension 222 1.88

Poetry Appreciation 12.56 10.75

For knowledge-intensive tasks, we utilize accu-
racy as the metric. For non-knowledge-intensive
tasks, we use perplexity (PPL) as the metric, where
the question and answer are concatenated and input
into the model to compute the PPL. Table 4 presents
the test results. TongGu-7B-Instruct outperforms
Baichuan-7B-Chat in 21 out of 24 tasks, which
substantiates the effectiveness of our incremental
pre-training and the two-stage fine-tuning approach
(RAT). More results can be found in Appendix D.

5.3 Ablation Study

Fine-tuning methods. We compared our proposed
Redundancy-Aware Tuning (RAT) with two other
fine-tuning methods: full-parameter fine-tuning
(FT) and Low-Rank Adaptation (LoRA), using the
C3bench. The results are summarized in Table 5.
The results show that the vanilla FT method per-
forms well in learning new tasks but suffers from
catastrophic forgetting. The LoRA method mit-
igates catastrophic forgetting to some extent but
struggles to adapt effectively to new tasks. In con-
trast, our proposed RAT method outperforms both
FT and LoRA in terms of mitigating catastrophic
forgetting and learning new tasks effectively. Abla-

tion results on a wider range of tasks can be found
in Appendix E, Table 12.

RAT specifications. We investigate the impact
of different values of N on the model performance
used in the RAT method, as shown in Table 6. Set-
ting NV to 8 provides the best performance, hence
we adopt it as the default strategy.

The effectiveness of CCU-RAG. We evaluated
the impact of our proposed CCU-RAG method by
comparing TongGu with and without CCU-RAG
on the C3bench dataset, with results summarized
in Table 4. The results reveal that the CCU-RAG
method significantly improves TongGu’s perfor-
mance on the knowledge-intensive task of source
retrieval, without diminishing the performance of
Non-knowledge-intensive tasks such as punctua-
tion and named entity recognition. Results on a
wider range of tasks are given in Appendix E, Ta-
ble 13.

6 Conclusion

In this paper, we introduce TongGu, a new state-
of-the-art LLM specifically for Classical Chinese
Understanding (CCU). Our contributions include
the development of the ACCN-INS dataset, which
serves as the first publicly accessible CCU instruc-
tion dataset, and the introduction of innovative tech-
niques such as Redundancy-Aware Tuning (RAT)
and CCU-RAG (Retrieval-Augmented Generation).
Through extensive experiments and evaluations, we
have demonstrated TongGu’s superior performance
in diverse CCU tasks, surpassing existing LLMs
by a large margin in both knowledge-intensive and
non-knowledge-intensive tasks. We believe that
TongGu and the AC-INS dataset will serve as valu-
able resources for future endeavors in the CCU
research community.

7 Limitations

TongGu’s performance heavily relies on the qual-
ity and quantity of the instruction-tuning dataset
(ACCN-INS). The ACCN-INS dataset, while com-
prehensive, may not capture all variations in Classi-
cal Chinese texts. The RAT fine-tuning techniques,
although effective, may still face challenges in miti-
gating catastrophic forgetting. Despite using CCU-
RAG, the model may still produce hallucinations.
Overcoming these limitations and expanding re-
search in CCU will drive progress in understanding
classical languages and cultural heritage.
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Table 5: Ablation study of various training strategies.

Data-hungry Tasks Data-efficient Tasks
Method Translation 1 Classifications T NER T Punctuation T Retrieval T Avg. T Ave. 1
FT 38.57 72.42 79.66 90.92 65.71 77.18 | 69.46
LoRA 49.13 42.43 18.29 89.31 33.04 4577 | 46.44
RAT (Ours) 54.43 72.47 73.46 89.97 77.30 78.30 | 73.53
Table 6: Ablation study on the impact of different N used in RAT.
N Data-hungry Tasks Data-efficient Tasks Avg. 1
Translation 1 Classifications T NER 1 Punctuation T Retrieval T Avg. 1 g
4 54.47 66.24 69.02 89.91 79.78 76.24 | 71.88
8 54.43 72.47 73.46 89.97 77.30 78.30 | 73.53
16 50.48 74.00 74.83 87.93 54.75 72.88 | 68.40
Table 7: Ablation study on the effect of CCU-RAG.
Non-knowledge-intensive Tasks Knowledge-intensive Tasks
Method Translation T Classifications T NER T Punctuation T  Avg. Retrieval T Ave. 1
Ours 54.43 72.47 73.46 89.97 72.58 77.30 73.53
w/o RAG 53.16 72.43 73.89 88.53 72.00 21.03 61.81

8 Ethical and Social Implications

TongGu has been trained to focus on processing
ancient texts related to Chinese culture. Despite a
series of cleaning and review processes applied to
the training data, there may still be factual errors
present, which could lead TongGu, like other large
language models, to generate misleading informa-
tion or harmful content that contains factual errors.
In the future, we will continue to fine-tune and re-
lease updated versions as we progress in addressing
these issues.
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A Dataset Details

In this section, we present the details of our dataset.
Figure 7 illustrates an example of each task in the
dataset. The dimension and quantity of each task
are shown in Table 8. It is notable that the ACCN-
INS dataset will be released under the CC-BY-NC-
SA-4.0 license, and the ShareGPT (shareAl, 2023)
dataset using in fine-tuning is under the apache-2.0
license.

Table 8: Details of each task in ACCN-INS.

Task Source Quantity
comprehension Dimension

Classical Chinese to Modern Chinese  Labeled data 4,001,500
Modern Chinese to Classical Chinese  Labeled data 1,900
Named Entity Recognition Labeled data 1,355
Punctuation Labeled data 2,000
Topic Classification Labeled data 1,200

Unlabeled data 997
Unlabeled data 363
Unlabeled data 600
Unlabeled data 82

Word Explanation
Reading Comprehension
Appreciation

Grammar

Generation Dimension

Classical Chinese Writing Unlabeled data 165

Ancient Poetry Writing Unlabeled data 165
Couplet Labeled data 800
Knowledge Dimension

Knowledge of Sinology Q&A Unlabeled data 1,000
Xiehouyu Unlabeled data 1,000

Labeled data 1,000
Unlabeled data 946

Analysis of Imagery
Poet Introduction

Riddle Unlabeled data 463
Idiom Labeled data 1,000
Author Retrieval Labeled data 600
Source Retrieval Labeled data 600
Entire Poem Recitation Labeled data 600
Previous Sentence Recitation Labeled data 600
Next Sentence Recitation Labeled data 600
Flying Flower Order Labeled data 56
total 4,020,136

B Training Details

In this section, we present the training details
of TongGu. The hyper-parameter settings of in-
cremental pre-training and instruction tuning are
shown in 9. All experiments are completed on 6
Nvidia A6000 GPUs.

C Evaluation Details

In this section, we detail the evaluation of TongGu
on the C3bench and our test dataset. The results,
including the number of tasks and the evaluation
metrics, are summarized in Tables 10 and 11.

Table 9: Hyper-parameter settings in incremental pre-
training and instruction-tuning.

Value

Hyper parameter Incremental Instruction-

Pretraining tuning
Precision bf16 bf16
Epoch 1 3
Batch size 576 192
Learning rate 2e-5 2e-6
Weight decay 0 0
Warmup ratio 0 0
LR scheduler type cosine cosine
Optimizer AdamW AdamW
B1 0.9 0.9
B2 0.999 0.999
Max length 2048 2048

Table 10: Details of C3bench.

Task Metric  Quantity
Classification Accuracy 10,000
Retrieval Accuracy 10,000
NER F1-score 10,000
Punctuation F1-score 10,000
Translation BLEU 10,000
Total - 50,000

Table 11: Details of our test dataset.

Task Metric  Quantity

Source Retrieval

Author Retrieval

Previous Sentence Recitation
Next Sentence Recitation
Entire Poem Recitation

Accuracy 30
Accuracy 30
Accuracy 30
Accuracy 30
Accuracy 30

Grammar PPL 30
Ancient Poetry Writing PPL 30
Couplet PPL 100
Classical Chinese Writing PPL 30
Classical Chinese to Modern Chinese PPL 100
Modern Chinese to Classical Chinese PPL 100
Poet Introduction PPL 50
Analysis of Imagery PPL 100
Knowledge of Sinology Q&A PPL 100
Idiom PPL 100
Riddle PPL 50
Xiehouyu PPL 100
Flying Flower Order PPL 30
Named Entity Recognition PPL 100
Punctuation PPL 100
Topic Classification PPL 100
Word Explanation PPL 100
Reading Comprehension PPL 30
Poetry Appreciation PPL 100
Total - 1,600
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Table 12: Performance comparison of various training
strategies on a wider range of classical Chinese tasks.
Cells in yellow represent the retrieval tasks.

Task FT LoRA RAT
Data-hungry Tasks

Classical Chinese to Modern Chinese 12.75 11.06  10.75
Data-Efficient Tasks

Source Retrieval 96.67 0.00 96.67
Author Retrieval 5333  6.67 100.00
Previous Sentence Recitation 60.00 33.33 46.67
Next Sentence Recitation 83.33 36.67 83.33
Entire Poem Recitation 96.67 66.67 96.67
Grammar 5.10 5.25 4.84
Ancient Poetry Writing 7.34 12,18  8.25
Couplet 33.00 45.75 43.25
Modern Chinese to Classical Chinese 18.88 18.00  20.75
Classical Chinese Writing 13.75 1825 14.00
Poet Introduction 894 1356 11.06
Analysis of Imagery 444  3.63 341
Knowledge of Sinology Q&A 931 950 8.75
Idiom 6.53 7.09 6.84
Riddle 13.81 13.38 12.75
Xiehouyu 18.88 24.25 27.50
Flying Flower Order 330 422 3.83
Named Entity Recognition 7.87 7.28 8.13
Punctuation 3.65 3.63 3.63
Topic Classification 734 8.4l 7.16
Word Explanation 15.63 13.38 14.44
Reading Comprehension 2.11 1.89 1.88
Poetry Appreciation 13.19 1293 12.75

D Sample Responses from Different
Models

For each dimension, we present a task example,
including the user’s query, as well as the responses
from Baihuan2-7B-Chat, GPT-3.5, and our TongGu
model. It can be seen from Figure 8 to 10 that
our TongGu model demonstrates excellent perfor-
mance across the three dimensions of understand-
ing, generation, and knowledge, proving the effec-
tiveness of our data and training methods.

E Ablation Study Details

In this section, we present the ablation study in our
test dataset. Table 12 shows the performance of
our RAT method and other training strategies, from
which we can see that our RAT method not only al-
leviates catastrophic forgetting in data-hungry tasks
but also generalizes well to data-efficient tasks. Ta-
ble 13 shown the ablation study on the effect of
CCU-RAG, from which we can summarize that
CCU-RAR significantly enhances the performance
of knowledge-intensive tasks without compromis-
ing the Non-knowledge-intensive tasks.

Table 13: Ablation study on the effect of CCU-RAG on
a wider range of classical Chinese tasks.

Task Ours w/o RAG
Knowledge-intensive Tasks ACCT ACC?T
Source Retrieval 96.67 3.33
Author Retrieval 100.00 30.00
Previous Sentence Recitation 46.67 0.00
Next Sentence Recitation 83.33 33.33
Entire Poem Recitation 96.67 0.00
Non-knowledge-intensive Tasks PPL | PPL |
Grammar 4.84 4.89
Ancient Poetry Writing 8.25 8.25
Couplet 43.25 42.50
Classical Chinese to Modern Chinese  10.75 10.75
Modern Chinese to Classical Chinese  20.75 21.75
Classical Chinese Writing 14.00 14.38
Poet Introduction 11.06 10.44
Analysis of Imagery 341 3.44
Knowledge of Sinology Q&A 8.75 8.75
Idiom 6.84 6.98
Riddle 12.75 12.75
Xiehouyu 27.50 25.75
Flying Flower Order 3.83 3.85
Named Entity Recognition 8.13 7.88
Punctuation 3.63 3.52
Topic Classification 7.16 6.78
Word Explanation 14.44 14.00
Reading Comprehension 1.88 1.52
Poetry Appreciation 12.75 12.75
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XF X-@ i X#d
Classical Chinese to
Modern Chinese

@i X-XF L#F
Modern Chinese to
Classical Chinese

&8 FAR2 5]
Named Entity
Recognition

&k

Punctuation

EX

Topic Classification

% A
Word Explanation

] % 52 9
Reading Comprehension

#id § 4
Poetry Appreciation

XEXEH
Classical Chinese Writing

#1441 /&
Ancient Poetry Writing

At B
Couplet

#id HE
Poetry Dictation

%/ i3
Xiehouyu
ERBHA

Analysis of Imagery

HANE
Poet Introduction

ik A
Idiom

ik 3%
Riddle

8 % §2
Knowledge of Sinology
QR&A

GRS

Background Introduction

T A
Flying Flower Order

EZELE S
Source Retrieval

[ EEF 3
Author Retrieval

,ﬁ#‘i&éz‘t X(Translate into modern Chinese): 2k & & %&
otk Hf, ALk LaonNGEEFTAn, ThAES
\LRGEAH. KRFTHA.

MR D ES. BH. oNGFHHEE, ROEBIUAXLHEDNTHH
A F5, LT AFBIBRETFHEL. ARTERRE.

By B0, LAEAG— M. HEH XSG, HAEAAT

[ﬁi{wﬁi,i‘&‘ X(Translate into classical Chinese): # — s AR 1%
A IRAX, o

AT XF X P RIRE R4k (Please extract the entities
from the following classical Chinese text): K&, %% F &
M. Rk gk, KR

J
HEFA, BBHM, MEAZ—~BR. HiEhAsk, LAATUKZ. ]
.

%9 F PGS 8 LA (The named entities in the sentence are): KR .
WM. Rk, FA&. KA.

J/

'd N\
T 7 g F ik # 4z & 4 % (Adding punctuation to the N gy N P _
following sentence): # #inp 4k A4 4 HAERATNEAR S HRRFLAA, CRERNTI AAFLARR, BELRG=F
CLESIICT LY J
s \
Al k. F. R hPRE—FRATE YT @ £(Choose

one category from Taoism, Law, Poetry, Agriculture, and F @ k314 #h(The category of the sentence is: Buddhism)

Buddhi: for the foll g sentence): B ARE, B EHS,
\ A bophFhd. J

kil “AAKE, TRE%SG Pa W Aftakr?
(Could you please explain the meaning of ‘i’ in the phrase
JURWCESE, AR ERGD)

E2@ W, AERO-MERER, AMARGEREF. (The term)
‘Tii' here refers to an ancient vertical wind instrument, similar to a
modern flute.)

WAMREaAL, HLLAAIL. KHER, Akta
“a BuHmis " RFALa: KEEPETH. T Rk
a: “REWEAARL. " AKX F. PAKRAEZEX, LH/F
ER b BEXTXCREY 2EHATH2%F2 (What
\scene does the entire (WKZ) mainly depict?)

5
EHEXFTREEMAT HAMA-ANT BRELEMNERAS, —Ritid Ko
ETHMRMAMN, ARET—ANETF B HLATRAGAR, LT Lk
At ite B XFAREAMM, AFT RAKR 206 XAKAFRE
foitk 8B o (This classical Chinese text primarily describes...)

CRIZREITLHRY RéATH46F €62 (How does the poem
CBARETTILAR)  depict the scenery?)

EHFmBAEIRA, 2HBTiutf L@, Las#, Lt
Bk Ai1K %o (This poem..)

B HEEFIAIM, AXTXE—HR&X. (Write a
narrative essay in classical Chinese with the theme of
studying in a library-)

-

W E RN, AL AR. RS NKRIT, Adah, ARE B, #i]1
AN, ZTHEB, RALH Rh2h. KL, BRAL; —FHKk
BEM L HEEaME, AEEFAALIED, FAUKFA, $48
Bo RLEGHE, TARLLY, LRI, RIBAELE, B4
ATtk E, mAkK. HEELGE AMEARAELEY, ABHHEL
b, BRLE. LT AGIRK FAFLAMAC. AhHE, K4
hA, AR kAR A

J

P
ok KA AZAM, B A AABRL K- T

(Please create a poem with the theme of 'Youth' and
(oA 4y

N
KhaB A - A Fr8ldeH, HELZEL? FARAR, BRAKNRREK
o QF, @F, & FdomPko

using as the poetic form.)
J
2t 3t B (Matching couplets): A% 4% 444t % K B kA F AR ]
EAT LRZA, o i —E A M ]
hib 7T @ & /5 & (Please complete the following two-part EFEE ’

allegorical saying): & R4

classical literature, what does the term "W " generally
express?)

Bk NRo EHT CRAELFTFY &
o

“REMA KA, R b IBA

KO M kR R

representative works?)

(What are some of Su Shi's

F KGR AAEA (Su Shi's representative works include) &K@k -+ M
ALHAY | Coddh - FEREY . Gz F - FHEH Fo

“X A" Rt 2 & B2 (What does “C'EN" mean?)

CXERT kA (LTI means) X F @A, kRERE Ao

A
{ AEEXFL, ‘MK EMA-MARKEMH2ER? (In
-

Hhikid: kb=, KRANFRGEERT-ARF?
(Riddle: Seventy-two hours, what is the answer to this
riddle in terms of a Chinese character?)

-

&o Mtz HRAZR, ZABAZA, & FTAAEZA A
FmA T Ao (“i” Explanation: Seventy-two hours is three days,
and "three days" can be interpreted as “three suns": The character

1E

i’ is composed of three ‘sun’ () characters-)

J
e N
18, ts5544¥ A%, HFAdet5ithikitar (In the
18th century, the Tangram was introduced to foreign & & (Tang picture).
countries+ What did Westerners call the Tangram?) )

CEABAREY RAM 2 h T4 462

(Under what circumstances was B REL & )

created?)

CEABRAMEY GHREFAET—, —AAFQRMAEF Lk, &)
BT — LA AR R MR @S, LA ARAS e
REmAGE, BREENG CRibEY $M. (There are various accounts
regarding the background of the creation of (F&PEAJAG) - One
theory suggests that it was written when Li Bai was ostracized
and left Chang'an, traveling to Jinling; another theory posits that
it was composed after the author was pardoned and returned from
exile in Ye Lang; some also claim it was written by Li Bai while
visiting the Yellow Crane Tower, with the intention of rivaling Cui
Hao's (FEHGHE) )

~ J
K —F4H & @ E%A. (Please recite a classical N s 2t

[ Chinese poem or verse that contains the character “%':) AT B, AAAF S B R R
“RAERMAAA, TAKARLKR" &A% L? (Where does e

[ﬂ)&&wmrn, P MUGESDR " come from?) 4y 6 (fo comes from) cHAMD . ]
“RAAMERA, FAKAZILL GHhAAR? (Who is :Kié&ﬂ:ﬁ‘r{]‘ﬂ, fﬁlﬂfii%".ﬁﬂ".ﬁ%a_{$@u (The author o

t the author of “J LML, THHUBEL K 7 RAEBRMBAT, TEBGEEKR” s Li Bai)

Figure 7: Example of each task in ACCN-INS.
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Question:

CE—B R K, HFOHH—ANFELRR “ERKE” .

Create an acrostic poem where the first character of each line spells out “J=KifG"
& epPT3-s:

2RERERE, ZRRAREE, LRZITERE, LERRFH .
RABRT HAE, RFELRALHE. KARFHINE, RFHFRBER.
HFEWIHTE, ST RAROYE HRBBAMA, HERMAERT.OQ

@ Baichuan2-7B-Chat:
FRIVIRIRART, SR—CHERE. RESWRER, FHEARELT .Q

Tonggu-7B-sft:
EAENEBRE S, REFIFBEET. KLEBERL, FX—EF55.@

40

Figure 8: Examples of responses to generation dimension tasks from different models.

f Question:
WG H A T CEAR MY PAER RS, AN A T

Please identify the omitted elements in the sentence “EFFEULIE" and complete the sentence:

& epr3s:

OFEARUAR A —AERGBERERENE, FALTFEEALY. £z, GEEY
R M T & FITRAEFAR AN, FATE TRR". X T ESLR: “HE
ARG T X R, RIOLATHE R R. 28X TP, “BarB Tomk” A3k
B G S failin, AR T HIELER.

The phrase "5k VA" is a form of closing used in ancient letters, commonly found in traditional Chinese
culture: There are omitted elements in this sentence: It is speculated that the complete sentence might be:
“EFFERAE, FATIE T " The full meaning of this sentence is: "I respectfully report to you through this

letter, and sincerely wish you good health-" In this sentence, "S AT T %H&" is a sign of respect and blessing
to the recipient, often used at the end of Ietbers-e

@ Baichuan2-7B-Chat:

BEEIANETF, BRGRSZ “BE” |, BN TFRIZA: “HEHFERUR, B,
In this sentence, the omitted element is “E ”- The completed sentence should be: “i#% vAlE, E "-°

4 ¢ | Tonggu-7_3-_sf;: _____________________________________
o) ERT BB, NAMAA “EHFAEL (Z) M7 . T “RPEE Eb A RAEPET 48 X
#HE”,

The sentence omits the object and should be completed as “i£# %A (Z) H" [t means "I respectfully
present this petition to make Your Majesty aware of this matter-"@@

Figure 9: Examples of responses to understanding dimension tasks from different models.
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Question:

ERERAEF, FHBHTIABAXANY 4, BAZLRLH KA EHE6FE, MR HR?
In Chinese customs, the ages of 73 and 8% are often taboo because these are the ages at which two historical
figures passed away- Who are they?

GPT-3'5:

KR, BERLFDERREG X TN LAGEEFHROGLKRE A, A NETHEAE, &
89 &niR Bk B 3R 202140, mAAA X TP ER L Ed e AL e i miz &, AFEL
o, FEF A b F— ik 3 KRS 5T IR mkk i R R T R Y R, LAY TG T R E R A AN A
PR A TR . o Rk B e XA 42 T A 2 EARAG R AL, SRR R .

| apologize, but | cannot answer the specific question you provided about the age at which historical figures
passed away- As a language model, my knowledge is up to date until 2021, and | do not have detailed
information on the specific ages at which particular figures in Chinese history died- In Chinese culture, there are
times when certain numbers or ages are avoided due to superstitions or customs, but these practices may vary
by region and personal beliefs: If you have more specific questions about certain aspects of Chinese history and
culture, | will do my best to assist you-

Baichuan2-78-Chat:

AP E/EAEIAT, 3tk FageihR T &R g R LG Fextiv R G5 R . Hlde,
“XV EBEP AN ARG, BRAMNBFELAER L7 INKF. @ N7 D
AL R EF, MINARTETAG, TAAMNEBELER . A, 3T “L+=" f “N+
V97X AN GG R A A R AR AR B . XA AR TR AN FALF L6
IR R, EACMELEELTEHBIRARZM. I, AMNTRRE LB — &K FEF
KEFNZh, REBRFPHOADDFEATIY R84FFHBERF., £, 3 “©+=7 o “N+
WX AR, TARAR T SMRANEEER, 1258 A E G RHR AR,
In traditional Chinese culture, the taboo against certain numbers stems from ancient understandings of natural
phenomena and reverence for deities: For instance, the number "seven” is considered in Buddhism to be the
number of hell, so people generally avoid using the number “seven”: The number “eight” is also avoided because
it is a homophone for “lose”, which is considered inauspicious- However, there is no clear religious or cultural
reason for the taboo against the ages of "seventy-three” and "eighty-four”- This may be due to the special
mathematical properties of these numbers, which can sometimes be emphasized or misunderstood in certain
contexts: In addition, people may also be influenced by some folk tales and stories, in which characters often
encounter misfortune at the ages of 73 or 84%- In summary, the taboo against the ages of "seventy-three" and
”eightéfaur” may be due to a combination of various reasons, but there is no definitive religious or cultural
basis-

Tongqu-7B-sft:
EREB RSP, 735284 X AN ¥ HZ AT AT AEH, R AN EERIZELHLAS
R, XA AR T AL T, b EXALE FHREWR0, FAEERSHE
v EH TR,

In our customs, the ages of 73 and 8% are often avoided because they correspond to the ages at which two
famous historical figures passed away- These two historical figures are Confucius and Mencius, who have had a
profound influence on Chinese culture and hold an important position in Confucian thought- @

Figure 10: Examples of responses to knowledge dimension tasks from different models.
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