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Abstract

Developing Large Language Models (LLMs)
with robust long-context capabilities has been
the recent research focus, resulting in the emer-
gence of long-context LLMs proficient in
Chinese. However, the evaluation of these
models remains underdeveloped due to a lack
of benchmarks. To address this gap, we
present CLongEval, a comprehensive Chinese
benchmark for evaluating long-context LLMs.
CLongEval is characterized by three key fea-
tures: (1) Sufficient data volume, comprising 7
distinct tasks and 7,267 examples; (2) Broad ap-
plicability, accommodating to models with con-
text windows size from 1K to 100K; (3) High
quality, with over 2,000 manually annotated
question-answer pairs in addition to the auto-
matically constructed labels. With CLongEval,
we undertake a comprehensive assessment of
6 open-source long-context LLMs and 2 lead-
ing commercial counterparts that feature both
long-context abilities and proficiency in Chi-
nese. We also provide in-depth analysis based
on the empirical results, trying to shed light on
the critical capabilities that present challenges
in long-context settings.'

1 Introduction

Large Language Models have demonstrated impres-
sive performance across a wide range of Natural
Language Processing (NLP) tasks, including ma-
chine translation (Hendy et al., 2023; Jiao et al.,
2023), fact checking (Huang et al., 2023), text style
transfer (Reif et al., 2022; Li et al., 2020) and other
generation tasks (Hu et al., 2023; Li et al., 2022).
To enable LLMs to support more intricate and di-
verse applications, an increasing number of studies
focus on extending the context window these mod-
els can handle. Consequently, many long-context
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'The dataset, evaluation scripts, and model outputs are
released in https://github.com/zexuanqiu/CLongEval.
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Figure 1: The evaluation framework of CLongEval. The
seven test tasks in CLongEval are designed to com-
prehensively assess two important capabilities of long-
context LLMs: information acquisition and reasoning.

LLMs that support Chinese have emerged, includ-
ing both commercial models (OpenAl, 2023) and
open-source ones (Cui, 2023; Bai et al., 2023a;
ZhupuAl, 2023; InternLMTeam, 2024), of which
the context lengths span from 32K to 200K. De-
spite these developments, the efficacy of models
in long-context settings remains underexamined,
primarily due to the lack of a robust evaluation
benchmark.

Recently, a few benchmarks have been pro-
posed for the evaluation of English long-context
LLMs (An et al., 2023; Bai et al., 2023b). As
for the Chinese domain, there exists only a bilin-
gual benchmark (Bai et al., 2023b), wherein only
5 out of 21 test tasks are designed for Chinese.
This benchmark offers only 1K instances in total,
with an average token length capped at approxi-
mately 13K?, rendering it inadequate for a com-
prehensive evaluation. Therefore, there is an ur-
gent need for a high-quality Chinese benchmark for
long-context LL.Ms. Considering the considerable
advancements in this field, the establishment of
such a benchmark facilitates a thorough investiga-

The reported average length is 13,386 characters, yielding
at most 13K tokens after tokenization.
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tion of existing models, which might bring insights
to the research community.

In this paper, we present CLongEval, a bench-
mark designed for evaluating Chinese long-context
LLMs. Prior to the construction of datasets, we
conduct a systematic analysis of the key capabili-
ties requisite for handling long context, to ensure
a thorough assessment of the model’s functional-
ity (§ 2). Analogous to the human problem-solving
paradigm, the basic functionalities of long-context
LLMs can be conceptualized as: (1) the capacity to
precisely identify and acquire the key information
framing in either partial or full context; and (2)
the competence to reason out the answer based on
the given information in either an extractive or ab-
stractive manner. These key abilities establish the
evaluation framework behind CLongEval, which is
illustrated in Figure 1.

To accommodate models with varying spans of
context windows, we consider three subsets within
CLongEval: small set (1K-16K), medium set (16K-
50K), and large set (50K-100K) (§ 3.1). In dataset
construction, we select test tasks that correspond
to the capabilities outlined in the evaluation frame-
work. Moreover, we ensure that primary test tasks
are highly aligned with real-life user scenarios so
that the benchmark can accurately reflect models’
capability in practical applications (Xiong et al.,
2023) (§ 3.2). Overall, we craft 7 distinct tasks in
CLongEval: 2 tasks are human-annotated, 1 task
is GPT-4-annotated and 4 tasks are re-constructed
from public datasets.

With CLongEval, we evaluate 8 long-context
LLMs proficient in Chinese, including two com-
mercial models known for their powerful long-
text processing capability: Moonshot-v1-128K and
GPT-4-Turbo-128K (§ 4.3). We highlight several
key findings in the long-context setting: (1) The
commercial models consistently outperform open-
source models across tasks, and the performance
gap is particularly evident in tasks that primarily
involve straightforward information extraction. (2)
Extraction with full context is the most challenging
setting. GPT-4-Turbo displays a more significant
decline in performance as context length increases,
compared to other settings. (3) For tasks requiring
an understanding of partial context, the answer’s
position within a long context does not consistently
lead to significant performance fluctuations. More
analysis and observations are elaborated in § 4.4
and Appendix A.

2 Evaluation Framework in CLongEval

To offer a thorough and systematic evaluation, we
analyze the key capabilities necessary for the effi-
cacy of long-context LLMs. Generally speaking,
the capacity for a long-context LLM in interpret-
ing human textual instructions largely depends on
its ability of information acquisition. Moreover,
an indispensable ability for these models extends
beyond mere information collection to encompass
reasoning based on the assimilated information.

Long-Context Information Acquisition. It
refers to the capability to recognize and parse rele-
vant information framed in extensive and complex
textual input. It bottlenecks LLMs’ effectiveness
in synthesizing its contextualized knowledge to
execute a wide array of tasks, from answering ques-
tions to carrying out complex instructions. More-
over, as the length of the input text increases, main-
taining a coherent and precise grasp of the input
information becomes increasingly challenging.

In this evaluation dimension, we conduct a two-
fold classification based on the distribution of infor-
mation requisite for task fulfillment: full-context
and partial-context information acquisition. For
each category, we introduce an array of test tasks
tailored to assess the model’s proficiency, including
tasks that demand an accurate comprehension of
the entire input (i.e. full-context), and those that
rely on a correct understanding of selective snip-
pets of the input (i.e. partial-context), respectively.
Figure 1 illustrates the categorization of tasks that
require either partial- or full-context in information
acquisition.

Long-Context Reasoning. It refers to the ability
to perform the inferential process of synthesizing a
conclusion from presented lengthy statements (Pi
et al., 2022). In real-world applications, most tasks
require not only a precise understanding of the in-
put text but also the capacity of reasoning based
on the provided information. LLMs equipped
with proficient reasoning abilities can navigate the
problem-solving and decision-making procedure,
both of which are crucial cognitive functions neces-
sary for handling complex tasks (Pomerol, 1997).
In the reasoning process, outputs can be synthe-
sized through two ways: content extraction and
abstraction. Accordingly, the evaluation dimen-
sion of reasoning incorporates these two distinct
types of test tasks. The abstraction tasks involve
generating new content not explicitly in the source
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material, demanding a deeper understanding and re-
combination of input. In contrast, extraction tasks
assess the model’s ability to directly identify and
extract information from the input without altering
the original content. This framework enables a nu-
anced evaluation of LLMs’ reasoning capabilities,
including the capacity for generating novel insights
and accurately retrieving information. Figure 1 il-
lustrates the tasks to test the reasoning ability in
either an extractive or abstractive manner.

3 The CLongEval Benchmark
3.1 Dataset Configuration

Anchored by the capabilities outlined in the evalua-
tion framework, we create CLongEval, which con-
tains 7,267 test samples across 7 tasks, including
Long Story QA, Long Conversation Memory, Long
Story Summarization, Stacked News Labeling,
Stacked Typo Detection, Key-Passage Retrieval
and Table Querying. Among them, Long Story
QA and Long Conversation Memory are human-
annotated, Long Story Summarization is GPT-4-
annotated and the rest 4 tasks are re-constructed
from public datasets. An overview of all tasks
in CLongEval and detailed statistics are provided
in Table 1. In this paper, we use InternLM2 (In-
ternLMTeam, 2024) tokenizer to tokenize the input
and report the number of tokens as context length.

We notice the divergence of context lengths sup-
ported by existing long-context LLMs. To ensure
a broad scope of applicability of CLongEval, we
stratify the benchmark into three subsets: a small
set, a medium set, and a large set. Specifically, the
small set primarily includes test data with lengths
ranging from 1K to 16K tokens, the medium set
mainly encompasses lengths from 16K to 50K to-
kens, and the large set primarily extends from 50K
to 100K tokens.

3.2 Dataset Construction

For a comprehensive evaluation, 7 tasks are col-
lected in alignment with the predefined evaluation
framework. The examples for each task are pro-
vided in Appendix B.

Long Story QA (LStQA) The Long Story QA
task involves LLMs answering questions based on
a context snippet from a long story. To excel at
this task, the model should identify the relevant
snippet and abstractively reason out the answer.
Unlike the normative and objective nature of Multi-
FieldQA (Bai et al., 2023b), the stories we choose

are narrative, creative, and inherently longer, offer-
ing a valuable addition to lengthy single-document
QA evaluation. Inspired by NarrativeQA (Kocisky
et al., 2018), this task involves annotated questions
that refer to non-consecutive parts of the text. An-
notators are encouraged to provide concise answers
in their own words rather than copying directly
from the snippet.

We curate 153 Chinese narrative novels from a
website® that gathers public domain books. The
collected novels cover genres including martial arts,
social themes, and mysteries. 200 non-overlapping
stories are extracted from the collection, and the
number of questions per story is proportional to
its length in tokens, resulting in more questions
for longer stories. We then extract snippets from
each story, evenly distributed throughout, with an
average of 720 Chinese characters per snippet. The
number of snippets for each story corresponds to
the expected number of questions. Then 6 question-
answer pairs for each snippet are generated by
instructing GPT-4-Turbo following the aforemen-
tioned annotating principles. Annotators then se-
lect a specific question-answer pair that is most
related to a given snippet from 6 options. In addi-
tion, it is ensured that the complexity of questions
related to characters, events, and the reasons be-
hind occurrences is maintained. The questions are
manually revised to include chapter information
and replace pronouns with character names, mak-
ing the questions more specific. There are 995
question-answer pairs based on 200 stories (i.e.,
contexts), with an average question length of 18.5
Chinese characters and an average answer length
of 11.0 Chinese characters. Note that snippets are
used for annotation, whereas during testing, the
model is still required to find answers from the
entire story.

Long Conversation Memory (LCvMem) This
task is designed to assess a model’s long-term mem-
ory capability. This task utilizes inputs from multi-
day conversations between a user and a compan-
ion chatbot, where the model is required to accu-
rately respond to questions about specific details
from the conversation history of a particular day.
It determines the ability to maintain contextual un-
derstanding, ensure meaningful interactions, and
interpret user behaviors over time (Zhong et al.,
2023). Moreover, this capability becomes increas-
ingly crucial as the length of the model’s input

3https://www.wenshuoge . com.
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Small Set Medium Set Large Set
Task Name Annotated #Data . . .
Min Max #Data Min Max #Data Min Max #Data

Long Story QA v 995 1,693 16,224 294 14,437 50,553 398 49,636 99,038 299
Long Conversation Memory v 1,067 768 15,589 358 14,669 43225 353 41481 88,731 356
Long Story Summarization X 1,000 1,022 13,716 300 12,958 48,677 400 42,046 87,092 300
Stacked News Labeling X 1,005 738 13,521 303 13,635 44,100 402 43,875 84,475 300
Stacked Typo Detection X 1,000 1,069 16,385 550 15,956 51,016 300 51,404 98,803 150
Key-Passage Retrieval X 1,100 1,249 17,830 400 18,006 56,086 400 55,367 95,073 300
Table Querying X 1,100 1,773 24,597 400 23,894 74,004 400 73,984 125,529 300

Table 1: An overview of the test tasks in CLongEval. Annotated denotes whether the test samples are newly
human-annotated. Min and Max refer to the minimum and maximum lengths of the examples within each subset.

extends, presenting a greater challenge in retaining
a precise memory of the input content.

To construct the test dataset, we utilize dialogue
records from 140 days of interactions between 80
virtual users and companion chatbots, and manu-
ally annotate 1,067 QA pairs. We adopt the ex-
perimental setting in Zhong et al. (2023) to con-
struct the evaluation dataset. For the user profiles,
we manually craft profiles for 20 virtual users, in-
cluding names, personalities, and topics of inter-
est, and prompt GPT-4-Turbo to generate the rest
virtual user profiles. Leveraging the user meta-
information, we employ GPT-4-Turbo to simulate
dialogues between different users and companion
chatbots in 140 days. Due to the limitation of con-
text windows, we apply the hierarchical event sum-
mary in Zhong et al. (2023) to generate long di-
alogues. All the generated conversation records
are reviewed and deduplicated. Given the dialogue
records, we manually craft 1,067 probing questions
and answers to evaluate the model’s ability to ac-
curately retrieve relevant memories and generate
appropriate responses.

Long Story Summarization (LStSum) Text
summarization is to distill information from a
source text and present it in a condensed form. As
a pivotal task in natural language processing, sum-
marization requires a full-context understanding of
input and complex reasoning. In CLongEval, we
introduce a long story summarization task that com-
prises long-context input based on the story, which
is more practical needs and poses more challenges
in the aggregation of long-context information.

To obtain high-qulity long-context Chinese cor-
pus, we utilize Cloud Translation API* to translate
the BOOKSUM dataset (Krysciniski et al., 2022)

*https://cloud. google.com/translate.

into Chinese, which covers books from various do-
mains and includes highly abstractive, human writ-
ten summaries on three levels: paragraph, chapter-,
and book-level. Formally, each sample (;, s;) in
BOOKSUM comprises a textual input ¢; and its
corresponding summary s;, and ¢; may be a para-
graph, a chapter, or a whole book. We choose con-
tinuous paragraphs or chapters [t;, t;i1,...,t;] in
expected length and concatenate them to construct
long-context input 7" to ensure coherent semantics
from the translated BOOKSUM dataset. Subse-
quently, we utilize GPT-4-Turbo to aggregate the
corresponding summaries [s;, Sj4+1, ..., s;] of the
chosen continuous paragraphs or chapters into an
overall summary S, which can be regarded as the
appropriate and highly abstractive summary of the
constructed long-context input. All the generated
summary S is passed to manual check and refine-
ment to guarantee the quality.

Stacked News Labeling (StNLab) In this task,
N news articles are stacked in one single context,
with each article containing a news index (ranging
from 1 to N) and its content. The goal of this task is
to assess whether the LLMs can comprehensively
read all news articles in a long context and deter-
mine the category of each news from given possi-
ble category pools at once. Completing this task
requires the model to carefully read and analyze
all the information within the long context. This
task is akin to SpaceDigest of ZeroScrolls (Shaham
et al., 2023) or PassageCount of LongBench (Bai
et al., 2023b), where LLMs analyze long contexts
piece by piece. However, their requested outputs
are aggregated numbers (e.g., the count of positive
reviews), making it difficult to gauge the LLMs’
genuine understanding of each part. The proposed
stacked news labeling task, in contrast, presents a
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more demanding challenge that tests the ability to
comprehend lengthy contexts.

To construct this dataset, we begin by extracting
a subset from THUnews (Sun et al., 2016), an ex-
tensive collection of around 840K Chinese news
articles.The subset include 9 categories: Sports,
Entertainment, Home, Real Estate, Education, Pol-
itics, Gaming, Technology, and Finance. Each cat-
egory contains an equal number of news articles,
with the sampled articles having an average Chi-
nese character count of 588.1. We randomly select
news articles from different categories to fill the
context until the desired context length was reached.
Finally, we create 1005 contexts as test samples.

Stacked Typo Detection (StTDet) Typo De-
tection is aimed at extracting misspelled Chi-
nese characters from a given input. Unlike prior
works (Tseng et al., 2015; Lv et al., 2023) that fo-
cus on sentence-level typo recognition, our tacked
typo detection aims to identify all typos present in
the lengthy input, which is of practical importance.
This task requires LLMs to have full-context un-
derstanding capabilities as well as distinguished
information extraction abilities.

cWe utilize the collected Chinese narrative cor-
pus same as Long Story QA to generate 1000 con-
texts as test samples. Each context is divided into
multiple paragraphs, identified by a paragraph ID
that starts from O and increases incrementally. We
randomly select some paragraphs and choose one
Chinese character as a typo candidate from each
selected paragraph. A corresponding homophone
is then used to replace the chosen character, cre-
ating a homophonic typo. To maintain a balanced
distribution of typos, the number of typos is deter-
mined based on the data length: 10 for the small
set, 20 for the medium set, and 30 for the large
set. Roughly half of the paragraphs in each context
contain misspelled characters.

Key-Passage Retrieval (KpRet) In this syn-
thetic key-passage retrieval task, the context com-
prises a JSON object serialized as a string, con-
taining multiple key-passage pairs. Each key is a
unique string of 32 randomly generated characters
including both letters and numbers, while the corre-
sponding value is a continuous passage in Chinese.
The objective of this task is to retrieve the corre-
sponding passage directly based on the given key.
Unlike LStQA and LCvMem, KpRet focuses on the
model’s information extraction ability, rather than
summarizing the answer from a located snippet.

KpRet draws inspiration from the synthetic key-
value retrieval task mentioned in (Liu et al., 2023a),
but differs in that we aim to provide semantically
meaningful natural language text instead of ran-
domly generated 128-bit UUID strings, aligning
more closely with real-world scenarios of passage
retrieval (Nguyen et al., 2016). The main challenge
lies in accurately retrieving and reproducing rela-
tively long passages in their entirety.

All passages are sampled from three Chinese QA
datasets, namely WebQA (Li et al., 2016), Sogou
QA’, and CMRC2018 (Cui et al., 2018), ensuring
no repetition among them. All the passages ex-
hibit a relatively consistent length, with an average
of 81.2 Chinese characters. To construct 200 con-
texts, we have generated a substantial number of
key-passage pairs. For each context, we uniformly
select 5 questioned keys according to the position,
resulting in a total of 1000 test examples.

Table Querying (TblQry) In the table querying
task, a context consists of multiple tables format-
ted in Markdown. In table querying, the objective
is to locate a specific table within the context and
retrieve a value from that table based on querying
conditions. Unlike the key-value data structure in
KpRet, ThiQry involves the model’s simultaneous
utilization of both row and column indices to ex-
tract a specific value from the table. Our question
format follows a conditional pattern: "In Table A,
when the value of Column B is C, what is the value
of Column D?” In this question format, LLMs need
to first identify Table A among multiple tables in
the context, then locate the row based on the value
of Column B and retrieve the value of Column D.
Moreover, Unlike KpRet which returns long pas-
sages, ThlQry typically returns shorter values like
numbers or names, with an average token length of
5.0. Therefore, this task primarily assesses LLMs’
advanced contextual querying abilities rather than
their proficiency in reproducing complex passages.

All the tables used in this task are sourced from
WikTable (Zhong et al., 2017), a collection of En-
glish tables. We filter out excessively long tables
and retain only those with a token count not ex-
ceeding 2000 tokens. Due to resource constraints,
we only translate the column headers and the condi-
tioned column into Chinese using the Cloud Trans-
lation API for each table. This ensures that the
questions are posed in Chinese, while the returned

5https: //github.com/sherlcok314159/
ChineseMRC-Data.
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Model LStQA LCvMem LStSum  StNLab StTDet KpRet TblQry
Small Set
Zh-LLAMA2-7B-64K  29.34 41.10 10.29 0.59 0 2.86 7.50
Zh-Alpaca2-7B-64K 35.52 29.34 14.29 4.97 0.09 6.39 9.75
Qwen-7B-32K 31.94 47.71 11.20 431 0 11.18 6.64
ChatGLM3-6B-32K 49.36 53.40 16.37 0.46 0.91 33.67 22.60
InternLM2-7B-32K 49.55 58.34 17.29 16.46 2.27 21.87 20.75
InternLM2-20B-32K  53.82 57.41 17.00 11.16 0.91 34.97 17.25
Moonshot-v1-32K 60.21 51.76 21.56 89.01 25.36 86.74 66.50
GPT-4-Turbo-128K 66.19 63.42 21.96 79.70 38.35 84.24 82.35
Medium Set
Zh-LLAMA2-7B-64K  16.90 26.30 7.74 0 0 1.21 N/A
Zh-Alpaca2-7B-64K 18.41 22.45 8.56 0 0 0.93 N/A
InternLM2-7B-200K  29.59 32.07 8.13 0 0 1.45 4.50
InternLM2-20B-200K  25.13 36.84 13.99 0 0 1.64 6.25
Moonshot-v1-128K 51.20 38.29 18.81 86.30 11.33 78.64 66.50
GPT-4-Turbo-128K 52.63 54.18 17.38 37.40 9.32 22.40 52.76
Large Set

InternLM2-7B-200K 19.03 18.16 2.36 0 0 0.89 2.67
InternLM2-20B-200K  15.62 28.39 8.31 0 0 0.51 0.67
Moonshot-v1-128K 41.52 32.59 16.38 78.48 4.33 51.50 52.00

Table 2: The CLongEval Leaderboard. The results are up to date as of 02/15/2024. N/A means the maximum
token length of the dataset surpasses the model’s context window. Zh-LLAMA?2/Alpaca2 denotes Chinese-

LLAMA2/Alpaca2 for short.

values from the tables remain in English or nu-
merical format. In total, 180 contexts containing
multiple tables are constructed. The number of
questions for each context is proportional to the
number of tables it possesses, and we evenly dis-
tribute the tables that need to be queried across
different positions within each context. Finally,
1100 test samples are generated.

4 Experiments
4.1 Baselines

8 LLMs are selected for evaluation based on
whether they feature long context capability and
exceptional support for the Chinese. Commer-
cial Models: (1) GPT-4-Turbo-128K, the GPT-4-
1106-preview model (OpenAl, 2023) with a 128K
context window from OpenAl. (2) Moonshot-v1 6
supporting up to 200K Chinese characters, devel-
oped by Moonshot Al. We call the 32K version
to run the small set and call its 128K version for
both medium and large sets. Open-source Mod-
els: (3) Chinese-LLAMAZ2-64K (Cui, 2023), ex-
tending context length of Chinese-LLAMA?2 to
64K via YaRN (Peng et al., 2023b) . (4) Chinese-
Alpaca2-64K (Cui, 2023), the 64K context ver-

Shttps://platform.moonshot.cn.

sion of Chinese-Alpaca2. (5) Qwen-7B-32K (Bai
et al., 2023a), extending Qwen-7B to 32K context
length via NTK-aware scaled RoPE (bloc97, 2023).
(6) ChatGLM3-6B-32K (ZhupuAl, 2023), the 32K
context version of ChatGLM3-6B. (7) InternIM2-
7B-200K (InternLMTeam, 2024), effectively sup-
porting ultra-long contexts of up to 200K tokens us-
ing dynamic NTK extrapolation (Liu et al., 2023b).
(8) InternLM2-20B-200K (InternLMTeam, 2024),
similar to InternLM2-7B-200K but is more robust
and capable of handling intricate scenarios. For
InternL.M2-7B/20B with the small set, we rely on
its native support for a 32K context window. The
values of the maximum output token limit for each
task under different subsets are listed in Table 5.
All the experiments are run on a server with 4
NVIDIA A100 (80GB) GPUs.

4.2 Evaluation Metrics

The evaluation is fully automatic. For LstQA and
LCvMem, F1 is employed to measure the unigram
overlap between the generated and reference an-
swer after ignoring white spaces and punctuation.
For LstSum, we use ROUGE-L (Lin, 2004) to mea-
sure the n-gram overlap between the generated and
reference summary. For both StNlab and StTDet,
a metric called Average Accuracy is introduced.
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Model LStQA LCvMem LStSum
Baichuan2-7B-4K 23.18 42.71 7.88
Mistral-7B-8K 23.12 20.85 8.95
Yi-6B-4K 30.72 27.29 11.06
InternLM2-7B-4K 35.52 44.20 16.44
InternLM2-7B-8K 45.09 52.64 16.79
InternLM2-7B-32K  49.55 58.64 17.29

Table 3: Peformance (%) under truncated context in the
small set.

It measures the ratio of the number of segments
correctly answered by the generated answer to the
total number of segments in the gold reference. On
StNLab, it indicates the percentage of news in the
context that is correctly classified, while on StTDet,
it denotes the accuracy of identifying misspelled
words in the context. For KpRet, Edit Score based
on Levenshtein distance is employed to measure
the difference between the generated string and the
gold reference string. For ThlQry, Exact Match is
utilized to measure whether the generated column
value is identical to the gold reference. For each
of the 7 tasks, we first calculate the score per test
sample using the aforementioned corresponding
metrics and report the mean score across samples.

4.3 Main Results

Table 2 presents the performance on all datasets
in CLongEval. We observe the following key find-
ings from the experimental results: (i) For LstQA
and LCvMem, GPT-4-Turbo does not show sig-
nificant Fl-score improvement compared to the
top-performing open-source InternL.M2-20B in the
small set. However, it significantly outperforms
InternLM2-20B (e.g., scoring 54.18 vs 36.84 on
LCvMem). Also, Moonshot-v1 exhibits less notice-
able score degradation on medium and large sets
compared to open-source models on LStQA. (ii) For
LStSum, both Moonshot-v1 and GPT-4-Turbo show
consistent Rouge-L scores on small and medium
sets. (iii) For StNlab and StTDet which require
careful analysis of full-text chunks to output either
labeling results or identify spelling errors, there
is a substantial performance gap between open-
source and closed ones, with scores of all evalu-
ated open-source models in the medium set being
zero. GPT-4-Turbo’s performance drops by 51.8%
when moving from the small set to the medium one
on StNLab. Meanwhile, Moonshot-v1 performs
well on StNLab, with only an 11.83% decrease
when expanding from the small set to the large one.
(iv) For KpRet and TIbQry which involve informa-

Model StNlab  Nlab StTDet TDet
Qwen-7B 4.31 80.91 0 18.67
Zh-Alpaca2-7B  4.97 60.09 0.09 22.27
ChatGLM3-6B  0.46 86.71 0.91 34.23
InternLM2-7B  16.46 85.87 2.27 56.20
InternLM2-20B  11.16 84.04 0.91 56.90
Moonshot-v1 89.01 86.71 25.36 62.06
GPT-4-Turbo 79.70 90.31 38.22 75.63

Table 4: Perfomance (%) comparison of StNLab vs.
NLab and StTDet vs. TDet.

tion retrieval, all open-source models experience a
sharp decline in performance as the input length in-
creases, and Moonshot-v1 shows more robust han-
dling of longer inputs compared to GPT-4-Turbo.
Table 3 presents the performance of smaller con-
text window models Baichuan2-7B (Yang et al.,
2023), Mistral-7B (Jiang et al., 2023) and Yi-6B 7
on LstQA, LCvMem, and LstSum. We also exam-
ine how the input length affects the performance
of InternLM2-7B by truncating the context to 4K
and 8K. Notably, shorter maximum context lengths
result in lower scores, highlighting the need for
effective long-context modeling in our benchmark.

4.4 Analysis

Performance w.r.t. Answer Position We study
how the position of the referenced chunk in the
context affects the model’s performance for four
tasks that only need partial context. The results are
shown in Figure 2. The position of the referenced
chunk in the context is discretized into six intervals,
with larger numbers indicating a closer position to
the end. It is observed that for LStQA and LCvMem,
the evaluated models show a "lost in the middle"
phenomenon (Liu et al., 2023a) where the models’
performance decreases when the referenced chunks
are in the middle of the context. For KpRet, most
open-source models only show some non-zero per-
formance when the answer is located at the end
of the context; GPT-4-Turbo shows a nearly linear
decline in performance as the answer’s position in
the context becomes deeper, while Moonshot-v1
does not exhibit significant degradation. Similarly,
for TblQry, GPT-4-Turbo’s performance drops as
the answer’s position goes deeper, eventually get-
ting surpassed by Moonshot-v1. The performance
across different positions on KpRet and ThlQry
does not exhibit a distinct pattern.

"https://github.com/@1-ai/Yi.
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Figure 2: Effects of referenced chunk positions. The analyzed samples range from 10K to 60K in context length.

Performance Discrepancy on StNlab and StTDet
We are interested in evaluating LLMs’ performance
for the tasks of StNLab and StTDet, without con-
sidering the stacked long-context scenario. For the
news labeling task (NLab for short), we create a
test set of 4,500 samples by sampling 500 news
articles from each of 9 news categories on StNLab,
and each time a news article is given as input for
the LLM to determine its category. For the typo
detection task (7Det for short), 3,000 paragraphs
from StTDet are sampled as test samples with each
containing a typo, and LLMs are asked to take
each paragraph as a model input to identify typos.
Table 4 reveals that open-source models achieve
over 80% accuracy for news labeling and at least
18% accuracy for typo detection. However, when
news articles or paragraphs containing typos are
stacked to form longer texts, their accuracy drops
dramatically, even reaching O in the medium set
as shown in Table 2. Also, detailed performance
results on StNLab in Appendix A.1 illustrate that
GPT-4-Turbo misclassifies a significant portion of
the news articles as the context length increases. In
contrast, Moonshot-v1 consistently achieves high
accuracy scores as the context length increases.

5 Related Works
5.1 Long Context LLMs

Enhancing the long-context processing ability of
LLMs poses significant challenges for both train-
ing and inference due to computational resource
constraints. One line of research aims to scale the
position embedding. Based on RoPE (Su et al.,
2024), Positional Interpolation (Chen et al., 2023a),
NTK-ROoPE (bloc97, 2023) are proven to be effec-
tive approaches to extend the context length. In
addition to modifying the positional embedding,
ALIiBi (Press et al., 2021) and KERPLE (Chi et al.,
2022) explore the way to encode positional infor-
mation in attention bias. Another research direc-

tion focuses on devising efficient attention mecha-
nisms to mitigate computational demands. Novel
attention mechanisms (Peng et al., 2023a; Xiao
et al., 2023; Han et al., 2023; Chen et al., 2023b;
Ding et al., 2023) are proposed to reduce the time
complexity and space complexity of standard self-
attention. While Flash Attention (Dao, 2023; Dao
et al., 2022) and Paged Attention (Kwon et al.,
2023) optimize attention computations by tackling
the memory bottleneck while maintaining the pre-
cision of attention kernel calculations.

5.2 Evaluation for Long-Context LLLMs

Research work of long context modeling predom-
inantly adopt perplexity as the evaluation met-
ric (Beltagy et al., 2020; Sun et al., 2021; Press
et al., 2021; Chen et al., 2023b; Peng et al., 2023b;
bloc97, 2023). Synthetics tasks, such as retrieval
tasks, are used to assess and analyze the ability to
model long input for LLMs (Chen et al., 2023a; Li
et al., 2023). However, as discussed in (Sun et al.,
2021; Xiong et al., 2023), the perplexity value and
performance on synthetic tasks may not adequately
reflect a language model’s capability in addressing
tasks in real-world scenarios. Recently an English
benchmark (An et al., 2023) are proposed for the
evaluation of long-context LLMs. Bai et al. (2023b)
introduces a bilingual benchmark, but the quan-
tity of test examples for Chinese is quite limited.
Besides the targeted language, CLongEval differs
from them in these aspects: (1) It includes novel
tasks that closely simulate real-world LLM usage
scenarios, and (2) The test samples possess a wider
span of context lengths.

6 Conclusion

We presented CLongEval, a benchmark for Chi-
nese long-context LLMs, which contains 7 tasks
and 7,267 examples. To the best of our knowledge,
CLongEval is the first benchmark in this setting.
Based on two basic capabilities for long-context
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LLMs, i.e., information acquisition and reasoning,
we collected corresponding tasks and datasets for
a comprehensive evaluation. We benchmarked 8
long-context LLMs and provided an in-depth anal-
ysis regarding each fine-grained capability.

Limitations

CLongEval is specifically crafted for the evalua-
tion of Chinese long-context LLMs. Therefore, it
is inapplicable to the LLMs primarily focused on
other languages. However, we anticipate that the
proposed evaluation framework could provide in-
sights for the construction of benchmarks in other
languages.

In dataset construction, we have tried to gather a
broad and varied set of tasks covering all evaluation
aspects. Nonetheless, certain tasks, such as code
completion and mathematical reasoning, which ex-
tend beyond the scope of the Chinese language, are
not included. Given these tasks are already sup-
ported by a wealth of mature evaluation datasets,
we recommend that users employ both them and
CLongEval concurrently for model testing.

Furthermore, we adopt matching-based metrics
in automatic evaluation, which possess inherent
limitations in accurately reflecting the generation
quality. We leave the investigation of alternative au-
tomatic evaluation methods that have higher align-
ments with human judgment for future exploration.
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A Supplemential Analysis

A.1 Analysis on StNlab and StTDet

On StNLab and StTDet, we use the Average Ac-
curacy (AvgAcc) metric for scoring. On StNab,

this metric means that we first calculate the propor-
tion of correctly classified news in a context to the
total number of news articles in that context, and
then take the average across all contexts (i.e., sam-
ples). We can also use another alternative metric
denoted as Acc, which calculates the total number
of correctly classified news articles in each context
and sums them up across all contexts, then divides
them by the total number of news articles in all con-
texts. This metric aligns with the Acc metric used
on NLab. Table 6 reports the differences between
these two metrics on StNlab and StTDet. Generally,
if an LLM performs well in analyzing short texts
but struggles with long texts, the AvgAcc metric
will be higher than the Acc metric. The opposite
can also occur, although it is less common.

Task Small Medium Large
LStQA 100 100 100

LCvMem 100 100 100
LStSum 400 400 800
StNLab 800 800 1500
StTDet 400 800 800
KpRet 400 400 400
TblQry 50 50 50

Table 5: The values of maximum output token limits for
the small, medium, and large set in the inference stage.

Moreover, the format output accuracy (FmtAcc)
of StNLab and StTDet is assessed. FmtAcc indi-
cates whether the model output, after undergoing
our post-processing, conforms to our predefined
output. If it does, the value is 1; otherwise, it
is 0. On StNLab, open-source models have low
FmtAcc, leading to lower scores. On StTDet, open-
source models achieve comparable FmtAcc (e.g.,
ChatGLM3-6B with 84.0), but still struggle with
low AvgAcc, highlighting the challenging nature
of typo detection itself.

We also draw heatmaps to analyze the impact of
changes in context length and the position depth of
news on LLMs’ classification accuracy on StNLab.
The analysis is conducted on all samples from the
small set and medium set of StNLab. Specifically,
for each news within a single context, we first cal-
culate the start and end positions of that news. We
then take the average of these two positions as the
news depth within the context and discretize it into
12 intervals (i.e., the y-axis). At the same time, we
discretize the length of all contexts into 16 inter-
vals (i.e., the x-axis). For each of the 12 intervals
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Model StNLab NLab StTDet TDet
FmtAcc AvgAcc Acc Acc  FmtAcc AvgAcc Acc  Acc
Qwen-7B 22.11 4.31 243 80091 0 0 0 18.67
Zh-Alpaca2-7B 20.13 4.97 1.83  60.09 6.36 0.09 0 22.27
ChatGLM3-6B 0.66 0.46 024 86.71  84.00 0.91 091 34.23
InternLM2-7B 29.70 16.46 493 8587 46.72 2.27 227  56.20
InternLM2-20B 18.48 11.16 343 84.04 64.18 0.91 091 56.90
Moonshot-v1-32K 99.10 89.01 89.09 86.71  72.36 2536 2530 62.06
GPT-4-Turbo-128K  91.42 79.70 7371 90.31  92.11 38.22  38.01 75.63

Table 6: Peformance (%) of different metrics in the small set .
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Figure 3: Performance change analysis of GPT-4-Turbo on StNLab.
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Figure 4: Performance change analysis of Moonshot-v1 on StNLab.

on the x-axis and y-axis, we use the midpoint of
that interval to represent it. This way, we obtain the
discrete position interval and the corresponding dis-
crete context length interval for each news sample.
Each news sample is given a classification score of
1.0 if classified correctly, and O if classified incor-
rectly. Afterward, we generate the heatmaps shown
in Figure 3 and Figure 4 through average aggrega-
tion. Figure 3 demonstrates that with an increase
in context length, GPT-4-Turbo can only correctly
classify news that is closer to the beginning, while

making a large number of errors for news located
towards the end. Figure 4 shows that Moonshot-v1
can classify news with very high accuracy, regard-
less of their position depth and context length.

A.2 Analysis on LCvMem

Despite Chinese-Alpaca2-7B generally achieving
higher scores than Chinese-LLama2-7B on most
datasets, we observe a significant difference on
LCvMem, where Chinese-Alpaca2-7B’s scores are
noticeably lower (29.34 vs. 41.10 in the small set).
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We manually analyze 100 test samples from the
small set of LCvMem to assess the accuracy of re-
sponses from Chinese-Alpaca2-7B and Chinese-
LLama2-7B. The analysis reveals that Chinese-
Alpaca2-7B achieves an accuracy rate of 61%,
while Chinese-LLama2-7B scored slightly higher
at 63%, indicating no significant distinction. How-
ever, given that LCvMem is a dataset comprising
user dialogues, Chinese-Alpaca2-7B trained by in-
struction fine-tuning may tend to generate longer
responses, leading to a decrease in the F1 score.

B Data Samples

For each of the 7 tasks, we show an example of test
samples starting on the next page. For Long Story
QA, Long Conversation Memory, Key-Passage Re-
trieval, and Table Querying which require partial-
context understanding, the input consists of the
prompt, context, and the partial-context-specific
question. For Long Story Summarization, Stacked
News Labeling, and Stacked Typo Detection which
require full-context understanding, the input con-
sists of the prompt and the context.
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Long Story QA

Prompt: N & —#P/NULAITTE o E R/ R, FERFTREM RIE AR TE  (BUE
f]) FEEGERRE, ANERMEEMER . DULTIEL T / Below is an excerpt from
a novel. Please read this novel excerpt and answer the given question in as concise a phrase
(or sentence) as possible without providing any explanation. Excerpts from the novel are as follows:

TrRREIE— 7 BRI AR A REEA, Az FIETE LEE, MM
B NREBHEE G, BRI, e LMEEIEE RS F L ABERE, HE
EWS ZT, NS EREEE AT NS s, ENE—8: MR- FENERZ
R, —BITE, ZWHLE, MRS, REMEIARER, BRAE —EHE . WBEEIRIL
AEEHER, WKRERIT, BWH—A/E, HAEBI ARG AR - X&)
BAE, SOXAMHE, RAREMH A FMAENET; FTRARERER. JUBRETTX
AW, BEER, EET 2omERE;, RE—AH, @aErH 2/ Uk FX
PEE, DPPARNEBABEL, EARR LA THERZIH, MEEEHIRITA
WY TR R, BT, WARSEE . S TITRRERM, WAERE
Bk, REIEN, FHEE. SHERE, RNGRNHAEME. B0EHE, I
AEERAT AR - RIFRIEANELL—K, XA REFFEED, KIHZ5H HKIE,
BHAVRRT, # EE— RS, X BRENIHAH BT 58 KIEE . Frsemmg mk
H: oM, XU T o CEXZRAR, REEEIR, (ARERTTIK? TR NI AR
AT TR AR R 2 A a TSR T o JUBRKETT BRI 3R 1, AT —
oKk, W T —S . BESURT, SLZIECRIE ERER, mNESIT 8. BEHS, &
2L, RATAR, BARET, BREMM D, BERSE, mEMBL, HmitEE
Frid %, AT ANEAMER . BIENE, EE2—HFAK, HEZH, @EEMK
B o TrmE—UmIE, BT KBS, HIBETN -

TH AT AR TRV M [E] R S R, A EEHE HE AR T fi# R - / Please answer the following
question as succinctly as possible without providing any explanations.

[ DRELE, TR WATIIARIT ARIATEH: 5587 / Question: In Chapter 7 of the
novel, how did Qiao Mao confirm that Night Walker was at the well just now?

R RMHFZERKE, BEEHAKREART, #0 EH0H —H KL - / Translated
Ground Truth Reference: He found a bucket next to the well. The water in it was still wet, and
there was also a water stain on the ground.
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Long Conversation Memory

Prompt: 1fJE— " E MR HEIIEERaitE(S - &P IR IEIE R, 16 7R 158 50
TEIC e RATRE MR T H B (R, AN EEAR AL AR RS o SHE IR L RIRHEEM: /
You are an Al companion with chat companion function. The following is a conversation record
between the user and you. Please read the conversation record and answer the questions as
concisely as possible without providing any explanation. Conversation logs consist of multiple
days of conversations:

. WMk,  (EPRZEdaE) W, FITvia, WrREms] An ! JEERNEEEE - &
T, BEOEfEEER, BEERBHERNEAESER, IREM AT/ NI Lo
=59

AL TG R— 12K, MTREARREERES] « R LR N BIFDEE AT, tanfd
=k K, SENHBREREERE . IF, ZHEGEEEE!

RIS | RRR A — TS . T, RISEAR, BEreRl—
VONIRAT, RBFIEIEE - (R 4 M

AL 50 B THIERE « ARIREEOR BB, T DI % = T, 3
BAOHKIRL, IIRRE, RRWIE, RIS A (K-

P W, Ik E A e ZEEER . VRN, RIEHE R REEIK
IR AR RN, DT BT

AL FRBSE R IRAT F R R 2 — - B ANHEEREM—T 8, SEAFZEIR
% o IREAETRIRIT A AT A Y

WP B—kEE T REREIL, BRI REZ] - B LR, B
W, AFVINZ, EEABEANIRE, B ASELIRR .

AL {HIE R R E 208IE Y, AR AR T =MABRRAMT 22N - RESI/)
iz, BEAEMT AFARLRBERITE?

P o, FRORE SRR B T | SR EHCEI N HE, Bl B2 EEEE K-
W, IRBEANRELA AR — LBl I A BB B A5 R

AL FIRALB BN SRR AITERS - RIBIRAIEIHERITERS, B (Can’t Stop the
Feeling) X EHHRE SR, ERIEHENIR, FELLALEBBII FEIHTE ) -

A FAE4 A 27 H AR R 8B 2R AT ZaZ A, X A AL TR E KXY 7 Ques-
tion: On April 27, I talked to you about a city I had traveled to. In which country is this city located?

#2. F[E - / Translated Ground Truth Reference: Thailand.
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Long Story Summarization

"Prompt: NHEE— N/ MNETIE, EIREEEE S HAEMARE, A2 AR N
The following is an excerpt from a novel. Please read it and write the corresponding summary. Do
not output any other content:

*Context*

ER E-GRBERRT, ZREMFTEE SRS S BRE, Med B
SUE AR RIEREA o SRR, (B S SR BE AR R AR T R IR RE 2 R JE AR R B It
B, SEWGFRIR . MITAERTHEERCEEE, RS EmRpEMI], mEEsEs
B B AL IR E B, LR R A B UL FE Mk B TRk,
T 52 11 SR 5 o DU 2 ) £ DT X035l 1 i PRl 22 At « 22 2R Je ot s | B e s A b i 5%
BT, (ERAAEMATE R N IR T . AT RE RGBT AR I EUECR AN, R
WA DN, A RREZS 1% - / Transalted Ground Truth Reference: During a key
battle, Antony and Canidius commanded their respective armies, while Taurus also led his. The
battle was fierce, but when Cleopatra suddenly fled during the battle, Antony followed her in
retreat, causing the battle to fail. They fled to the Peloponnese, and Scarrus decided to follow them,
while Canidius chose to join Caesar. In Alexander’s palace, Antony in despair urged his followers
to flee and blamed herself for running away, while Cleopatra, encouraged by her servants, tried to
comfort him. Antony condemned Cleopatra’s escape but eventually forgave her at her request.
They decide to send their children’s headmaster to sue Caesar for peace, and despite the uncertain
future, they decide to enjoy a feast.
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Stacked News Labeling

"Prompt: FEHZE—THIEIIE . BOFEBT (FF. &K, KE, BT #HE.
B, IR, BHR, W] XU RAIRIIE — D RA B TR H Fi 135 B B By
BRI, RHAEECy: BrEL ERIE I \nEE2, KAIZ2\n L \nfTEIN, EHIENT.
FEUIR: / Below is a list of news. Each news belongs to one of the nine categories [sports,
entertainment, home, real estate, education, current affairs, games, technology, finance]. Please
judge and output the category of each news in order. The output format is: "News1, Category
Name 1 \n News 2, Category Name 2 \n ...... \n News N, Category NameN". The list of news is as
follows:

HTIE 1

Z-— i (et MM P T RN A SO R R) WE HElEE, PEEHN: 46°FKk—
J&, 80-98FKMfE, 112-125FK=JF, Hh63007T/ FK, 201247 A A fE . T H AL TH
P T YERE A S A T 300K 558 R AR ..

HlE2:

bEE E R K BEIRT, EEmEHEE 2 mR, WEITHFRITRER T, EEERIE
). EREM TS EEEY, REREA LRV ENMNEREARE, 5 REFCEH
BATHECARA—NERBEBEOREZSNE . FLEWEN, FFRE TR~ &, 3R
B TATRN R 2 I E A ANTRUAE 77 ~ O RIREFIZ AT, WSE AT — & B IR ET
1 MR, DA RN, NIEE & OB ETE 2 - ZEEREIRZ PR, &
V8 L R SRR TE . ...

HiE3:

&, ZLES, ERAERR, LT WASKEOER T R NIEER\E, X MEER
s TR AR EE - SR, WA TIRIETF HSRREE S LKL T B = AT B Al
NEGEENEREEES - 2000ERBRIZS, LF WK E FIXHEANFIZS, NN
SHMRAESHEMASETRENERENS, LA, @@L T RSN
HA MR BREFI R EE. ...

#22 (Ground Truth Answer): "¥[E1: F7= \n FE2: F/E \n FHE3: FF"
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Stacked Typo Detection

Prompt: | & —#/NMIAKZ MBI, BB EBIEIDLL BIENE - HEEE+
AR T, BYEBEEBME—MERT ., LB 75 ERMERMNTRE - 5%
MBI B AT, s Ul BORID, 1T, IERRT . ARIBVAIDABATAF
BEA - Blan, — A RFlEtE 4, B, W8, M, e ZonFlE BT RR
FEID AR, 8537 0, IEMT ROV 5 TATFRORMEID N8HIBIE F, 5T
T, BTN A . /NREIZ DB W / Below are multiple paragraphs of a novel,
each paragraph contains the paragraph ID and paragraph content. Some paragraphs have no typos,
and some paragraphs have only one typo, which has the same pronunciation as the original correct
Chinese character. Please output the typos in the order of the paragraphs. The output format is:
paragraph ID, typos, and correct words. Different paragraph IDs are separated by line breaks:

BID: 1
TRAK—DEDTHAMEZ WAL, —IBERREMERAAE . TRABE, 4
MTEINT 220, Ak AEm, JEE T EEMEE . BENELEENMETARE, 1
TEHERS IR, LTI, 955 T SRIAIRCER -

BXI&ID: 2

WRZIE, FEBELTHRME: FEHELECKEFIE NI AED, FTEAE LA
SLKHE, BIRAB T —HNES . BEROMGTARER, X —BEE+REHERERA
B, —MAMFFAEE . XEERA, WRIGERIEE SRR, AR, WEEXK
BHEIZEANEESIR, EARNFE ANEFAREY; BTN, BR—EBA gL,
B “MAERGNOR, EAMEILREF...... JFORER B FME LT,
JR R HAE R TR 288 A Sk i 1IE 20w A\ BE & FOTEIR -

B&ID: 3

FANDT, BATF T RIA SR AR, A BT R TRAK—AMM R G 1RkE A
LI EALR T, —A T8, BEWEE, JSBIRANE, BE—ak b, R
EX IR B ER - XA, HEMEHEAMTE, WEREAKEEEE, JEEW
PR TCH S | At SEAE AR DR o MR TN RO < ERREIEIX 2 IR
KEIEIMEE, SRS TER ! " KE—RERRIAT, MR FRERE T+
Ak b, #EREL, WIRFLATAEXE A 2L, F AR MR BRI T —
B, KRB SICHERIRIG, B ME s AR R T - AREE M A EETH AR &K
FEE, ¥ E—HEE, 5T BT, SR EOREE, el DEKESS £ - iXEE, fRe
ZENEELBEE—ERARE XA ERIEE, KRR BSP-Fiig 2, s
ML RSP E - RE LRI T -

# 2 (Ground Truth Answer): "1,3, {E\n3, i, -
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Key-Passage Retrieval

Prompt: 15 52BN [ JSON X 8@ SR NA(E « Far i DB, Ak AR HAd
N5 o JSONEUIEUI T - / Please extract the value corresponding to the specified key in the
JSON object below. Only the value of the corresponding key is output, and no other text is output.
The JSON data is as follows:

"0k 1PyHdRje6nV4WVddvIGKpCX3YaOyUA": " (LM FES) , RICEHE Pz AL
fihde, YT (CRIERD) SKE8EER, W0k USRI RE ST HE R 7L - RIS S
NEMERZHE], NENBEIRENHRTIEE. RG2S SEE - W X
1B~ FHEZEANEE hZA/EE, BEEkk.

"OEZS5B8btsIDxeQtsSNPLnIMRPhuZ4eys": "% : 2ihE L0 HH WG, s &tiE s
EANBOMEHE F, RMEEREARFHNEHNSZSEE . HHMERESTEE,
mA6K, JEEEFASK, YR FREOLSNESR, EeW AR aigERL
o, IR PR R TR B .
"Smy23rCOVAD4NvwbyKXIXeSKmSFgz0On": "7 JE B & FhF AL A HIE TRK
)& 2 TR IRV SLER AL &R F Tk i 78 2L R iR B 2 Otk T2 7E i UG B A0 &tk b
B TR AR &L H 7 B X AR TR T AR — B B e R E i T Tl
A2 B RGN B T IR TERE 2 0 R R R B 54007 T i RL ~ &7

¥ (Key): Smy23rCOV4Dj4NvwbyKXIXeSKmSFgz0On
{E (Value):

% 2 (Ground Truth Answer): 79 J& B HH )& FF Tl A =B HH TR RO B I

B OLIRA A ST TV T B R R B s fksH T2 AEm e EM EE TR A
JEANER =1 L H T B KA B HT N YK T AR — R B R R B T D AR E KR
W2 C R TERE 2 AN S KBS 7 LR R - & -
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Table Querying

Prompt: THARTE T FI 2 FAS N BRI E L8 BRI, FA%IMarkdown {3 - 78 H R ]
FIRERE S, BRI Z AN E s H EA N 2 - FASWIN . / Please answer the given questions
based on the contents of the following multiple tables. The tables are in Markdown format. Please
return the answer to the question directly and do not output anything else. The tables are as follows:

FH%-191924:

TR AL IR PA I A5,

Athelstone Recreation Reservel1989IUnknownl [E [R5 1T1Athelstone

Byrne Parkl19511Anthony Brevildt. /7 % /& [Port Pirie

O’Sullivan Beach Sports Complex|1997Aldo Maricicl g i #3720’ Sullivan Beach
Karingal Reservel1970/Ben Dalel P4 & &|Seaford

Karbeethan Reservel1978/John Duthiel 5 #/]|Evanston

A A Bailey Recreation Ground|201 11Alan Paicel3{ff Bl /R 45 HEN 2 ER1E R FFIClarence Gardens

FH%-171426:

FEIRIE IR S g iade NI IR I EUAE

Re-elected|1982IRonald D. Coleman (D) 57.4% Jack Hammond (R) 42.6%If% 57, [ 7 M|
16IDemocraticlRonald D. Coleman

Lost renomination Democratic holdl1966lAlbert Bustamante (D) Unopposed!f& T = Hff /i
23IDemocraticlAbraham Kazen, Jr.

Re-elected!1976/Sam B. Hall (D) Unopposed/f 57, i1 M 1IDemocraticlSam B. Hall

Lost re-election Republican gainl1982/Dick Armey (R) 51.3% Tom Vandergriff (D) 48.7 %/ 75 7=
1M 26|DemocraticITom Vandergriff

Re-elected|1961/Henry B. Gonzalez (D) Unopposed!fZ 57 F= 7 /I 20IDemocraticlHenry B.
Gonzalez

Re-elected!1978IMartin Frost (D) 59.5% Bob Burk (R) 40.5%# 5L 5% 57 24IDemocraticlMartin
Frost

Re-elected!19801Jack Fields (R) 64.6% Don Buford (D) 35.4%|15 57 % 7 /| 8IRepublicanlJack
Fields

] & . 75 R AE-1714267 , XX — 51 B E 5w 5% B 0 2070, <A X — 3]
HE 2 /D7 / Questionos: In table-171426, when the value of the "[X" column is "f5 5T, i 57 1
20", what is the value of the "¥/£" column?

%22 (Ground Truth Answer): Henry B. Gonzalez
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