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Abstract

Contrastive decoding (CD) (Li et al., 2023) im-
proves the next-token distribution of a large
expert language model (LM) using a small am-
ateur LM. Although CD is applied to various
LMs and domains to enhance open-ended text
generation, it is still unclear why CD often
works well, when it could fail, and how we
can make it better. To deepen our understand-
ing of CD, we first theoretically prove that CD
could be viewed as linearly extrapolating the
next-token logits from a huge and hypothetical
LM. We also highlight that the linear extrap-
olation could make CD unable to output the
most obvious answers that have already been
assigned high probabilities by the amateur LM.

To overcome CD’s limitation, we propose
a new unsupervised decoding method called
Asymptotic Probability Decoding (APD).!
APD explicitly extrapolates the probability
curves from the LMs of different sizes to in-
fer the asymptotic probabilities from an in-
finitely large LM without inducing more infer-
ence costs than CD. In FACTUALITYPROMPTS,
an open-ended text generation benchmark, sam-
pling using APD significantly boosts factuality
in comparison to the CD sampling and its vari-
ants, and achieves state-of-the-art results for
Pythia 6.9B and OPT 6.7B. Furthermore, in
five commonsense QA datasets, APD is often
significantly better than CD and achieves a sim-
ilar effect of using a larger LLM. For example,
the perplexity of APD on top of Pythia 6.9B is
even lower than the perplexity of Pythia 12B in
CommonsenseQA and LAMBADA.

1 Introduction

Contrastive Decoding (Li et al., 2023) (CD) is
a simple heuristic that uses the logit of a small
LM (amateur LM) to improve the logit of a large

“The work was mostly done at Amazon.
'The code will be released at https://github.com/
amazon-science/llm-asymptotic-decoding

Input Context
Question: What animals can fly without a backbone?
Fact 1: Invertebrates lack a backbone. A
Fact 2: Bees are a kind of flying invertebrates. @}}
Answer: __
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Figure 1: Given a simple question with clues for which
a tiny amateur LM could provide a correct answer, con-
trastive decoding (CD) could have a “obvious blindness”
(i.e., assigning a higher logit to an uncommon answer
Invertebrate than the most obvious answer Bees). In
contrast, the proposed asymptotic probability decoding
(APD) correctly assigns the highest probability to Bees
by leveraging the probabilities from multiple LMs of
different sizes to extrapolate the probabilities from an
infinitely large and hypothetical LM.

LM (expert LM).? The potential of CD has been
demonstrated in various open-ended text genera-
tion tasks (Li et al., 2023) and reasoning tasks us-
ing the expert LMs up to 65B (O’Brien and Lewis,
2023). Several variants are also proposed to reduce
toxicity (Liu et al., 2021), improve factuality in
NLP tasks (Chuang et al., 2023; Zhang et al., 2023;
Shi et al., 2024; Sanchez et al., 2024), text evalua-
tion (Lu et al., 2024), and vision tasks (Wan et al.,
2024). However, due to the insufficient theoretical
understanding of CD, it is difficult to identify and

%Since the amateur LM is easier to fail, CD adjusts the
logit of an expert LM by subtracting the logit of an amateur
LM, so a lower amateur’s logit implies a higher output logit
of CD. Using Figure 1 as an example, CD produces a large
logit for Invertebrates because its amateur’s logit is low.
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overcome the failure modes of CD, which hinders
its wide applications.

Scaling law demonstrates that language models
(LMs) are able to generate more factual next to-
kens as their sizes increase (Kaplan et al., 2020;
Lee et al., 2022). However, their growing energy
consumption and costs limit their further applica-
tions (Strubell et al., 2019; Lacoste et al., 2019;
Kaack et al., 2022), necessitating techniques that
can reduce LM model sizes without compromising
their superior performances. In this work, we the-
oretically demonstrate how contrastive decoding
(CD) addresses this LM size-reduction challenge
using a simple linear extrapolation. The theory
also helps us to identify the limitations of CD and
propose APD, a more factual decoding method.

First, we discover that CD actually uses the tiny
amateur LM to help the large expert LM infer the
logit of a huge and hypothetical LM. Specifically,
the logits from CD could often be viewed as a lin-
ear extrapolation of the logit curves from the expert
LM and amateur LM. The finding explains several
prior empirical observations and also reveals weak-
nesses of CD. For example, CD tends to neglect
the most obvious answer and overemphasize less
likely answers in its output distribution instead. We
call this tendency “obvious blindness”. The rare
answers could sometimes degrade the generation’s
factuality. For example, both amateur and expert
LM in Figure 1 can identify that Bees is the most
clear answer suggested by the clues but only the
expert LM realizes that there are also some other
possible answers such as Invertebrates. Then, the
aggressive linear extrapolation of CD makes In-
vertebrates become the most probable next token.
This is not a totally factual answer because many
invertebrates cannot fly.

Motivated by this theoretical explanation, we
propose a novel decoding method called Asymp-
totic Probability Decoding (APD). APD predicts
the asymptotic probability from a hypothetical LM
with an infinite size. By explicitly modeling the
changes of the next-token probabilities as the size
of LM increases, APD is able to output the cor-
rect probabilities for both easy/common and diffi-
cult/'uncommon answers. For the example in Fig-
ure 1, the probabilities of Bees and Invertebrates
are both increasing as the LM becomes larger. By
leveraging the probabilities of mid-size LMs, we
can reasonably infer that Bees should still receive
a larger probability from a huge LM than Inverte-
brates. Finally, modeling the probability curves for

many next tokens on the fly is too time-consuming,
so we fine-tune an amateur LM such that the output
probability of APD is close to asymptotic probabil-
ity, which makes APD as efficient as CD.

The main goal of our experiments is to check if
APD can further improve the factuality compared
to CD. We choose our expert LMs and amateur
LMs from the LLM families that provide smaller
LMs, including Pythia (6.9B, 70M) (Biderman
et al., 2023), OPT (6.7B, OPT 125M) (Zhang et al.,
2022), and Qwenl.5 (4B, 0.5B) (Bai et al., 2023).
By comparing different sampling methods in FAC-
TUALITYPROMPTS (Lee et al., 2022), we demon-
strate that APD consistently and robustly outper-
forms CD with the best temperature and other state-
of-the-art distribution modification methods such
as DoLa (Chuang et al., 2023) and temperature
sampling (Ficler and Goldberg, 2017). After being
combined with dynamically adjusted top-p sam-
pling (Chang et al., 2024), our method can help
Pythia 6.9B to simultaneously achieve the factual-
ity of top-p sampling (Holtzman et al., 2020) with
p = 0.4 and diversity of top-p with p = 0.7.

We also compare the perplexity of APD and
CD using seven datasets. We found that the im-
provement gap is especially large when CD makes
more mistakes on easier tasks. For example, in
LAMBADA (Paperno et al., 2016) and Common-
senseQA (Talmor et al., 2019), APD on top of
Pythia 6.9B could achieve a similar or better per-
plexity than Pythia 12B, while outperforming CD
by a large margin. We plan to release our code to
reproduce the results after our work is accepted.

Our main contributions include
* We provide theoretical support for contrastive

decoding (CD) and demonstrate that our theory
can explain many prior findings from Li et al.
(2023); O’Brien and Lewis (2023).

* We propose a new distribution modification
method, asymptotic probability decoding (APD),
which addresses the “obvious blindness” of CD.

* We conduct extensive experiments, which indi-
cate that APD could significantly improve the
generation factuality of CD.

2 Contrastive Decoding as Extrapolation

First, we review contrastive decoding (CD) and
its justification. In CD, the probability of the next
token w for context c is determined by

exp(L¢P (w))
>z exp(LEP (z))’

PSP (w) =

ey
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Figure 2: Illustration of our proof for Theorem 1. Teal
bars are original logits, and red bars are the logits scaled
by1l— 4. L4 = [ALM _ [ELM Gd s the size differ-
ence of ELM and ALM in a logarithm space. We drop
the word w and the context ¢ in the notations of this
figure for simplicity.

where z is all the words in the vocabulary, and the
logit for the token w is

1
T

where LEEM and LM are the logit of the expert
LM (ELM) and amateur LM (ALM), respectively.
T is the softmax temperature of ALM. In the origi-
nal paper (Li et al., 2023), the effectiveness of CD
is mostly explained by removing the bad distribu-
tion of ALM from the ELM. The explanation is
correct, but not specific enough to explain many
prior empirical findings in Li et al. (2023); O’Brien
and Lewis (2023).

Here, we provide another intuitive justification
of Equation (2): ELM and ALM usually come
from the same LLM family and they are trained
on the same training corpus using similar hyper-
parameters, so their main difference is the model
sizes. L¢P (w) would be smaller when LEZEM (1)
is small and LM (w) is large. In this case, it
means that the LMs’ logits are decreasing for the
token w as the LM’s model size increases. We can
reasonably infer that the larger LM will output an
even smaller logit if the trend continues. Thus, CD
actually infers the logit of a larger LM by subtract-
ing LAM (w) from LEM (w). We describe this
intuition in a formal way next.

LEP (w) = LEFM (w) — —LMM(w), ()

2.1 Theoretical Analysis

Theorem 1. If
a) the ALM’s temperature T' > 1, and

b) the logits of LMs and the logarithm of the LM
sizes have a linear relationship, then

the logit of contrastive decoding (CD) for the
token w LEP (w) = (1 — 1)LEEM (w), where
LHLM () is the logit of a LM with size s =
( (SEL]W)T ) ﬁ

AL

Setting 7" > 1 for ALM is effective in various
tasks (O’Brien and Lewis, 2023), so our first as-
sumption often holds in practice. The linear re-
lationship means we can always draw a line to
connect all the logits from LMs with different sizes
as in Figure 2. Since T is a global hyperparameter,
LEP (w) is the logit of HLM using the temperature

T

T-1°

Proof.
LEP (w) = LE (w) = Z LA ()
— (- %)LCELM(w) n %(LCELJVI(w) — LALM (1))
= (1= DEEM () - L L w)) ®

From Figure 2, we can see that the size differ-
1
ence between HLM and ELM should be —ZS¢.

=

1

log SHLM — log sEIM . T I s?
-7

— log SEL]M + T 1_ 1 (log SEL]\/I _ log SALM)

— L lO SELIW _ L 10 SALM

T—1% T-1
1 SEL]VI T
= o oa(C ) @

2.2 Implications of the Theorem

Our theory explains several prior findings and pro-
vides insights into CD’s limitations.

Why does CD generally work well? Li et al.
(2023); O’Brien and Lewis (2023) show the empiri-
cal success of CD across various domains and LMs.
From the perspective of Theorem 1, the source
of effectiveness relies on the validity of the linear
extrapolation for the individual token logits.

Why is the best temperature task-dependent?

The different downstream applications often have
different optimal temperatures T of ALM in the
CD (O’Brien and Lewis, 2023). We hypothesize
that the linear relationship assumption in Theo-
rem 1 is often violated in some downstream tasks.
For example, in the commonsense task of Figure 1,
the LLM with the size of the HLM should not have
a large logit for the word Invertebrates. Thus, it
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could be more appropriate to use a larger 1" for
these tasks, which makes the size of HLM closer
to the ELM and thus reduces the aggressiveness of
the extrapolation.

Why does CD prefer a large size difference?

The experiments in Li et al. (2023); O’Brien
and Lewis (2023) show that CD usually works
better when the size difference between ALM and
ELM is larger. Figure 2 provides one explanation:
Given the same T, a larger size difference Sy
increases the size of HLM; the observations on a
longer x-axis range could often support further
extrapolation. Moreover, a smaller ALM is less
likely to answer the simple questions correctly, so
the problem in Figure 1 is less likely to happen.

Why does CD use LMs from the same family?
Li et al. (2023); O’Brien and Lewis (2023) choose
to use the smallest LM from the same LLM
family as the ALM. Our theory supports the
choice and suggests that when ALM and ELM are
trained on different corpora, CD would reverse the
tendency or bias of ALM. For example, if ALM is
more much likely to mention Biden than Trump
compared to ELM, CD would output more Trump
than Biden, which might lead to the unfactual
sentence like “In 2020-2024, the USA president is
Trump”.

When could CD fail? The simplicity of linear ex-
trapolation in the logit space is both CD’s advan-
tage and limitation. If LAM (w) is very small in
Equation (2), LSP (w) might become very large
even if LETM (w) is still not large. For example, in
Figure 1, the ALM’s logit for Invertebrate might
be very small because it is a rare word in general.
The truncation/thresholding methods such as top-p
or a-masking (Li et al., 2023) filter out the rare
tokens with small LZ“M (w), which alleviates, but
does not completely solve the problem. After all, if
the thresholding method filters out too many next
tokens, the output would have a very low diversity.
This motivates us to propose a more sophisticated
extrapolation method to further improve CD.

3 Asymptotic Probability Decoding

We propose asymptotic probability decoding
(APD) to overcome the limitations of CD. In an
LLM family, there are often LMs with sizes be-
tween the sizes of the amateur LM (ALM) and ex-
pert LM (ELM). As shown in Figure 1, APD lever-
ages them to improve the extrapolation and models

: Testin
Contrastive —pcp =209,

Decoding (CD)

Softmax( LeLw - ; Laim)

"

o

Loss 3
Asymptotic

Probability =
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Context (c): Barack
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Figure 3: Fine-tuning ALM to predict the asymptotic
probability (PAF). During the training time, the pre-
dicted PAP(Kenya) and the empirical probabilities
from the LLM family {p(w|c, 65,)}_, are inputted into
an MLP. If PAP (Kenya) is too high to model the empir-
ical probabilities well, the probability curve outputted
by MLP would be far away from the empirical probabil-
ities and thus, incur a high loss 1 and loss 2. Then, the
resulting gradients would be backpropagated through
MLP and ALM and reduce PAF (Kenya). Finally, we
add a regularization loss 3 to control the changes in the
ALM’s logit output.

the probability curves instead of the logit curves
to avoid outputting a large probability based on a
very small logit from ALM (e.g., Invertebrates).
Furthermore, for those easy answers (e.g., Bees),
LEEM () and LM (w) are both high. APD can
extrapolate the high probability curve to output
a desired high probability while based on Equa-
tion (2), the CD might output a low logit.

To make APD as efficient as CD?, APD requires
us to fine-tune the ALM in CD such that the re-
sulting output probabilities would be close to the
asymptotic probabilities (AP) from an HLM with
an infinite size. However, we cannot get the ground
truth AP to supervise our model directly, so during
training on an unsupervised text corpus, we first
collect the predicted AP of the top likely next to-
kens and the empirical probabilities from the LMs
with different sizes. Next, as illustrated in Figure 3,
we use an MLP energy network (LeCun et al., 2006;

3t demands too much extra computational overhead dur-
ing inference to run a series of LM with different sizes and
conducting extrapolation for each possible next token.
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Belanger et al., 2017) to output a curve that is close
to the observed probabilities and would approach
the predicted AP as LM’s size goes to infinity. Af-
ter the training, the APD uses the updated amateur
LM (ALM’) in the same way as the CD to produce
the next-token distribution:

pCAP(w) _ eXP(L;ELM(w) - %L?LM/(W)) . 6)

> exp(LELM (x) — F LAEM (x))

We provide more details of our procedure of train-
ing ALM’ in the follow subsections.

3.1 Training Setup

Given that we have a LLM family containing M
models with sizes s1, ..., s)s in a logarithmic scale,
we use {0, ,0s,, ...05,, } to represent the (parame-
ters of) LLMs. The largest LLM that can fit into
our GPUs is 6;,,, so we use 0, as our ELM and
05, as our ALM.

On our training text corpus, we run the
LLMs in the family to collect their probabilities
{p(wlc, Bs,)} ;. Storing the probabilities of all
possible tokens is not feasible, so for each context
¢, we select a set of tokens A, including the 20 to-
kens with the highest ELM probabilities and some
randomly sampled tokens with smaller probabili-
ties. We normalize the probabilities so that their
summation within A, is 1, and only keep their nor-
malized probabilities for training. After all, most
tokens with small ELM probabilities are often trun-
cated during inference time by thresholding meth-
ods such as top-p sampling.

To reduce the training cost and avoid overfitting
the training data, we choose to only update ALM.
One simple but suboptimal approach is to first train
a curve prediction model that extrapolates the AP
using {p(wlc, Os,)}; and then train ALM to en-
courage the APD to output AP. Instead, we propose
to merge the two training stages together and jointly
optimize the ALM and curve prediction model in
the next subsections.

3.2 Curve Parameterization

To model both increasing or decreasing curves us-
ing the same parameterization way, we propose
a preprocessing step R(-) that flips the probabili-
ties if the probabilities increase as the model size
increases. Specifically, we compute

5, AP

(P (W)} U{p (wle, 65,) i1 = R(Q)

1fp(’lU|C, 931) 2 p(’w‘C, GSN)

_ Q
‘{ (1-ppeQ) ow - ©

Algorithm 1: Fine-tuning ALM’

Input :LLMs ({s,},), including ALM (Amateur
LM) and ELM (Expert LM), and Training
Corpus D

Output : ALM’

1 Compute {p(w|c, 8s,)}_, (Probabilities of N LLMs
in D), LAXM (w), and LELM (w) (Logits of ALM
and ELM in D)

2 Initialize ALM’ < ALM

3 foreach batch B in D do

4 | foreach context cin B do

foreach w in A. (top tokens of ELM) do

Predict asymptotic probability P27 (w) using
ALM’ and Equation (5)
7 {Pw,e(si)}y « Fitting(MLP, PAT (w),
{p(w|c,0s,)}L1) // Function below

5
6

8 end

9 | end
1 | Compare {p(wle,0.,)}, with {puc(s)} Yy
using Equation (9) and (10)
11 | Regularize ALM’ using ALM and Equation (11)
12 | Update ALM’ and MLP to minimize the loss in
Equation (12) using backpropogation
13 end
14 Function Fitting(MLP, P27 (w), {p(wlc, 0,,)}1L )¢

15 | Reverse the increasing {p(w|c, 0s,)}L, and
PAT (w) using Equation (6)
16 | Predict decay curve parameters using the (reversed)
probabilities, MLP, and Equation (8)
17 | Predict {ﬁw,c(si)}fil of N LLMs using the curve

A A
parameters, P’ P (w), and Equation (7)
18 | return {fu, (s:) 1y

where @ = {PAP(w)} U {p(uwle,0,,)}Y, and
PAP (1) is the APD’s output from ELM and ALM’
using Equation (5) and T" = 1.

After flipping, we use a simple exponen-
tial function to model the decay trends from

{p’(w[c, esi)}i]\il:

5, AP

ﬁw,c(s) =P, 7max(07bw,c(57dw,c>>’ %)

(W) + aw,ce
where py, (s) is the predicted probability given
the model size s in a logarithm scale, ay ¢, bu,c,

dy, are all positive parameters, and P fp(w)
is the (flipped) output probability from Equa-
tion (6). Besides, P’ ? (w) is also an AP because
iy s 00 Puc(s) = PP (w).

We choose a simple feedforward neural network,
a 4-layer MLP (multilayer perceptron), for mod-
eling the probability curve for each token w. The
MLP takes the empirical probabilities and the pre-
dicted AP as the inputs, and outputs the parameters
of the probability curves:

Qw,c, bw,m dw,c = MLP (ﬁ/fp(w)a {pl(’w‘Q 051)}7{\;1) .
(3)

8507



3.3 Loss Functions

Our first loss computes the square root of the
mean squared error (MSE) between the probability
curves Py (s) and the (flipped) empirical probabil-

ity observations {p’(w|c, 05,)} ¥ 71

N—-1

1
L, = J m Z Z Z (p/(w|cv 0s;) — f)w,c(si))2v

c€EBwEAc i=1

)
where B is the training batch, A, is top token candi-
dates of ELM, the normalization term Z = | B|| A.|.
Notice that, unlike a typical regression model, the
goal of MLP is not predicting {p/(w|c, 0s,)} ',
which has been seen in its input. Instead, the
MLP could be viewed as an energy network that
checks the quality of APD’s output PAF (w). If
PAP (1) is not good, MLP cannot output a good
curve Py, () that is close to all the empirical prob-
abilities {p'(w]c, s,) }x 1"

We found that only using the MSE loss often
leads to an overestimation of PAF (w) from a de-
cay curve as illustrated in Figure 3. When the prob-
abilities are decreasing, the AP should be smaller
than the probability of ELM p/(w|c, 65, ). Thus,
we impose the second loss that pushes down the
curve when its predicted probability of ELM is
higher than the ground truth:

Lo = % Z Z max (0, Pu,c(sn) — p'(wle, Os ).

ceEBwEA.

10)
We also use the square root here to emphasize the
small probability differences.
Finally, we add a regularization term to control
the logit changes of the ALM’.

Ly= |2 50 S0 (LA (w) — LA @)*. ()

ceEBwEA,

Without the regularization, we found APD tends
to output a trivial solution, where LAXM / (w) =0
and PAY (w) = p/(wle, b5y, ).

We combine all the terms as our final loss func-
tion for training ALM’ and MLP

Loss = L1 + AoLo + A3sLs (12)

We fix Ay to be a large number 10. Different LM
families have different logit value ranges, so their
optimal A3 are different. We fix A3 to be 0.8 for
Pythia, 0.4 for OPT, and 1.0 for Qwen in all our
experiments except for the ablation study.

In Figure 3, we show that the gradients would
flow through MLP and ALM’ to make APD output

the better asymptotic probability. Our training al-
gorithm for 1 epoch is summarized at Algorithm 1.
During testing, we just replace ALM in CD with
ALM’ without running MLP. That is, APD can con-
duct a more sophisticated extrapolation than CD
without increasing its inference cost.

4 Experiments

In many applications, factuality is arguably the
most important aspect (Huang et al., 2023). It is
especially difficult to improve factuality in general
domains without increasing LM’s size, training
LMs on more high-quality data, or adding more
information into the context (Tonmoy et al., 2024).

Figure 1 shows that CD might assign a lower
probability to the most obvious answer. In open-
ended generation tasks, this could cause suboptimal
factuality and diversity. Furthermore, this could
degrade the quality of answers in the question-
answering tasks. Thus, we focus on these aspects
in our evaluation.

In all experiments, APD is trained in a very small
training corpus, just 1M lines (1.6%) in Wikipedia
2021, to test the generalization capability of our
method. Pythia, OPT, and Qwen LLM families
are the ideal test beds because they provide several
smaller LMs of different sizes. Hence, we select
de-duplicated Pythia 6.9B and OPT-6.7B as the
ELM (6, ) and Pythia 70M and OPT-125M as the
ALM (0, ). The results of Qwen-1.5 are presented
in the appendix.

4.1 Open-ended Text Generation Evaluation
using FACTUALITYPROMPTS

FACTUALITYPROMPTS (Lee et al., 2022) is an
open-ended text generation benchmark that pro-
vides 8k factual sentences and 8k non-factual sen-
tences from Wikipedia as prompts. Given a prompt,
a good decoding method could output factual and
diverse continuations.

Metrics: Evaluating the factuality of the generated
text on a large scale is a challenging task. Lee
et al. (2022) propose to measure the ratio of the
named entities that are not mentioned in the rel-
evant Wikipedia pages and call it named entity
error (NEgg). Besides, it also measures Entail g,
which is the ratio of generated sentences that are
supported/entailed by the sentences in the relevant
pages. In addition to the automatic retrieval-based
metrics, we also conduct expensive and small-scale
human experiments in Appendix C.1.
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Figure 4: Factuality evaluation of the open-ended text generation using FACTUALITYPROMPTS. The x-axis is a
diversity metric (dist-2) and the y-axis is a hallucination metric (NE g ), the ratio of containing potential hallucinated
entities in generation, so the curves closer to the lower right corner are better.

Each decoding method would generate 8 differ-
ent continuations given a prompt. Then, the gen-
eration diversity of the method is evaluated by the
ratio of unique bi-gram (Dist-2) (Li et al., 2016)
and the ratio of generating continuations with se-
vere repetitions (Rep) (Holtzman et al., 2020).

Methods: To simplify our experiments, every
method uses sampling as in O’Brien and Lewis
(2023) rather than beam search. Every sampling
method is denoted as “distribution modification +
thresholding”. The distribution modification meth-
ods we tested include LLM (i.e., the probabilities
from the ELM), CD, APD, DoLa (Chuang et al.,
2023), and softmax temperature adjustment (Fi-
cler and Goldberg, 2017). We fix the T" of ALM in
APD to be 1 while select the best T" for CD from
{1,1.33,2,4, 10}.

We conduct a series of ablation studies to verify

our design choices. First, APD uses A2 = 10 and
A3 = 0.8 by default in Equation (12) for Pythia.
To verify the effectiveness of each loss term, we
individually set Ay = 0, A3 = 0, A3 = 1.6, and
A3 = 5. Second, to check if APD could still be ap-
plied to the LLM families without many different
model sizes, we test four combinations of train-
ing Pythia (70M, 1B, and 6.9B). Finally, APD no
rev removes the reverse function in Equation (6)
and allows negative a,, . in Equation (7), APD
0.5IDI uses only half of our training Wikipedia, and
APD logit applies the exponential decay function
in the logit space rather than the probability space
in Equation (7).

The thresholding methods could increase the fac-
tuality by filtering out the unlikely tokens from the
ELM at the cost of lower diversity. We test the
following thresholding methods.
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NA: No filtering for temperature sampling.

a: The default filtering method used by CD (Li
et al., 2023; O’Brien and Lewis, 2023).

* Top-p: A widely-used method for controlling the
generation diversity (Holtzman et al., 2020).

Top-p k£20: Combination of top-p and top-k sam-
pling (Fan et al., 2018). The k is fixed to be 20.

REAL: A method that dynamically adjusts the
threshold in top-p sampling (Chang et al., 2024).

Results: Across the thresholding methods, LLM
families, and the whole diversity spectrum, APD
achieves consistent factuality improvement in Fig-
ures 4a, 4b, 4g and 4h, and Table 1. Figures 4c
and 4i indicate that the improvement cannot be
achieved by tuning CD’s temperature. CD’s im-
provement in OPT over Top-p sampling is much
smaller compared to Pythia, which indicates the lin-
ear extrapolation assumption is less valid for OPT,
while APD achieves larger improvements for OPT
than Pythia by fixing the problems of CD.

We report our loss ablation study results at Fig-
ure 4d, which verify the importance of each term
in Equation (12). The degradation of A3 = 5 sug-
gests that our improvements cannot be achieved by
only using the regularization term and our improve-
ments indeed come from modeling the probability
decay. Figure 4e shows that APD performs better
as we have more LMs with different model sizes
in the LLM family. Nevertheless, APD 70M-7B
is still better than CD using only ALM and ELM
without any mid-size LMs, which makes APD even
more practical. The worse performances of APD
1B-7B highlight the importance of having smaller
LMs in modeling the exponential decay curves.
In Figure 4f, APD 0.5IDI performs slightly worse
than APD, which suggests a small training corpus
is sufficient but larger ones could further expand
APD’s improvement. Finally, the worse factualities
of APD logit and APD no rev verify our choice of
modeling the decay curve in the probability space.

4.2 Distribution Evaluation using Question
Answering Datasets

Another way to evaluate the factuality of the next-
token distribution is through question answering
and checking which distribution assigns a higher
probability to the correct answer(s). The evaluation
method allows us to analyze APD’s improvement
gap in various domains and settings.

We compare APD and CD using the follow-
ing 5 popular commonsense QA datasets, includ-

Factuality Diversity
NEgr (1) Entaily Dist-2 Rep ()
p=0.8 43.28 540  29.73 1.26
p=0.8 CD 4221 3.54 4857 0.4
Pythia p=0.6 CD 40.93 6.02 39.58 1.48
p=0.8 APD 41.13 4.47 47.44 1.46
p=0.6 APD 40.00 6.58 38.81 2.72
p=1 34.33 10.70  31.29 2.93
p=08 CD 38.20 756  44.13 0.78
OPT p=06 CD 35.96 11.66  36.12 2.49
p=0.8 APD 34.06 8.88 45.72 3.39
p=0.6 APD 32.29 13.38  36.99 5.15

Table 1: Comparing different distributions for top-p k20
sampling in FACTUALITYPROMPTS. All numbers are
percentages. APD is significantly more factual than CD
while having similar diversity.

ing LAMBADA (Paperno et al., 2016), Com-
monsenseQA (Talmor et al., 2019), QASC (Khot
et al., 2020), ARC (Clark et al., 2018), and So-
ciallQA (Sap et al., 2019). In QASC, we report
two results. One setting inputs only the question (Q
only) and another one also inputs facts (Q+Fact).

Evaluation Setup: The LLMs are evaluated using
a one-shot in-context learning prompt. We use
perplexity and accuracy of the correct answer(s)
as our main metrics. The mean reciprocal rank
(MRR) (Radev et al., 2002) scores will also be re-
ported at Table 5 in Appendix B.4. In each task,
the optimal T is different. We report the perfor-
mances of CD and APD using their best 7' from
Equation (1) and Equation (5), respectively.

CD and APD are applied to Pythia 6.9B and
the results of OPT and Qwen are reported at Ap-
pendix B.4. We also report the performance of
Pythia 6.9B (LLM 6.9B) and Pythia 12B (LLM
12B) to compare the APD’s improvement with
the improvement of roughly doubling the LM
size. APD on the fly is an ablation study that
removes the fine-tuning step of ALM’. The decod-
ing method first get {p(wlc, 6s,)} Y, from the N
LLMs. Next, it extrapolates the probabilities to
estimate the asymptotic probability and curve pa-
rameters in Equation (7) using gradient descent.
More details can be found at Appendix E.2.

To focus on the questions for which LLM is
highly likely to provide the correct answer, we
filter out the questions whose correct answers are
not ranked in the top 20 list of ELM (LLM 6.9B).
We choose 20 because ALM’ is mostly trained to
predict the probabilities of the top 20 tokens. To
make the comparison fair, we repeat this filtering
preprocessing using LLM 12B.
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LAMBADA CQA QASC ARC SociallQA
Q+Fact Q Only
ppl () ppl () acc ppl()) acc  ppl(}) acc ppl (M) acc ppl ) acc

LLM 6.9B 2.264 8.380 0.658 5702 0.856 8.127 0.621 4433 0.692 8.441 0.662

CD 2237 6.176 0.671 5693 0862 7.741 0.633 4375  0.699 7.595 0.688

APD 2.1321 5.8821 0.685 5.020f 0.874 7766  0.632 4310  0.698 7.378 0.691
Pythia APD on the fly 2281 8.245 0.660 5725 0866 8.106  0.620 | 4.464  0.694 8.299 0.665

LLM 12B 2.188 8.140 0.660 4783 0845 7.612 0630 | 4058 0.719 7.898 0.691

APD vs CD 138.52% 122.34%  650.00% | 73.30% NA  -4.86% -12.50% | 17.34% -4.17% | 39.92%  11.54%

APDvsLLM 6.9B | 173.68% | 1039.11% 1250.00% | 74.26% NA  70.06% 125.00% | 32.87% 20.83% | 195.88% 100.00%

Table 2: Perplexity (ppl) and accuracy (acc) comparison of one-shot QA using different decoding methods. The
LLM 6B and 12B use the original distribution from ELM, which is the most popular SOTA method. APD vs CD is
(APD - CD) / (LLM 12B - LLM 6.9B) (i.e., the ratio of improvement against CD and against doubling the model
size), and APD vs LLM 6.9B is (APD - LLM 6.9B) / (LLM 12B - LLM 6.9B). NA means LLM 12B is worse than
LLM 6.9B. CQA refers to CommonsenseQA. A lower perplexity is better. We highlight the best score among the

distributions from ELM, CD, APD, and APD on the fly. fAPD is significantly better than CD with p < 0.05.

Results: In Table 2, APD usually improves CD
significantly even though ALM’ is not trained on
commonsense question-answering datasets, which
emphasizes the out-of-domain robustness of APD.
APD performs similarly with CD if the prompt
only contains a question from QASC. However,
APD is drastically better than CD after we reduce
the difficulty of the question by inserting the rel-
evant facts into the prompt. Furthermore, our im-
provements on easier datasets such as LAMBDA
and CommonsenseQA (CQA) are also larger. This
also supports the recent findings that CD might
not improve the commonsense questions answer-
ing (O’Brien and Lewis, 2023). Finally, the sig-
nificantly worse performance of ADP on the fly
suggests that fine-tuning ALM’ makes APD not
only more efficient but also more effective.

5 Related Work

Besides simulating a huge LM as CD, linear ex-
trapolation could also be used to infer the output of
an LM trained on less toxic data (Liu et al., 2021),
an LM trained on more context (Shi et al., 2024,
Sanchez et al., 2024), an LM trained on less hallu-
cinated data (Zhang et al., 2023), an LM trained on
more preference data (Zheng et al., 2024), and an
LM with more hidden layers (Chuang et al., 2023;
Das et al., 2024). APD shows that an exponential
function can improve CD, so similarly, we might be
able to use a sophisticated extrapolation function
to improve these methods.

Scaling law shows that the global perplexity of a
larger LM could be accurately extrapolated by the
perplexities of smaller LMs (Kaplan et al., 2020).
For individual tasks, the performances of a larger
LM are also predictable based on the performance
of smaller LMs Srivastava et al. (2023); Ruan et al.

(2024); Owen (2024). In our work, we show that it
is possible to efficiently extrapolate the next-token
probability distribution of a larger LM.

Chang et al. (2024) propose REAL sampling,
which improves the factuality by extrapolating the
entropy of an infinitely large LM. Similar to our
work, Chang et al. (2024) conduct nonlinear ex-
trapolation across LMs model sizes. Nevertheless,
our motivations and methods are very different.
Furthermore, REAL sampling is a thresholding
method while our method is a distribution modifi-
cation method, and our experiment shows that they
are complementary.

6 Conclusion

Can a tiny amateur LM help a large expert LM infer
the probabilities of a huge hypothetical LM? Yes,
we first theoretically show that CD did that and
then propose APD to do even better. Our theory for
CD explains several prior empirical observations
and motivates the proposed APD. On the other
hand, the APD addresses the limitations of CD and
further supports our theoretical explanation. In our
experiments, we show that fine-tuning the amateur
LM on only 1.6% text of Wikipedia is enough to
boost the performances of seven QA datasets and
the factuality in FACTUALITYPROMPTS, judged
by both retrieval-based metrics and Mturk workers,
given the similar generation diversities.
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8 Limitations

First, APD requires a series of LMs of different
sizes that are trained in the same data for a similar
amount of time. Due to the trade-off between ef-
ficiency and quality, many state-of-the-art LLMs
have smaller counterparts, including GPT-4, Gem-
ini 1.5, Claude 3, and LLaMA 3. However, the
LLM families often lack the LMs smaller than 7B,
which is close to the largest model we can fit into
our GPUs. Thus, we are not able to test our meth-
ods on these powerful LLMs. Recently, Yang et al.
(2024) show that simple n-gram LMs could also
become good amateur models. This might alleviate
the existence requirement of small pretrained LM:s.

Second, ideally, ALM’ should be fine-tuned for
a long time on the same corpus for pretraining
ALM and ELM. Our ablation studies in Figure 4f
also show that a larger fine-tuning corpus indeed
improves the performance. However, due to our
limited GPU and CPU memory, we only fine-tune
ALM’ on 1.6% text of Wikipedia. Although the
limited amount of training is sufficient to make
APD outperform CD significantly, this prevents us
from comparing APD with CD on more tasks such
as reasoning or summarization.

Third, our ablation studies in Figure 4d show
that the performances of APD depend on the val-
ues of A3 and the optimal value is different for
different LLMs. Fortunately, we find that APD still
performs well in various QA datasets even though
its A3 is tuned for the validation set of FACTUAL-
ITYPROMPTS. This suggests that tuning the A3 is
needed when applying the APD on a new LLM
family but might not be necessary for new tasks.

Finally, our theory does not cover the case when
the T is larger than 1. Li et al. (2023) show that
the smaller 7" is beneficial to some creative writing
tasks and this observation cannot be explained by
our current theory.

9 Impact Statement

First, our work shows that it is possible to predict
the probability distribution of a larger LLM well
without extra training data or substantial computa-
tional cost. This finding suggests that the current
cross-entropy loss during pretraining may not be
optimal. We should be able to discover more effi-
cient ways to train our LLMs and save more energy
in the future (e.g., we might be able to train the
ELM to directly predict the asymptotic probabili-
ties).

Second, our theory and empirical results (e.g.,
Figure 4e) indicate that the effectiveness of CD and
APD depends on whether we have the LMs that are
sufficiently small in the LLM family and trained
using a similar setup. The result might encourage
the LLM developers to train smaller LLMs and
better control the training setup (e.g., using the
same training text order as in Pythia).

Third, the x-axis is the model size in CD. In other
variants of CD, the x-axis could be the amount of
hallucinated data (Zhang et al., 2023), the amount
of toxic data (Liu et al., 2021), or the amount of
preference data (Zheng et al., 2024). We should
be able to extend our theory and APD to these
applications as well.

Finally, we are not certain about whether the
exponential function could fit the probability
curves of other LLMs, especially after SFT or
RLHF (Ouyang et al., 2022). Besides, we haven’t
scaled up the training of ALM’ and the evaluation
of APD, so the out-of-domain generalization ability
of APD remains unknown. If the LLM developers
deployed our method without comprehensive test-
ing, it might output strange or even unsafe results.
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A Appendix Overview

We first visualize the probability predicted by APD
and compare more methods using more metrics
in Appendix B. Then, we conduct a human exper-
iment and evaluate the creative writing ability of
APD in Appendix C. Finally, we provide the details
of our methods in Appendix D and the details of
our experiments in Appendix E.

B More Metrics and Analyses

Because of the page limit, we move visualization
and some results of FACTUALITYPROMPTS and
question-answering datasets to this section.

B.1 Asymptotic Probability Visualization

We visualize the top 1 token probabilities of the
Pythia family up to 6.9B in Figure 5. The input
text is President of the United States Joe Biden.
We can see that probabilities of CD T=1 (red lines)
are close to 0 at every position because amateur
LM could also predict the next token in this phrase
correctly. If we reduce the influence of amateur
LM by setting T=2 (green lines), the probability is
still far away from the actual empirical probability
curves (blue curves). Instead, the asymptotic prob-
abilities (orange lines) from APD could often be
closer to blue curves but sometimes farther away if
APD believes the probability is steadily decreasing
as the LM’s size increases.

B.2 More Results and Analyses from
FACTUALITYPROMPTS

FACTUALITYPROMPTS provides four main met-
rics: NEgR, Entail g, Dist-n, and Rep. Chang et al.
(2024) combine NEg R and Entail as Agg. Factu-
ality and combines Dist-n and Rep as Agg. Diver-
sity. We plot the Agg. Factuality versus Agg. Di-
versity in Figure 6, NEg R versus Dist-n in Figure 7
and Figure 8, and Entailp versus Rep in Figure 9
and Figure 10. We analyze the performances in
Figure 6 below.

Qwen: Figure 6m shows that APD is better than
CD when p > 0.4. The improvements are smaller
than Pythia and OPT probably because we can only
fine-tune ALM’ using Qwen-1.5 0.5B, 1.8B, and
4B*. The worse performances of APD 1B-7B in
Figure 6d implies that smaller LM plays a crucial

“Qwen has a larger vocabulary size compared to Pythia
and OPT, so 4B is the largest size we can run.

role in modeling the exponential decay and Qwen-
1.5 does not have the LLM that is smaller than
0.5B.

Ablation Studies: The similar performance of
A3 = 1.6 and the default value A3 = 0.8 in Fig-
ure 6¢ suggests that our performances are not very
sensitive to the hyperparameters. APD 70M-7B im-
proves CD by only using ALM and ELM probably
because of a better inductive bias (i.e., exponential
decay in the probability space is a better assump-
tion than the linear decay in the logit space).

DoLa: In the original DoLa paper (Chuang et al.,
2023), they recommend to get the amateur logits
from two subsets of layers: 0,2,4,6,8,10,12,14,32
or 16,18,20,22,24,26,28,30,32. We call the DoLa
using the subset that contains mostly the first half
of layers as DoLa + « and the DoLa using the
second subset as DoLa Last + «. Figure 6h and
Figure 61 show that selecting amateur logits from
the lower layers is much better but still worse than
top-p sampling.

Thresholding Methods: Figure 6a, Figure 6b, Fig-
ure 6i, and Figure 6] indicate that from best to the
worst, thresholding methods could be ranked as
REAL, top-p k20, top-p, and « according to their
performances in this benchmark. Hence, APD +
REAL achieves the best results and the new state-
of-the-art results according to Chang et al. (2024).

B.3 Decay Parameterization Comparison

In Equation (7), we parameterize the decay
curves using an exponential function. Follow-
ing Chang et al. (2024), we also evaluate the
~ AP
logistic decay function (Py,c(s) = P/, (w) +
Ay, c :
: )))) and factional polyno-

1+exp(max(0,bw,c(s—dw,c
~ A
mial (Chang et al., 2020) (P (s) = P/, P(w) +

d, dw.ck
(GRS + Yior sgr) and zue(s) =

max(1, by (s — dy,))) whose parameters are all
predicted by MLP.

In Figure 6e, we report the APD using the lo-
gistic decay function (ADP logistic), APD using
factional polynomial with K = 1 (ADP polyl)
and K = 3 (ADP poly3). The results show that
ADP logistic, ADP poly1, and ADP perform simi-
larly well while ADP poly3 performs worse. This
might indicate that the probability decay curves are
noisy and using fewer parameters could mitigate
this problem. The worse performances of APD
on the fly in the QA experiments also support this
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Figure 5: Comparison of empirical probability curves (blue) and probabilities predicted by APD (orange) and CD
(green and red). The next token w has the highest probability in ELM. The LLM family is Pythia.

hypothesis.

B.4 More Results from QA Datasets

In Table 3, we surprisingly find that the perplexity
of LLM 13B is worse than the perplexity of LLM
7B at CQA, QASC, ARC, and SociallQA. This
suggests that some training detail differences (e.g.,
batch sizes or training data order) between OPT 7B
and 13B affect their final performances. Since a
larger model does not necessarily perform better,
it is not surprising that APD sometimes do worse
than CD or LLM 7B. For Qwen-1.5, the results are
also mixed. CD and APD often perform similarly
compared to LLM 4B probably because the size
difference between ALM and ELM is too small
(0.5B vs 4B).

Besides commonsense QA datasets, we also
compare APD and CD using 2 reading compre-
hension datasets: MultiRC (Khashabi et al., 2018)
and SQuAD (Rajpurkar et al., 2016). In SQuAD,
we test the prompts with passage (Q+P) and with-
out passage (Q only). Table 4 shows that in Pythia,
APD is slightly better than CD, but CD is often
slightly better than APD in OPT and Qwen.

Table 5 reports the MRR (Mean Reciprocal
Rank) results, which only consider the rank of the
correct answer. The results are similar to perplexity

and accuracy. APD is generally better than CD for
Pythia and Qwen, while the results are mixed for
OPT.

Finally, compared to ELM LLM 6.9B/7B/4B,
APD on the fly does worse in perplexity but some-
times better in MRR and accuracy. This seems
to suggest that the estimated asymptotic probabil-
ities could improve the rank of tokens while their
absolute values are degraded by the noise in the
empirical probability decay curve. Fine-tuning a
small ALM’ and the regularization term in Equa-
tion (11) should be able to alleviate the problem by
reducing the noise.

C More Experiments

To make our results more complete, we also test
APD using human evaluation and story-writing
tasks.

C.1 Human Evaluation for
FACTUALITYPROMPTS

We adopt the Amazon Mechanical Turk (MTurk)
tasks from Chang et al. (2024), which ask the work-
ers to evaluate the factuality of the generated con-
tinuation in FACTUALITYPROMPTS using search
engines. The workers also need to label the infor-
mativeness, fluency, and overall. We collect the an-
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Figure 6: FACTUALITYPROMPTS results. The x-axis is the diversity and y-axis is the factuality metrics from Chang
et al. (2024). The curves closer to the upper right corner are better.
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Figure 7: FACTUALITYPROMPTS results using factual prompts. The curves closer to the lower right corner are
better. The average standard error of NEg g is 0.0038 and the maximal one is 0.0095.
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Figure 8: FACTUALITYPROMPTS results using nonfactual prompts. The curves closer to the lower right corner are
better. The average standard error of NEg g is 0.0040 and the maximal one is 0.0111.
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Figure 9: FACTUALITYPROMPTS results using factual prompts. The curves closer to the upper left corner are better.
The average standard error of Entail i is 0.0031 and the maximal one is 0.0095.
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Figure 10: FACTUALITYPROMPTS results using nonfactual prompts. The curves closer to the upper left corner are
better. The average standard error of Entailz is 0.0028 and the maximal one is 0.0086.
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LAMBADA CQA QASC ARC SociallQA
Q+Fact Q Only
ppl (}) ppld) acc | ppl(}) acc ppl(}) acc | ppl(}) acc |ppl(}) acc
LLM 6.7B 2.388 9.117 0.664 | 4994 0.851 8.094 0.604 | 4739 0.660 | 7.259 0.665
CD 2412 7.227 0.707 | 5.039 0.856 7.925 0.622 | 4.736 0.679 | 6.673 0.712
OPT APD 2.396 7.335 0.695 | 4985 0.860 7.911 0.622 | 4701 0.676 | 6.691 0.690
APD on the fly 2414 8.846 0.664 | 5.040 0.860 8.090 0.630 | 4.765 0.678 | 7.248 0.705
LLM 13B 2.295 9.308 0.660 | 6.458 0.822 8319 0.634 | 4757 0.678 | 9.139 0.636
LLM 4B 2.430 5797 0.671 | 3.618 0.888 6.613 0.672 | 4210 0.716 | 7.078 0.590
CD 2474 5.800 0.675 | 3.648 0.888 6.721 0.674 | 4279 0.726 | 7.150 0.636
Qwenl.5 APD 2.445 5,535 0.674 | 3.596 0.886 6.571 0.686 | 4.237 0.720 | 7.059 0.643
APD on the fly 2.459 5.840 0.676 | 3.657 0.889 6.670 0.671 | 4258 0.725 | 7.131 0.613
LLM 7B 2.186 5.899 0.696 | 4.083 0911 7.306 0.698 | 3.977 0.778 | 6.776  0.645
Table 3: Perplexity and accuracy comparison of one-shot QA using different decoding methods.
MultiRC SQuAD tions, whose annotations cost us 875 dollars. Nev-
Q+P Q ertheless, we can see that the methods that achieve
LLM 6.9B 3.620 | 2.360 5.426 higher factual scores in automatic evaluation are
CD 3.377 2.246 5.029 indeed factual f h ) ti
Pythia  APD 3349 | 2231 5.018 indeed more factual from humans’ perspective.
APD on the fly 3.623 2.381 5.432
LLM 12B 3.336 | 2289 4978 C.2 Story Writing Experiments
LLM 6.7B 3.900 2450 5.654
CD 3.775 | 2.381 5403 Ip Figure 1, we show that CD tends to ignore the
OPT  APD 3.840 1 2.391 5437 most obvious next token. Although this behavior
APD on the fly 3.908 2469 5.657 1d d de the factualit h n th .
M 3B 3741 2310 5263 could degra E;l e factuality as shown in the main
LM 4B 2023 11853 5.038 paper, 1t might not be? an 1ssue 1n.story writing
cD 3985 | 1.841 5.152 because the nonfactuality of a story is often not an
Qwenl.5 APD 4057 | 1.847 5.098 issue and the surprising next tokens might make the
APDonthefly | 4.033 | 1.872 5.106 stories more interesting and likable. Nevertheless,
LIM 7B 3071 | 1557 3242 for completeness, we compare CD with APD in

Table 4: Perplexity of MRC tasks. Smaller numbers are
better.

notations for 150 prompts and each task is labeled
by 2 workers. The Pearson correlation between
the two workers for factuality, informativeness, flu-
ency, and overall are 38.8%, 33.0%, 31.6%, and
33.5%, respectively.

First, Table 6 demonstrates that APD indeed im-
proves the factuality of the continuations, which
makes APD particularly suitable for high-stake do-
mains such as medicine and laws. CD T=2 + Top-p
k20 has a higher informativeness score compared
to APD + Top-p k20 probably because CD tends
to ignore the most obvious next token as shown
in Figure 1. Overall, APD + REAL achieves the
best performance and improves the factuality of the
top-p sampling by 27%.

Notice that the current results might not be very
stable because the sampling process involves lots
of randomnesses, annotators might disagree with
each other, and we can only afford 150 continua-

terms of completing ROC stories (Mostafazadeh
et al., 2016), which are often used in the story
generation literature (Yao et al., 2019).

We use the same experiment setup and metrics
of Chang et al. (2024). A prompt includes 3 shot
examples and the first two sentences of the final
ROC story. Each decoding method generates 8
different completions of the final story. Finally,
the generated completions are first compared with
top-p sampling (p = 0.95) using GPT3.5 Turbo
Evaluation and then compared with human refer-
ence story using MAUVE (Pillutla et al., 2021),
ROUGE-2 F1 (Lin, 2004), and similarity (Sim)
from sBERT (Reimers and Gurevych, 2019), all-
mpnet-base-v2. All the metrics use their default
hyperparameters. We use the best hyperparameters
of CD and APD from the FACTUALITYPROMPTS
experiments.

The results in Table 7 indicate that APD per-
forms comparably to CD. It is worth mentioning
that our ALM’ is trained only on a small subset of
Wikipedia, so this experiment confirms a certain
degree of generalization ability of APD.
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LAMBADA CQA QASC ARC  SociallQA  MultiRC SQuAD

Q+Facts  Q only Q+P  Qonly

LLM 6.9B 0.841 0.483 0.564 0.491 0.660 0.475 0.696 0.820 0.591

CD 0.861 0.572  0.564 0.502 0.671 0.512 0.715 0.836 0.611

Pythia APD 0.867 0.582 0.612 0.501 0.673 0.518 0.715 0.835 0.611
APD on the fly 0.845 0.496  0.564 0.494 0.660 0.484 0.700 0.822  0.594

LLM 12B 0.853 0.494  0.629 0.514 0.684 0.493 0.708 0.825 0.618

IDI 5000 3343 6040 2181 1611 4783 3798 28890 10491

LLM 6.7B 0.831 0.451 0.601 0.490 0.644 0.517 0.682 0.816 0.575

CD 0.833 0.534  0.599 0.499 0.648 0.559 0.688 0.831 0.594

OPT APD 0.831 0.521 0.605 0.498  0.651 0.549 0.685 0.824  0.588
APD on the fly 0.832 0.470  0.601 0.494 0.648 0.527 0.685 0.819 0.582

LLM 13B 0.841 0.443 0.525 0.476  0.636 0.432 0.692 0.826  0.601

DI 4985 2380 5827 1942 1477 3843 3401 28330 8763

LLM 4B 0.825 0.591 0.705 0.549 0.655 0.533 0.685 0.860  0.611

CD 0.825 0.590  0.703 0.546  0.652 0.530 0.685 0.866 0.606

Qwenl.5 APD 0.832 0.614  0.709 0.553 0.657 0.534 0.682 0.862  0.608
APD on the fly 0.826 0.591 0.705 0.549 0.656 0.532 0.684 0.860 0.610

LLM 7B 0.851 0.586  0.681 0.520 0.678 0.546 0.742 0.909 0.726

DI 4925 5079 6718 2676 1856 8290 5071 31247 11690

Table 5: MRR Comparison for 7 QA datasets. IDI is the dataset size after filtering out the answers whose tokens are

ranked below the top 20 by ELM.

Human Experiments (150 continuations) Automatic Metrics (28k continuations) (%)
Factuality Informativeness Fluency Overall | Dist-2 Rep (}) NEgr (1) Entailp
LLM + Top-p (p = 1.0) 1.82 3.67 3.88 241 40.0 0.2 479 32
CD T=2 + Top-p k20 (p = 0.8) 2.00 4.05 4.12 2.58 48.3 0.5 40.3 4.2
APD + Top-p k20 (p = 0.8) 2.07 3.97 4.11 2.58 47.1 1.6 39.2 5.3
CD T=2 + REAL (T, = 4.0) 2.16 4.04 4.18 2.62 43.3 0.5 39.3 5.9
APD + REAL (T, = 4.0) 2.31 4.02 4.14 2.73 42.0 1.6 37.5 7.0

Table 6: Evaluation the generated responses in FACTUALITYPROMPTS using MTurk workers and automatic metrics.

The questionaires for humans use 1 to 5 Likert scale.

GPT3.5 Turbo Evaluation (500 continuations) ‘ Automatic Evaluation (8k continuations)

Fluency Coherency Likability Overall | Dist-2 MAUVE ROUGE-2  Sim

Pythia CDT=2| 0.563 0.575 0.575 0.573 0.364 0.048 2.595 0.513
APD 0.526 0.546 0.548 0.546 0.384 0.044 2.634 0.510
OPT CDT=4 | 0.520 0.522 0.524 0.526 0.301 0.485 3.115 0.526
APD 0.546 0.538 0.540 0.546 0.337 0.442 2919 0.526

Table 7: Short Story Writing Experiment. Every method uses top-p k20 (p = 0.8). We report the winning rate
against top-p sampling (p = 0.95) that is judged by GPT3.5 Turbo.

D Method Details

By default, the ALM’ is trained by 70m, 160m,
410m, 1B, 1.4B, 2.8B, and 6.9B de-duplicated
Pythia. For OPT, the ALM’ is trained by 125m,
350m, 1.3B, 2.7B, and 6.7B LMs. For Qwen-1.5,
the ALM’ is trained by only 3 LMs (0.5B, 1.8B,
and 4B). During training, we construct the set A,
by subsampling the next tokens according to their
probabilities of ELM. Besides the 20 tokens with
the highest probabilities, we randomly sample 5
tokens between top 20 and top 100 tokens. The
smaller N in OPT and Qwen allow us to sample

a little bit more tokens (N = 7 in Pythia, N = 5
in OPT, and N = 3 in Qwen-1.5). Hence, after
the top 100, we sample 5 tokens for Pythia and 10
tokens for OPT.

From Figure 6g and Figure 6k, we can see that
APD + Top-p k20 is slightly better than APD +
Top-p and we observe that the improvement gap
increases a lot when p = 0.9 in a preliminary study.
This is because the probabilities of the top 20 to-
kens are always used to train ALM’. It seems to
suggest that more training data could improve the
performance and stability of ALM’.

Before being inputted into the MLP,
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{p(wlc,0s,)}Y, and PAP (1) are normal-
ized such that > . p(wlc,0s,) = 1 Vi and
Y weA, PAP(w) = 1. We choose to model the
normalized probabilities because computing the
unnormalized probabilities requires all the logits
of ELM and storing the logits of all the tokens is
not feasible to us.

When checking the asymptotic probability pre-
diction, we use a four-layer MLP with hidden state
size 100. We first use a dropout layer that has
0.5 probability to mask the probabilities from 65
to On_1. Between layers, we insert the nonlin-
ear layer GELU (Hendrycks and Gimpel, 2016).
The final layer projects the hidden state to 3 val-
ues and we take the exponential of these 3 values
as Ay ¢, b, ¢, duw,c to ensure their positivity. Before
the training starts, we initialize the weights and bias
of the final layer to be O to prevent the exponential
layer output too large values.

Our ALM’ is trained for 5 epochs using learn-
ing rate le-4 and AdamW (Loshchilov and Hutter,
2019). The batch size is set to 64 and the warmup
step is 100. We plan to release code to reveal more
method details.

E Experiment Details

We run all of our experiments using 5 servers. Each
server has 8 32G V100. To reduce the hyperpa-
rameters in our experiments, we keep the ELM’s
temperature to be 1 as in Li et al. (2023) and input
the full context to the amateur LM.

E.1 FACTUALITYPROMPTS Experiment
Details

We choose to evaluate APD using FACTUALI-
TYPROMPTS because of the high quality of its auto-
matic factuality metrics. The human studies in Lee
et al. (2022) demonstrate that the retrieval-based
metrics, NEggr and Entailp, have strong correla-
tions (—0.8) with the factuality judgments from hu-
man experts. Our experiment settings are the same
as the setting of Chang et al. (2024) to make the
results comparable. We use the validation/testing
split from Chang et al. (2024), where there are 2k
prompts in the validation set and 14k prompts in
the testing set.

We tune the hyperparameter A3 from the option
set {0.2,0.4,0.6,0.8,1.0,1.2} using the validation
set. The REAL sampling model for OPT is trained
using the Pythia LLM family as in (Chang et al.,
2024). The results of LLM + Top-p, Temperature

+ NA, DoLa + o, and CD T=1 + « are copied from
(Chang et al., 2024).

E.2 APD on the Fly Baseline

The APD on the fly baseline simplifies the pro-
posed APD by conducting extrapolation and esti-
mating the asymptotic probabilities during the in-
ference time. While we skip the step of fine-tuning
ALM’, the baseline is much more time-consuming
because it needs to run the inference of all N LMs
to get {p(w|e, 05,)} | during the testing time.

The baseline tries to use the same loss function
of APD except that the regularization term is not
applicable because it does not fine-tune ALM’. It
first reverses the increasing {p(w|c, 05,)} Y, using
Equation (6) and estimates the asymptotic prob-
ability (AP), ay ¢, bw,c, and d,, . in Equation (7)
using a simple gradient descent. We set Ao = 10
and A3 = 0 in Equation (12). The optimization is
done by Adam (Kingma and Ba, 2015) using 400
iterations and the initial learning rate le-2. Every
parameter is clamped to 0 if its value is negative. If
we encounter nan after the optimization, we divide
the learning rate by 2 and redo the optimization
until the nan problem is solved.

After the optimization, we flip back the asymp-
totic probability if necessary, normalize the prob-
ability of the top 20 tokens as py’. and output
(1=1/T)p(wle,8sy) + 1/T - pgr. using the best
global weight 1/7" in {0.05, 0.1, 0.15, 0.2, 0.25,
0.3,0.35,0.4, 0.45, 0.5, 0.55, 0.6, 0.8, 1.0}.

E.3 QA Experiment Details

Our method is unsupervised, so we can choose any
subset of the datasets. We choose to use SQuUAD
validation set and the training set of all the other
datasets because training datasets are usually larger
and the validation set of SQuAD is large enough.
To simplify our experiments, we compute the per-
formances of CD and APD using different 1/7°
values and directly report the best performance.
1/T is chosen from the following options: {0.05,
0.1,0.15,0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55,
0.6,0.8,1.0,1.2,1.4,1.6, 1.8, 2.0}.

Before computing the perplexity, we renormalize
the probabilities of the top 20 tokens for all the
methods. All probabilities are added by 0.01 to
prevent few extreme low probabilities influence the
probability too much. When measuring accuracy,
we make sure that all tokens of the correct answer
and all tokens of at least one incorrect answer are
within the top 20 token of ELM, and filter out the
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questions that do not have such the answers. After
filtering, the sizes of CommonsenseQA, QASC
(Q+Fact), QASC (Q only), ARC, and SociallQA
are 911, 1138, 956, 899, and 879 for Pythia, and
491, 982, 845, 780, and 549 for OPT.

In Table 2, we use two-sample t-test on the neg-
ative log likelihoods of every answer to check the
statistical significance. To run LLM 12/13B, we re-
duce the weight precision to fp16 during inference
time in the QA experiments.

E.4 One-shot Prompt Templates

Template for ARC, CommonsenseQA, and QASC
(Q only):

Template E.1. Question: Which kind of
animals can fly?
Answer: bird.

Question: {Question}
Answer:

Template for QASC (Q+Facts):

Template E.2. Question: Which kind of
animals can fly?

Fact 1: a bird is an animal.

Fact 2: birds can fly.

Answer: bird.

Question: {Question}
Fact 1: {Fact 1}

Fact 2: {Fact 2}
Answer:

Template for SociallQA:

Template E.3. Passage: John likes to go
hiking, and his wife likes to cook.
Question: Who likes to cook?

Answer: his wife

Passage: {Passage}
Question: {Question}
Answer:

Template for MultiRC:

Template E.4. Passage: Sent 1: John
likes to go hiking, and his wife likes to
cook.

Sent 2: His wife likes to cook.

Here is a question: Who likes to cook?
The answer is his wife

Passage: {Passage}
Here is a question: {Question}
The answer is

Template for SQUAD (Q+P):

Template E.S. Passage: John likes to go
hiking, and his wife likes to cook.
Question: Who likes to cook?

The answer is his wife

Passage: {Passage}
Question: {Question}
The answer is

Template for SQuAD (Q only):

Template E.6. Here is a question: What
is the birthplace of Barack Obama?
The answer is Honolulu, Hawaii.

Here is a question: {Question}
The answer is
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