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Abstract

Language models for natural language pro-
cessing have been grafted onto programming
language modeling for advancing code intelli-
gence. Although it can be represented in the
text format, code is syntactically more rigorous,
as it is designed to be properly compiled or in-
terpreted to perform a set of behaviors given
any inputs. In this case, existing works bene-
fit from syntactic representations to learn from
code less ambiguously in forms of abstract syn-
tax tree, control-flow graph, etc. However, pro-
grams with the same purpose can be imple-
mented in various ways showing different syn-
tactic representations, while the ones with simi-
lar implementations can have distinct behaviors.
Though trivially demonstrated during execu-
tions, such semantics about functionality are
challenging to be learned directly from code, es-
pecially in an unsupervised manner. Hence, in
this paper, we propose FuzzPretrain to explore
the dynamic information of programs revealed
by their test cases and embed it into the feature
representations of code as complements. The
test cases are obtained with the assistance of a
customized fuzzer and are only required during
pre-training. FuzzPretrain yielded more than
6%/19% mAP improvements on code search
over its masked language modeling counter-
parts trained with only source code and source
code coupled with abstract syntax trees (ASTs),
respectively. Our experiments show the bene-
fits of learning discriminative code representa-
tions from FuzzPretrain.

1 Introduction

Code representation learning is drawing growing
attention across the community of artificial intelli-
gence (AI) and software engineering (SE) (Husain
et al., 2019; Deng et al., 2023; Liu et al., 2023a;
Xiong et al., 2023; Lin et al., 2024; He et al., 2024).
The pre-training recipes (Devlin et al., 2019; Liu
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et al., 2019) for natural languages have been shown
effective in code representation learning (Feng
et al., 2020; Radford et al., 2019). These methods
leverage source code and code structures, such as
abstract syntax tree (AST) (Guo et al., 2022; Tipir-
neni et al., 2022) and control-flow graph (CFG) (Al-
lamanis et al., 2018), to learn code representation.
However, these structures are not sufficient for code
representation, as they neglect the dynamic behav-
ior of code, which is reflected in program execu-
tion (Liu et al., 2023a). Therefore, some works
(Wang and Su, 2020; Zhao et al., 2023; Wang
et al., 2024) proposed to learn program embedding
from the combination of symbolic and concrete
execution behaviors. Specially, Zhao et al. (2023)
proposed FuzzTuning that utilized fuzzing (Zeller
et al., 2019) to generate input-output pairs of pro-
grams for code-related downstream tasks through
fine-tuning with these test cases. The underlying
motivation is that the relationship between inputs
and their corresponding outputs essentially repre-
sents the functions or subroutines, and ultimately,
the entire program. Although effective, these meth-
ods necessitate the use of input-output pairs during
the inference process. Yet, obtaining high-quality
input-output pairs during inference can be time-
consuming and requires intricate engineering, thus
posing challenges for practical implementation.

In this work, we aim to embed the input-output
relationships (represented by test cases) of code
into its feature representations pre-training instead
of fine-tuning, to address the dependency on real-
time fuzzing during inference. To accomplish this
goal, we follow Zhao et al. (2023) to take advan-
tage of fuzzing to produce test cases that cover the
logic paths of code as comprehensively as possible.
However, in this paper, these test cases are used in
pre-training instead of fine-tuning. We propose a
novel method called FuzzPretrain for joint static

Project page: https://github.com/Raymond-sci/
FuzzPretrain.
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and dynamic information modeling. Particularly, in
addition to exploring code structure by masked lan-
guage modeling (Devlin et al., 2021), it formulates
a dynamic information matching (DIM) pretext
task to tell test cases of different programs apart ac-
cording to their correspondence to code. By doing
so, the model learns holistic feature representations
of code and its test cases, encoding both the struc-
ture and functionality. FuzzPretrain also involves a
self-distillation objective to accomplish a dynamic
information distillation (DID) objective. Thereby,
the dynamic information is not only properly mod-
elled but distilled from the holistic representations
to code features, so to benefit in practice where the
test cases are not available.

We make three contributions in this paper: (1)
We propose to leverage the test cases of programs
obtained with the help of fuzzing as explicit indi-
cations of functionality to complement their code
and syntactic representations. To the best of our
knowledge, this is the first attempt to unveil the ben-
efits of fuzzing to code representation pre-training.
(2) We introduce a novel code pre-training method
named FuzzPretrain. It simultaneously models the
structure and functionality of code while distilling
from such holistic information to represent code in
its feature space. It is ready to benefit downstream
tasks without extra cost on test case generations. (3)
Extensive experiments on four code understanding
downstream tasks demonstrate the effectiveness of
FuzzPretrain on complementing both source code
and its syntactic representations, e.g. AST, by test
cases for learning discriminative feature represen-
tations.

2 Related Work

Code representation learning. Language mod-
els (Raffel et al., 2020; Liu et al., 2019; Devlin
et al., 2021) have achieved unprecedented break-
throughs in natural language processing in recent
years (Vaswani et al., 2017; Devlin et al., 2021;
Radford et al., 2019). Such successes of language
models have been consistently transferred to code
representation learning and advance code intelli-
gence. These works leverage plain code (Feng
et al., 2020; Chen et al., 2021a; Lu et al., 2021)
and code structures, such as abstract syntax tree
(AST) (Guo et al., 2022; Tipirneni et al., 2022) and
control-flow graph (CFG) (Allamanis et al., 2018)
for code representation learning.

However, as illustrated by Wang and Christodor-

escu (2019), due to the inherent gap between
program syntax and runtime semantics, models
learned from source code and code structure (i.e.,
the static models) can be imprecise and not deep
at capturing semantic properties. More recent ap-
proaches (Wang et al., 2024; Zhao et al., 2023; Liu
et al., 2023a) attempted to use dynamic execution
traces to learn program representation. By con-
sidering dynamic execution paths, symbolic traces
provide precise information about dynamic pro-
gram behavior and reduce false-positive rates in
code related tasks.
Language models meet software testing. There
are recent efforts on automated bugs mining by
language models (Schäfer et al., 2023; Kang et al.,
2023), which hold an opposite objective to ours
on benefiting software testing by code generation.
On the other hand, harnessing program execution
traces for comprehensive code representation learn-
ing has been widely studied (Wang et al., 2017;
Wang and Su, 2020; Henkel et al., 2018; Liu et al.,
2023a; Ding et al., 2023). As execution traces are
challenging for the end user to specify, they are
more difficult to obtain than more basic forms of
specification such as input/output pairs (Shin et al.,
2018). Fuzzing is supported out-of-the-box for
most mainstream programming languages to gen-
erate the test cases (Serebryany, 2017; Ding and
Le Goues, 2021), which is crucial for constructing
multilingual code understanding models. Whilst
Shin et al. (2018); Chen et al. (2021b) explores the
benefits of test cases to program synthesis, Zhao
et al. (2023) share the same insight with us to lever-
age auto-generated test cases for discriminative
code representation learning. Zhao et al. (2023)
assume the availability of test cases on every down-
stream task, however, collecting additional infor-
mation about the structure or functionality of code
requires sufficient expertise in SE and this undoubt-
edly hampers the model’s applicability. By con-
trast, we aim to explore program executions only in
pre-training to preserve the benefits of dynamic in-
formation to code understanding in practice where
test cases are not mandatory.

3 Code Representation Pre-training

Given a piece of source code S and a sequence
encoder fθ parameterized by θ, our objective is
to explore the underlying semantics of the code
and encode them in a latent representational space
Xs = fθ(S) = {xs

1,x
s
2, · · · ,xs

|S|} ∈ Rk×|S| in
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def fibonacci(<mask>):
  n1, n2, arr = 0,<mask>[]
  for _ in range(n):
    arr.<mask>(n1)
    n1, n2 = n2, n1<mask>n2
  return arr

def fibonacci(n):
  n1, n2, arr = 0, 1, []
  for _ in range(n):
    arr.append(n1)
    n1, n2 = n2, n1 + n2
  return arr

def fibonacci(n):
  ......
  return arr

Input: 1; Output: [0]
Input: 3; Output: [0,1,1]

MLM
Distill

Input: 1; Output: [0]
Input: 3; Output: [0,1,1]

Input: 1; Output: 2
Input: 2; Output: 4

Match

(c) Dynamic Info Matching

(d) Dynamic Info Distillation

Test cases Only required when pre-trainingCodeSpecial tokens

Figure 1: An overview of FuzzPretrain. (a) The input(code and test cases) is encoded by a transformer. FuzzPretrain
learns code feature representations by (b) static information modeling (SIM) through masked tokens predictions, (c)
dynamic information matching (DIM) to match test cases to code, and (d) dynamic information distillation (DID) to
summarize the holistic information about code structure and functionality.

k-dimensions. This is to provide a general un-
derstanding of code, which enables efficient fine-
tuning on downstream tasks.

In this paper, we propose to explore the dynamic
information obtained from fuzzing process, to com-
plement the static information learned from code
structure, such that we can embed both in fea-
ture representations of code. We present FuzzPre-
train whose overview is depicted in Fig. 1. We
first collect a large-scale code corpus based on Co-
deNet (Puri et al., 2021) and pair each code snippet
with multiple test cases synthesized with the assis-
tance of the same fuzzer as in Zhao et al. (2023)’s
work. We denote the test cases corresponding to S
as D and concatenate it with the code as its joint
static and dynamic representation H = S ⊕D. By
feeding S (or H) into fθ, the features Xs (or Xh)
are trained by masked tokens predictions (Fig. 1
(b)) and test cases to code matching (Fig. 1 (c)).
Besides, FuzzPretrain distills from the holistic fea-
tures Xh of code and test cases and embed it into
Xs, in order to adapt to downstream tasks where
test cases D are not available.

3.1 Fuzzing Code Corpus
Fuzzing is a software verification technique that
plays an important role in identifying vulnerabil-
ities and enhancing software reliability. A fuzzer
verifies the software by repeatedly generating in-
puts for the software to execute. For each execu-
tion, the fuzzer monitors the internal state of the
software to determine if the input triggers any new
behaviors, and a new behavior is deemed triggered
if an input explores at least one new edge of the pro-
gram. These inputs will be stored for future input
generation. Input generation and behavior monitor-

ing together allow the fuzzer to effectively focus on
exploring new program behaviors. By running pro-
grams with these inputs, we obtain test cases (i.e.,
program inputs and the corresponding outputs) of
each program. The test cases embed runtime in-
formation that cannot be easily inferred by static
analysis or learned by language models that solely
learn from static information. Therefore, using
them should supply extra dynamic information to
the language models. In practice, we employed
exactly the same methods as outlined in FuzzTun-
ing (Zhao et al., 2023) to carry out preprocessing,
compilation, and fuzzing of the code. Details can
be found in Zhao et al. (2023)’s paper.

3.2 Static and Dynamic Information Modeling
Taking CodeBERT as a base model, we show how
to derive FuzzCodeBERT, a more powerful code
representation model obtained following the spirit
of our FuzzPretrain in this section. The design with
other base models should be similar.
Input/Output representations. As illustrated in
Fig. 1 (a), we follow Feng et al. (2020) to concate-
nate different parts of inputs together with an <SEP>
token and put an end-of-sentence <EOS> token to
the end of the concatenation. For the code part,
we follow Feng et al. (2020) to obtain S. For the
test cases, we follow Zhao et al. (2023) to decode
them from a series of bytes to Unicode strings and
then prompt them in the form of natural language:
“Input is: INPUT; Output is: OUTPUT”, and we con-
catenate multiple test cases of a program also with
the <SEP> token. CodeBERT adopts the output
feature of the <BOS> token as its sequence-level
representation, thus our FuzzCodeBERT feeds the
concatenation H = S ⊕D into the encoder fθ and
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use the output feature of <BOS> as the sequence-
level representation xh. The representation xs can
be similarly obtained when only S is used as the
input.
Static information modeling. To learn from the
structure of code S, we adopt the conventional
masked language modeling (MLM) which has been
shown simple yet effective on context understand-
ing (Devlin et al., 2021). We follow the common
practices to randomly choose 15% of the tokens in
S and replace 80% of the selections with a special
<MASK> token, 10% with random tokens and the
remaining are left unchanged. Formally, given the
code S, a subset M ⊂ S of it is masked out and
leaving a sequence S̃ with replaced tokens. Then,
the learning objective is:

LSIM(S) = −
∑

m∈M
log p(m|X̃s), (1)

where m is one of the masked tokens and X̃s is the
features of S̃ produced by fθ. The term p(m|X̃s)
denotes the probability that m is correctly recon-
structed given the incomplete context X̃s.
Dynamic information modeling. To learn from
the dynamic program information, we propose to
match the input-output mappings derived from test
cases. Given a code sequence S, we randomly
sample an unmatched list of test cases D− and de-
cide whether to concatenate S with its own test
cases D or the negative one D− to form an input
sequence H at each training step. We then pair H
with a binary label y ∈ {0, 1} indicating whether
the mapping relationships embedded in it are con-
sistent. After that, H is encoded by fθ to compute
its sequence-level representation xh, which is fur-
ther fed into an additional linear projection layer
FC followed by a binary classifier fϕ:

LDIM(S,D) = BCE(y, fϕ(FC(xh))). (2)

In Eq. (2), the feature xh of H is linearly trans-
formed the fed into the classifier fϕ to predict how
likely the code and test cases in H are matched.
Dynamic information distillation. Eq. (1) and
Eq. (2) require distinct model inputs. Furthermore,
it remains uncertain whether extracting dynamic
information from H in Eq. (2) can enhance the rep-
resentation of S. which is crucial considering that
test cases are not available in many downstream
tasks. Therefore, we further devise a dynamic in-
formation distillation (DID) objective to simultane-
ously learn the holistic information from both code

and test cases H = S ⊕D and enforce encoding
such information in the features of code S. Inspired
by Tian et al. (2020), we formulate DID in the con-
trastive learning paradigm to identify the holistic
representation H from a list of random samples
H− according to the corresponding source code S.
To be concrete, we follow He et al. (2020) to main-
tain a stale copy fθ̂ of the backbone encoder, which
shares the identical architecture with fθ and is up-
dated accordingly by exponential moving average
(EMA) (Lucas and Saccucci, 1990). We then com-
pute the sequence-level feature representation xs

of S and x̂h of H by fθ and fθ̂, respectively. Given
the holistic features X− of a set of random samples
H− computed by fθ̂, which are likely with differ-
ent semantics from H , we train fθ to optimize:

LDID(S, S ⊕D) =

− log
g(x̂h,xs)

g(x̂h,xs) +
∑

x−∈X− g(x−,xs)
.

(3)

The function g(x, y) = exp(cos(x, y)/τ) in Eq. (3)
computes the exponential cosine similarity between
two vectors where τ is a temperature hyperparame-
ter controlling the concentration degree of the simi-
larity distribution. In contrast to LDIM, we always
compute the holistic feature x̂h of code and its own
(matching) test cases to avoid the distractions from
inconsistent structure and functionality.

3.3 Model Training and Inference
The FuzzCodeBERT model is optimized alterna-
tively according to the above three objectives on
each mini-batch of data following (Lample and
Conneau, 2019; Guo et al., 2022). At each training
step, the stale encoder fθ̂ is updated according to fθ
by EMA: θ̂ = λθ̂+(1−λ)θ with a momentum fac-
tor λ, and the holistic representations x̂h obtained
from code and its corresponding test cases will be
fed into the queue X− with the oldest ones inside
being removed in a first-in-first-out manner. After
pre-training, we keep only the transformer encoder
fθ which is able to yield discriminative feature rep-
resentations of code Xs = fθ(S) when only it is
available but not the test cases D at inference or on
downstream tasks.

4 Experiments

We adopted the benchmark datasets introduced by
Puri et al. (2021) to be fuzzed as the training data
of our experiments, which are composed of 1.2M
code snippets implemented in C++/Python/Java.
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We want to emphasize that our FuzzPretrain is
a generic method that can be integrated into many
other static-based models more than CodeBERT.
To verify this, we perform experiments with one
more base model called UniXcoder (Guo et al.,
2022), which was trained with code and AST. Cor-
respondingly, we denote the variant of FuzzPretrain
built upon UniXcoder as FuzzUniXcoder. We fol-
lowed the base models, i.e., CodeBERT (Feng et al.,
2020) and UniXcoder (Guo et al., 2022) to take a
12-layer transformer with 125M learnable param-
eters for sequence encoding. We trained FuzzPre-
train for 10K steps by the Adam optimizer (Kingma
and Ba, 2014), which took around 12/20 hours on
8 Nvidia V100 GPUs for code and AST, respec-
tively. For hyperparameter selections, we carefully
aligned with our base models as well as He et al.
(2020) regarding LDID (Eq. (3)). We evaluated
FuzzPretrain on four standard code understanding
benchmarks adopted by Guo et al. (2022) including
code-to-code search (abbreviated as code search)
on CodeNet, clone detection on POJ-104 (Mou
et al., 2016), defect detection on Devign (Zhou
et al., 2019) and text-to-code search (abbreviated
as text search) on CosQA (Huang et al., 2021). We
adopted mean average precision (mAP) as the eval-
uation metric for code search and clone detection,
accuracy for defect detection and mean reciprocal
rank (MRR) for text search. More details about
our implementation and evaluation protocols can
be found in Appendix A. Note that test cases are
only used in our unsupervised pre-training phase
and never used in any downstream tasks in experi-
ments.

4.1 Code Representation Learning

Learning with modality discrepancy. To study
whether the inconsistency between pre-training and
deployment will refrain FuzzPretrain from benefit-
ing general code understanding, we first adopted
the code search task to identify equivalent functions
without fine-tuning. Considering that FuzzPretrain
was trained on different data from its base mod-
els (CodeBERT and UniXcoder), to derive reliable
conclusions from fair comparisons, we built several
fairer baselines. The baselines were trained under
the exact same settings as FuzzPretrain but learning
from only code or AST without test cases. We pre-
sented CodeBERT-MLM/UniXcoder-MLM to train
by MLM solely as our baselines following Liu et al.
(2023b), and CodeBERT-MLM+RTD/UniXcoder-
MLM+Contrast to adopt all the losses dedicated to

code understanding in their papers for comprehen-
sive exploration on static information modeling.

As shown in Table 1, the superior performances
attained by FuzzCodeBERT and FuzzUniXcoder
over their static baselines demonstrate that Fuz-
zPretrain is able to yield discriminative code repre-
sentations that are beneficial to downstream tasks
where test cases are not given. We attribute the
performance superiority obtained by FuzzPretrain
to the designs of not only modeling the dynamic
information jointly from code and test cases but
also distilling such knowledge to be encoded into
the feature representations of code. This is evident
by the degradation of FuzzPretrain when training
without either of the proposed components. Such
performance drops further verify the effectiveness
of our delicate designs and demonstrate that it is
non-trivial to benefit code representation learning
by dynamic program information. We further make
qualitative studies to show the superiority of Fuz-
zPretrain in Appendix B.
Code understanding in novel domains. We in-
vestigated whether our learned code features are
transferable and beneficial to downstream tasks in
unseen data domains (Lu et al., 2021) in Table 2.
We see non-negligible performance advantages
obtained by FuzzPretrain over CodeBERT-MLM
and UniXcoder-MLM. Although introducing con-
trastive learning by feeding the same code inputs to
the encoder twice (Gao et al., 2021) (i.e., “Contrast”
in Table 2) is helpful to UniXcoder-MLM on defect
detection, it leads to subtle performance degrada-
tion on the other two tasks. In fact, FuzzPretrain
can obtain a similar improvement (from 64.5% to
65.6%) by integrating such a code-to-code contrast
into our FuzzUniXcoder reported in Table 2. This
also implies the potential of our dynamic informa-
tion modeling on more advanced base models.
Comparisons with more state-of-the-arts. Al-
though FuzzPretrain adopted different pre-training
data from the popular bi-modal dataset (Husain
et al., 2019) to enable compilation and fuzzing,
we compared it with the state-of-the-art mod-
els regardless to demonstrate its competitiveness
on code understanding. Specifically, we com-
pared FuzzPretrain with three types of methods.
RoBERTa (Liu et al., 2019) learns at the natu-
ral language conventions. DISCO (Ding et al.,
2022), CodeRetriever (Li et al., 2022a), and Contra-
BERT (Liu et al., 2023b) benefit from contrastive
learning as in our solution. GraphCodeBERT (Guo
et al., 2021), CodeExecutor (Liu et al., 2023a) and
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Ruby Python Java
Model DYN Ruby Python Java Ruby Python Java Ruby Python Java Overall

CodeBERT ✗ 13.55 3.18 0.71 3.12 14.39 0.96 0.55 0.42 7.62 4.94
CodeBERT-MLM ✗ 22.45 5.67 1.95 6.74 25.70 5.01 3.61 5.84 13.45 10.05
CodeBERT-MLM+RTD ✗ 13.22 1.00 0.10 1.24 14.35 1.20 0.20 0.18 6.34 4.20
FuzzCodeBERT ✓ 27.92 14.88 7.92 15.39 30.47 10.26 9.94 10.65 17.75 16.13
FuzzCodeBERT w/o DIM ✓ 24.05 14.08 6.96 16.32 27.51 9.54 8.66 9.76 13.49 14.49
FuzzCodeBERT w/o DID ✓ 18.21 2.92 0.72 2.88 25.67 3.13 0.80 1.98 17.98 8.25

UniXcoder ✗ 29.05 26.36 15.16 23.96 30.15 15.07 13.61 14.53 16.12 20.45
UniXcoder-MLM ✗ 20.49 13.54 3.25 10.40 19.49 3.69 4.13 5.14 12.29 10.27
UniXcoder-MLM+Contrast ✗ 30.83 25.73 16.46 25.44 30.50 16.80 16.01 17.26 18.86 21.99
FuzzUniXcoder ✓ 42.84 29.83 17.70 33.73 47.77 21.94 20.83 23.52 33.78 30.22
FuzzUniXcoder w/o DIM ✓ 22.50 13.52 6.66 15.31 22.99 6.81 7.54 6.84 12.94 12.79
FuzzUniXcoder w/o DID ✓ 12.92 5.10 1.36 5.56 14.86 0.87 0.96 0.50 6.81 5.44

Table 1: Evaluations on code search. Results of our base models (CodeBERT and UniXcoder) are from Guo et al.
(2022)’s paper, which are marked in grey because of different training data. The first and second rows in the header
indicate the programming language of the query and the target code snippets, respectively. The column “DYN”
indicates whether a model was trained using the test cases or not. mAP scores (%) are reported.

Model DYN Clone Defect Text

CodeBERT ✗ 82.7 62.1 65.7
CodeBERT-MLM ✗ 88.7 63.5 67.4
CodeBERT-MLM+RTD ✗ 84.7 62.0 66.3
FuzzCodeBERT ✓ 93.0 64.1 69.1

UniXcoder ✗ 90.5 64.5∗ 70.1
UniXcoder-MLM ✗ 91.2 63.8 69.8
UniXcoder-MLM+Contrast ✗ 91.1 65.2 69.7
FuzzUniXcoder ✓ 92.2 64.5 70.7

Table 2: Evaluations in novel data domains. Results
of the base models are marked in grey as training on
different data from ours. Results marked with ∗ are
reproduced using the checkpoints from the authors.

TRACED (Ding et al., 2023) explore program func-
tionality from DFG or execution traces. Note that,
we evaluated CodeExecutor without re-ranking by
execution traces to be more practical. As shown in
Table 3, the performance advantages of FuzzPre-
train over GraphCodeBERT implies that mining the
functionality of programs from the intricate depen-
dencies among variables is more challenging than
modeling from the concrete input-output behav-
ior represented by test cases. Besides, TRACED is
good at code understanding in finer granularity (e.g.
defect detection) by learning from the detailed inter-
nal status of programs in execution traces while our
FuzzPretrain is superior on global understanding
of code snippets (e.g. clone detection) as the test
cases we adopted is invariant to implementation
variations that are agnostic to functionality. Whilst
the methods that are based on contrastive learning
of source code yielded promising results, FuzzPre-
train’s competitiveness shows the effectiveness of
pre-training with complements from dynamic infor-

Model (Year) Clone Defect Text

RoBERTa (2019) 76.7 61.0 60.3
GraphCodeBERT (2021) 85.2 62.9 68.4
DISCO (2022) 82.8 63.8 -
CodeRetriever (2022a) 88.8 - 69.7
ContraBERT (2023b) 90.5 64.2 66.7∗

CodeExecutor (2023a) 70.5∗ 59.0∗ 13.1∗

TRACED (2023) 91.2 65.9 -
FuzzCodeBERT 93.0 64.1 69.1
FuzzUniXcoder 92.2 64.5 70.7

Table 3: Comparisons with the state-of-the-art that adopt
the same backbone network as ours with 125M param-
eters. Results marked with ∗ are reproduced using the
checkpoints from the authors.

mation and fuzzing test cases. More importantly,
FuzzPretrain can be integrated into those methods
to further benefit from more advanced modeling of
static information.

4.2 Ablation study
Effects of dynamic information modeling. To
study the independent contributions of DIM
(Eq. (2)) and DID (Eq. (3)) to dynamic informa-
tion modeling, we constructed and compared three
variants of FuzzPretrain by removing either or both
of them. As shown in Fig. 2, the variant of Fuz-
zPretrain trained with only DID (w/o DIM) often
out-performed the baselines (MLM) trained with
neither DIM nor DID. This indicates that the test
cases concatenated after the source code or its syn-
tactic representations potentially play the roles of
data augmentation to perturb the distributions of
code by supplementing the dynamic information
from test cases. Although adopting either DIM or
DID is slightly better than FuzzPretrain occasion-
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combination of the two.
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Figure 4: Positive pairs in DID. The
“Execution” variant constructs the
positive pairs in DID using code T s

and its test cases T d, and our “Holis-
tic” design contrasts code to its con-
catenation with test cases T s ⊕ T d.

ally, the consistent improvements we brought to
different base models on both the retrieval (clone
detection) and classification (defect detection) tasks
demonstrate the generality of combining the two
designs, which is critical for a pre-training method.
Dynamic information modeling using MLM. To
justify our DIM’s effectiveness on dynamic mod-
eling over the conventional MLM, we replace or
combine it with MLM on both code and test cases
to form two variants of FuzzPretrain as “Mask” and
“Both” in Fig. 3, respectively. The performance su-
periority of “Match” to the two variants indicates
that applying MLM in test cases is sub-optimal.
From our training logs, we observe that the encoder
could accurately reconstruct the masked tokens in
test cases (or code) regardless of whether the code
(or the test cases) is available in the model input.
This implies that syntactic and functional represen-
tations are both very informative and can be well
reconstructed independently, which makes it less
straightforward to associate them by MLM. On the
contrary, the labels for our DIM is defined only
by the relationships between code and test cases,
hence, it is infeasible to predict such labels with-
out learning their correlations. Besides, the “Both“
alternative tends to associate code with arbitrary
patterns in test cases, which are explored by MLM.
The resulted correlations can be distracting to code
understanding considering the randomness in test
cases introduced by fuzzing.
Positive pairs in DID. To justify our design of DID,
we built a variant of FuzzPretrain which formulates
the LDID to identify test cases D according to their
corresponding code S or AST by constructing the

positive pairs in Eq. (3) to be (S,D) instead of
(S, S ⊕D) in FuzzPretrain. We denote this variant
as “Execution” and FuzzPretrain as “Holistic” to
be compared in Fig. 4. Although the performances
of the “Execution” variant on clone detection are
on par with that of the “Holistic” counterpart, its in-
feriority on defect detection is non-negligible. We
believe that this is due to the distribution discrepan-
cies between code and test cases (e.g. test cases are
likely to involve an exhaustive list of random num-
bers as inputs which are barely seen in code). It
is more reasonable to jointly learn from test cases
and source code to simultaneously benefit from
dynamic information and mitigate the negative im-
pacts from distribution discrepancies.

5 Conclusion

In this paper, we have made the first attempt to
use (fuzzing) test cases to facilitate effective code
representation pre-training. To benefit from such a
“new modality” of data that is often not available in
downstream tasks, we have proposed FuzzPretrain
for joint static and dynamic information model-
ing. Specifically, FuzzPretrain is trained not only
to accomplish the conventional masked tokens pre-
dictions objective but also to learn the input-output
relationships from test cases encoding the program-
specific runtime behaviors, as well as enforcing the
model to infer such dynamic knowledge from code
structures solely. We have shown how FuzzPretrain
can be used to enhance CodeBERT and UniXocder.
Extensive experiments on various code understand-
ing downstream tasks demonstrate the benefits of
our FuzzPretrain.
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A Implementation, Datasets and
Evaluation protocols

Datasets. Puri et al. (2021) proposed a large-
scale dataset CodeNet, consisting of over 14 mil-
lion code samples and about 500 million lines of
code, which is intended for training and evaluating
code models. We adopted the C++1000, C++1400,
Python800, Java250 benchmark datasets of Co-
deNet to be fuzzed as the training data of FuzzPre-
train. We then evaluated FuzzPretrain extensively
on four code understanding benchmark datasets
of CodeXGLUE (Lu et al., 2021): (1) another
subset of CodeNet (Puri et al., 2021) collected
by Guo et al. (2022) consisting of 50K functions
implemented in Python, Java, and Ruby for solving
one of 4, 053 online coding problems; (2) POJ-
104 (Mou et al., 2016) which contains 104 C/C++
coding problems with 500 code submissions to
each; (3) Devign (Zhou et al., 2019) which is com-
posed of vulnerable functions from four large and
popular C-language open-source projects with man-
ual labels; (4) CosQA which contains 20,604 pairs
of code and real-world web queries (Huang et al.,
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2021) with annotations from human experts indi-
cating whether the questions raised by the queries
can be properly addressed by the code. All the
data used for fine-tuning and testing are carefully
aligned with previous studies (Feng et al., 2020;
Guo et al., 2022).
Evaluation protocols. We first investigated the
discrimination ability of the learned code repre-
sentations by code-to-code search (abbreviated as
code search in the paper) on the subset of CodeNet
collected by Guo et al. (2022). In this task, sub-
missions of the same coding problems are assumed
to share the same semantics regardless of their im-
plementations. The feature distances between code
pairs were adopted to measure their semantic simi-
larity and the mean average precision (mAP) was
reported to quantify the quality of the retrieval re-
sults. We then studied the effects of FuzzPretrain
to several downstream tasks in unseen domains,
including clone detection, defect detection and text-
to-code search (abbreviated as text search). The ob-
jective of clone detection is similar to that of code
search but with fine-tuning in target domains. We
followed the same protocol of Feng et al. (2020)’s
work to test on POJ-104 and use mAP@R to assess
the results, with only the top-R (R = 499) most
similar samples were considered in retrieval. In the
task of text search, which requires retrieving code
snippets according to textual queries, the mean
reciprocal rank (MRR) is adopted as the metric fol-
lowing Guo et al. (2022)’s work. This evaluation
was conducted on CosQA. Defect detection was
carried out on Devign and the accuracy (Acc) of bi-
nary classification is adopted with a fixed threshold
of 0.5.
Implementation details. Both our base models,
i.e. CodeBERT (Feng et al., 2020) and UniX-
coder (Guo et al., 2022), followed Liu et al. (2019)
to take a 12-layer transformer with 125M learnable
parameters for sequence encoding. We followed
their designs to set the batch size to 2048 and 1024
while the maximum sequence length to 512 and
1024 for CodeBERT and UniXcoder, respectively.
In inputs, 400 and 800 tokens are reserved for code
and AST, respectively, and the rest are for test cases.
The test cases of each program were concatenated
with the code or the AST by the separation token
until reaching the length limits, while the rest was
dropped. The FuzzPretrain model was updated by
the Adam optimizer (Kingma and Ba, 2014) dur-
ing training with a learning rate of 2e− 5 for 10K
steps. For dynamic information distillation LDID

276

http://arxiv.org/abs/2305.07922
http://arxiv.org/abs/2305.07922


C++† C++‡ Python Java Overall

CodeBERT 13.95 13.22 31.23 26.72 21.28
CodeBERT-MLM 26.34 24.08 48.71 34.94 33.52
CodeBERT-MLM+RTD 11.61 11.51 25.41 10.23 14.69
FuzzCodeBERT 69.98 68.65 78.13 69.98 71.69

UniXcoder 17.57 15.89 55.28 45.49 33.56
UniXcoder-MLM 32.84 30.28 46.79 46.90 39.20
UniXcoder-MLM+Contrast 47.47 43.99 60.65 51.54 50.91
FuzzUniXcoder 71.72 68.40 80.27 77.43 74.45

Table 4: Evaluations on inductive code search. To guar-
antee that no test data is seen by any models even in the
unsupervised pre-training, the mAP scores (%) are re-
ported on the test splits of C++1000 (“C++†”), C++1400
(“C++‡”), Python800 (“Python”), and Java250 (“Java”)
that are all completely disjoint from the pre-training
code data. Here, “Overall” indicates the average mAP
performance overall.

(Eq. (3)), we followed He et al. (2020) to set the
momentum coefficient m = 0.999, the tempera-
ture τ = 0.07, and the number of random samples
|H−| = 216. The overall pre-training process took
around 12/20 hours on 8 Nvidia V100 GPUs for
training with code and AST, respectively.

B Additional experiments and analysis

Inductive zero-shot code search. We adopted the
testing split provided by UniXcoder (Guo et al.,
2022) for evaluation of code search, it is likely to
overlap with our training data in CodeNet by shar-
ing over 70% of the coding problems. Therefore,
we consider the searching of those overlapping
samples as transductive inference problems. This
is also a practical scenario given that the training
data of the latest code models covers a large pro-
portion of open-source projects in Github and is
likely to involve the code-of-interests to users. We
have also evaluated in an inductive setup where
the query and the candidate code snippets are sub-
missions to 50 coding problems of each program-
ming language that have never been seen during
pre-training. As shown in Table 4, the superiority
of our FuzzPretrain over both the base models and
our baselines still holds. That is, these results show
that our model is effective not only in the trans-
ductive inference setup for code search, but also in
an inductive setup where no training/test overlap
exists.
Qualitative studies. We further showed an exam-
ple of code search in Fig. 5 (a) to exhibit the nearest
neighbors of a reference code snippet decided by
either UniXcoder or its FuzzPretrain counterpart.
Together with the t-SNE (Van der Maaten and Hin-
ton, 2008) visualization of the python code submis-

sions to 50 randomly selected problems (classes)
encoded by either of the two models in Fig. 5 (b)
and (c) respectively, it is obvious that our FuzzPre-
train is sensitive to the functionality of programs re-
gardless of their implementation variations, which
results in more compact clusters to be consistent
with the underlying semantics of code.

(a) A case study

def iroha():
    a, b, c = input().split()
    shead = a[0].upper()
    sshead = b[0].upper()
    ssshead = c[0].upper()
    print(shead + sshead + ssshead)
if __name__ == "__main__":
    iroha()

def iroha():
    a, b, c = input().split()
    s = a[len(a)-1]
    sshead = b[0]
    sstail = b[len(b)-1]
    sss = c[0]
    if s == sshead and sstail == sss:
        print("YES")
    else:
        print("NO")
if __name__ == "__main__":
    iroha()

a,b,c = input().split()
if a[len(a)-1] == b[0] and b[len(b)-1] == c[0]:
    print("YES")
else:
    print("NO")

Reference NN from UniXcoder

NN from FuzzPretrain

False positive

Anchor

True positive

(b) Features from UniXcoder (c) Features from FuzzPretrain

Figure 5: Qualitative studies for code search. The func-
tional equivalence of code snippets are marked by their
shared colors. Only a few classes are highlighted with
bright colors to be visually distinguishable.

Comparisons to commercial language models.
Commercial language models have recently shown
remarkable zero-shot capability to various code
understanding and generation downstream tasks.
Whilst our proposed ideas are generic and in-
tegrable into any static-based models regardless
of their scale, we further conducted a prelimi-
nary comparison to the "text-embedding-ada-002"
model from OpenAI to demonstrate our special-
ization on the task of semantic code search. To
be concrete, we followed OpenAI’s instruction of
getting code embeddings to evaluate their model
for python-to-python code search in CodeNet (Puri
et al., 2021). The OpenAI’s model yielded 35.91%
mAP while ours are 30.47% and 47.77% when
adopting either CodeBERT or UniXcoder as the
base model, respectively. Given that CodeNet care-
fully removed near-duplicated submissions to the
same coding problems with over-high syntactic
similarity, such initial evaluation results indicate

https://platform.openai.com/docs/guides/embeddings/use-
cases
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that semantic code search is fundamentally chal-
lenging and the test cases we adopted are strong
indicators of program’s functionality, which ensure
our competitiveness to the larger and more complex
models.

C Future works and Limitations

Fuzzing code corpus. Our current pre-training
data is restricted to OJ-like code corpus (i.e., Co-
deNet) (Puri et al., 2021), which refrains us from
ablating affecting factors in the data distribution
in making fair comparison to existing methods.
To be more specific, most commonly adopted
code corpus (Husain et al., 2019) are composed
of standalone functions spread over various soft-
ware projects (e.g., CodeSearchNet), whose test
cases cannot be easily obtained. Whilst OJ data is
showing some unique characteristics to benefit our
FuzzPretrain model on understanding similar code
snippets as indicated by our remarkable perfor-
mance advantages on POJ-104 (Mou et al., 2016)
(Table 3), this also limits our model’s generaliza-
tion ability to other type of code corpus, e.g. the F1-
score of clone detection on BigCloneBench (Sva-
jlenko et al., 2014) yielded by our FuzzUniXcoder
was 1% lower than that by UniXcoder pre-trained
on CodeSearchNet. Yet, when both pre-trained
on the same selected subset of CodeNet, our Fuz-
zPretrain leads to +0.9% F1 gain in comparison to
existing pre-training strategies using, for example,
the MLM loss on CodeBERT. Exploring fuzzing
on more diverse code corpus help address this limi-
tation.
Text-code tasks. Following the discussion about
fuzzing code corpus in the previous paragraph, we
would like to mention that, since CodeNet does
not contain text description of each code, pre-
training on it may not fully unleash the power of
pre-training on text-code downstream tasks. That is
to say, although we have shown the effectiveness of
our FuzzPretrain on the text code search task in Ta-
bles 2 and 3, even better results can be obtained if
we can pair the CodeNet data with text descriptions
or if we can pre-train on a dataset with not only
texts and code but also test cases. This also with-
holds FuzzCodeBERT and FuzzUniXcoder from
surpassing every state-of-the-art methods on text-
code tasks. In addition to exploiting datasets, exten-
sive experiments presented in this paper also ver-
ifies complementary effects of dynamic program
modeling to these methods, which implies that com-

bining more advanced methods (Wang et al., 2023;
Li et al., 2022b) with our FuzzPretrain also leads to
superior performance than that of FuzzCodeBERT
and FuzzUniXcoder.
Code generation. Our designs for dynamic infor-
mation modeling are all about the holistic compre-
hensions of code in a global picture, while how
to benefit token-wise code understanding by us-
ing it is not straightforward. We tested UniXcoder
with and without our FuzzPretrain on the python
dev split of the line-level code completion task
in the CodeXGLUE benchmark (Lu et al., 2021),
our FuzzUniXcoder yielded 42.73%/72.03% Ex-
act Match/Edit Sim vs. 42.68%/71.88% by UniX-
coder. We did not observe clear improvements
brought by FuzzPretrain on code generation tasks
which are usually conducted at token-level, leaving
an interesting problem to be studied in the future.

D Ethical Consideration

Our approach leverages fuzzing test cases to en-
hance program understanding. The improved se-
mantic comprehension of programs can be fur-
ther employed to patch vulnerabilities or address
defects in software and systems. However, we
strongly encourage careful consideration in ad-
vance when applying this method to these appli-
cations. Additionally, as fuzz testing is utilized, a
notable number of crashes and hangs have been
observed in the adopted datasets. We refrain from
presenting test cases that lead to these issues to
prevent any potential misuse.
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