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Abstract

Standard context-aware neural machine
translation (NMT) typically relies on par-
allel document-level data, exploiting both
source and target contexts. Concatenation-
based approaches in particular, still a
strong baseline for document-level NMT,
prepend source and/or target context sen-
tences to the sentences to be translated,
with model variants that exploit equal
amounts of source and target data on each
side achieving state-of-the-art results. In
this work, we investigate whether target
data should be further promoted within
standard concatenation-based approaches,
as most document-level phenomena rely
on information that is present on the tar-
get language side. We evaluate novel
concatenation-based variants where the
target context is prepended to the source
language, either in isolation or in com-
bination with the source context. Ex-
perimental results in English-Russian and
Basque-Spanish show that including tar-
get context in the source leads to large
improvements on target language phenom-
ena. On source-dependent phenomena, us-
ing only target language context in the
source achieves parity with state-of-the-
art concatenation approaches, or slightly
underperforms, whereas combining source
and target context on the source side leads
to significant gains across the board.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
*These authors contributed equally to this work.

1 Introduction

Significant progress has been achieved in Machine
Translation within the Neural Machine Transla-
tion (NMT) paradigm (Sutskever et al., 2014; Bah-
danau et al., 2015; Vaswani et al., 2017). For
the most part though, most NMT models trans-
late sentences in isolation, preventing the adequate
translation on document-level phenomena such as
cohesion, discourse coherence or intersentential
anaphora resolution (Bawden et al., 2018; Läubli
et al., 2018; Voita et al., 2019b; Lopes et al., 2020;
Post and Junczys-Dowmunt, 2023). Among the
various approaches to context-aware NMT, sim-
ple concatenation of context sentences, as ini-
tially proposed by Tiedemann and Scherrer (2017),
remains a solid baseline typically used in prac-
tice with varying amounts of source-target context
pairs (Agrawal et al., 2018; Junczys-Dowmunt,
2019; Majumder et al., 2022; Sun et al., 2022; Post
and Junczys-Dowmunt, 2023).

Context-aware models typically rely on paral-
lel document-level data, a scarce resource overall
despite recent efforts to provide this type of re-
source (Barrault et al., 2019; Voita et al., 2019b;
Gete et al., 2022). To the exception of ap-
proaches such as the monolingual repair frame-
work of Voita et al. (2019a), context data in the
source language is generally used as the core in-
formation to model context-awareness. However,
most discourse-level phenomena feature informa-
tion that is either present mainly in the target lan-
guage (e.g., lexical cohesion, deixis) or in both the
source and target languages (e.g., gender selection,
ellipsis). Considering this, in this work we aim to
explore the impact of promoting target language
data in standard context-aware NMT.

Along these lines, we explore a simple
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concatenation-based approach which consists in
simply prepending context sentences from the tar-
get language to the source sentence to be trans-
lated, in isolation or in combination with source
context. The underlying intuition is that contex-
tual phenomena would be mainly modelled at the
decoder level via target-side context information,
whereas, on the encoder side, context data will
be either ignored and copied, as foreign data, or
also associated with source information to further
model context. Using target language context data
on the source side also enables the use of a stan-
dard NMT architecture and concatenation-based
approach to context-aware NMT.

We show that replacing source context sentences
with the target context already leads to significant
gains for discourse-level phenomena that depend
on target-language information, while achieving
either parity or moderate degradation in contrastive
accuracy on other phenomena. Combining both
source and target context sentences on the source
side leads to consistent significant improvements
across the board. We establish our results on
two language pairs, English-Russian and Basque-
Spanish, for which contrastive test sets are publicly
available on a range of phenomena that depend on
the source and/or target language context.

In addition to accuracy results on specific phe-
nomena, we compare the overall translation qual-
ity on parallel test sets as well. We also measure
the impact of using either reference or machine-
translated output as context at inference time, with
only minor loss observed with the latter in our ex-
periments. Finally, we evaluate the use of back-
translated data, with similar comparative gains as
those obtained using parallel document-level data.
Overall, our experimental results indicate that pro-
moting target context data within a standard NMT
architecture can be a promising alternative for
context-aware machine translation.

2 Related Work

One of the first methods proposed for document-
level NMT is the concatenation of context sen-
tences to the sentence to be translated, in either
the source language only, or in both source and
target languages (Tiedemann and Scherrer, 2017;
Agrawal et al., 2018). This method does not re-
quire any architectural change and uses a fixed
contextual window of sentences. It provides a
robust baseline that often achieves performances

comparable to that of more sophisticated methods,
in particular in high-resource scenarios (Lopes et
al., 2020; Sun et al., 2022; Post and Junczys-
Dowmunt, 2023). Variants of this approach in-
clude discounting the loss generated by the con-
text (Lupo et al., 2022), extending model capac-
ity (Majumder et al., 2022; Post and Junczys-
Dowmunt, 2023) or encoding the specific position
of the context sentences (Lupo et al., 2023; Gete
and Etchegoyhen, 2023).

Alternative approaches include refining context-
agnostic translations (Voita et al., 2019a; Mansi-
mov et al., 2021) and modelling context informa-
tion with specific NMT architectures (Jean et al.,
2017; Li et al., 2020; Bao et al., 2021). More
recently, the use of pretrained language models
has been explored for the task, using them to en-
code the context (Wu et al., 2022), to initialize
NMT models (Huang et al., 2023) or fusing the
language model with a sentence-level translation
model (Petrick et al., 2023). Directly using pre-
trained language models to perform translation can
achieve competitive results, although these mod-
els might still produce critical errors and some-
times perform worse than conventional NMT mod-
els (Wang et al., 2023; Karpinska and Iyyer, 2023;
Hendy et al., 2023).

Concatenation-based approaches vary regarding
their use of context, exploiting either the source
context (Zhang et al., 2018; Voita et al., 2018), the
target context (Voita et al., 2019a) or both (Bawden
et al., 2018; Agrawal et al., 2018; Xu et al., 2021;
Majumder et al., 2022). The benefits of using con-
text sentences in both the source and the target lan-
guages are also discussed in Müller et al. (2018),
for a multi-encoder approach. Fernandes et al.
(2021) conclude that concatenation-based models
make more use of the target context than the source
context, but Jin et al. (2023) show that the effec-
tiveness of the target context versus the source con-
text is highly dependent on the language pair in-
volved. Close to the target-based approach we ex-
plore in this work, Scherrer et al. (2019) and Gete
et al. (2023) include variants where target data is
concatenated to the source sentence, notably show-
ing that the target context is equally as important
than source context, and particularly beneficial to
address target-level phenomena. However, their
experiments were limited to one target sentence,
i.e. without prepending context on the target side.
We show in this work that including the target con-
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(a) Lexical cohesion: name translation

EN: Not for Julia. Julia has a taste for taunting her victims.
RU: Не для Джулии[Julia]. Юлия*[Julia] умеет дразнить своих жертв.

(b) Deixis: register coherence

EU: Ez dago martetarrik zuen artean. Guztiak ari zarete ereduak lotu eta...
ES: Ninguno de ustedes[form] es marciano. Todos vosotros estáis*[inf] siguiendo un modelo y...
(None of you are Martians. You are all following a model and...)

(c) Gender selection

EU: Hori nire arreba da. Berak[?] zaindu zituen nire argazkiak.
(That’s my sister. He/She took care of my photos.)
ES: Esa es mi hermana. Él* cuido mis fotos.
(That’s my sister. He* took care of my photos.)

(d) Verb phrase ellipsis

EN: Veronica, thank you, but you saw what happened. We all did[?].
RU: Вероника, спасибо, но ты видела, что произошло. Мы все хотели*.
(Veronica, thank you, but you saw what happened. We all wanted* it.)

Table 1: Examples of document-level inconsistencies extracted from (Voita et al., 2019b) and (Gete et al., 2022).

text in both source and target languages is critical
to achieve significant improvements overall.

Since standard NMT evaluation metrics such as
BLEU (Papineni et al., 2002) are not well equipped
to assess accuracy on discourse phenomena, sev-
eral challenge test sets have been developed specif-
ically to measure translations in context, via con-
trastive evaluations (Bawden et al., 2018; Müller
et al., 2018; Voita et al., 2019b; Lopes et al., 2020;
Nagata and Morishita, 2020; Gete et al., 2022;
Currey et al., 2022). We include contrastive test
sets that cover target-language phenomena such as
deixis or lexical cohesion, as well as phenomena
where the relevant context information is available
in both source and target languages.

3 Exploiting Target Language Context

The main incentive for the promotion of target con-
text data is the nature of the contextual phenomena
of interest for machine translation, as these can be
grouped into four broad categories depending on
the location of the relevant contextual information.

In a first category would be discourse-level phe-
nomena that require context information on the tar-
get language side, typically related to discursive
cohesion in a broad sense (see examples a and b in
Table 1). For instance, to maintain lexical cohesion
beyond the sentence level, a quality translation
should feature lexical repetition when necessary,

as it can mark emphasis or support question clar-
ification. Another case is that of names with sev-
eral possible translations, where translations must
remain consistent throughout. Degrees of polite-
ness and linguistic register in general also involve
translation alternatives that are equally correct in
isolation, but require consistency at the document
level. In the case of pronouns, when the source an-
tecedent has translation options in different gram-
matical genders, translation choices should be co-
herent throughout in the target language. In all of
these cases, the relevant information involves pre-
vious translations in the target language.

In a second major category are phenomena for
which the relevant context information is in both
the source and the target context (examples c and d
in Table 1). This includes word sense disambigua-
tion scenarios, where different types of source or
target elements may be relevant to perform dis-
ambiguation. Gender selection would also fall
into this category, in those cases where translation
options for the relevant contextual antecedent are
unique or share the same gender. The resolution
of elliptical constructions in the source language,
with no equivalent in the target language, may also
require context information from the source or the
target language. Another instance for this type of
phenomena would be the translation of Japanese
zero pronouns into English (Nagata and Morishita,
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(a) ES: Hablé con mi amiga[fem]. Dijo que sí.
EN: I talked to my friend[?]. She/He* said yes.

(b) EN: You can’t leave me! Don’t go away!
ES: ¡No puede dejarme! ¡No se vaya/te vayas*!

Table 2: Example of ambiguity where source context is necessary for disambiguation, in isolation (a) or in combination with
the target context (b).

2020), where information on both sides can be rel-
evant to determine the grammatical features of the
target pronoun. Note that, even when contextual
information is present in both the source and tar-
get languages, using source information for dis-
ambiguation can result in a lack of consistency
in the target language, whenever incorrect trans-
lations are involved.1

A third class of context-dependent phenomena
exists, where source data are the only source of
disambiguating information. This involves cases
where the context includes the translation of a
word marked for a specific category (e.g., gender)
into a unmarked one, while the source sentence
to be translated involves insufficient source infor-
mation (e.g., a dropped pronoun) that needs to be
translated into a marked element (e.g., a pronoun
marked for gender). A typical example is provided
in Table 2 a. In such a case, there would be insuf-
ficient information in the target language, as the
proper translation of the dropped subject pronoun
into she could only be determined from the gender
of the source context antecedent amiga (friend).

Finally, a fourth broad category contains con-
structions where the source and target context need
to be processed in combination for a correct trans-
lation. In the example b in Table 2, the source
context subject you does not provide information
about register, and neither does the target context
in Spanish, since the verb puede can indicate either
third person in informal register or second person
in polite register. However, the source context in-
dicates second person. Therefore combining both
sources of context information, it can be derived
that the translation should be second person in po-
lite form.

Any target-only approach, such as monolin-
gual repair (Voita et al., 2019a) or the target-
only variant we also explore in this work, would
only generate the correct translation in the latter

1Bawden et al. (2018) provide a contrastive test for these
cases, where part of the source has been translated incorrectly
but the translation is still required to be consistent overall.

two classes of cases by either chance or train-
ing bias. Although these cases exist, it is unclear
how widespread they actually are, compared to the
other two main classes of contextual phenomena
described above. In what follows, we set to com-
pare the relative importance of source and target
data across the main phenomena as represented in
the selected document-level test suites.

4 Promoting Target Language Data

To explore the promotion of target language data,
we simply prepend the target context sentences to
the source sentence to be translated, either discard-
ing or maintaining the source context sentences.
On the target side, we evaluate the use of empty
context as well as maintaining the target context
sentences. We add a special token to separate the
concatenated context sentences in all cases.

At inference time, in practice the previously
translated sentences would be prepended as con-
text. Since context translations can feature various
degrees of correctness, we assess the approach un-
der both ideal and average conditions. On parallel
test sets, we measure the use of both correct refer-
ence context sentences (Section 6.1) and machine-
translated ones (Section 8). On the contrastive
test sets, only reference translations are used, as
is standard practice, since target context coherence
requirements prevent the use of non-reference con-
text translations for fair evaluations (see the dis-
cussion in Section 8).

The prepended target-language data will need to
be processed by the source language encoder un-
der this approach, which might generate unwar-
ranted noise. We hypothesise however that the en-
coder will essentially treat foreign language sub-
words as tokens to be copied directly into the tar-
get language, a typically simple operation for stan-
dard NMT models. We use BPE models jointly
learned on merged source and target language data
to facilitate this part of the process. Overall, the
proposed approach provides the means to exploit
target language data on the decoder side, without
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any change to model architecture, while introduc-
ing data that might be easily processed via copying
on the source side.

5 Experimental Setup

5.1 Data
We describe in turn below the datasets used to
train and test our models. All selected datasets
were normalised, tokenised and truecased using
Moses (Koehn et al., 2007) and segmented with
BPE (Sennrich et al., 2016), training a joint model
over 32,000 operations. Tables 3 and 4 show cor-
pora statistics for parallel and contrastive datasets
respectively.

EU-ES EN-RU

TRAIN 1,753,726 6,000,000
DEV 3,051 10,000
TEST 6,078 10,000

Table 3: Parallel corpora statistics (number of sentences)

For Basque–Spanish, we selected the TANDO
corpus (Gete et al., 2022), which contains par-
allel data from subtitles, news and literary doc-
uments. It includes two contrastive datasets for
Basque to Spanish translation. The first one, GDR-
SRC+TGT, centres on gender selection, with the
disambiguating information present in both the
source and target languages. The second one,
COH-TGT, is meant to evaluate cases where, de-
spite the absence in the source language of the nec-
essary information to make a correct selection of
gender or register, the translation must be contex-
tually coherent using target-side information.

For English–Russian, we used the dataset de-
scribed in Voita et al. (2019b), based on Open Sub-

EU-ES Size src tgt Dist.

GDR-SRC+TGT 300 ✓ ✓ ≤ 5
COH-TGT 300 ✓ ≤ 5

EN-RU Size src tgt Dist.

Ellipsis infl. 500 ✓ ✓ ≤ 3
Ellipsis VP 500 ✓ ✓ ≤ 3
Deixis 2,500 ✓ ≤ 3
Lex. cohesion 1,500 ✓ ≤ 3

Table 4: Contrastive test sets: size (number of instances), re-
quired context information and distance to the disambiguating
information (number of sentences)

titles excerpts (Lison et al., 2018). It includes 4
large-scale contrastive test sets for English to Rus-
sian translation. Two of these tests are related to el-
lipsis and contain the disambiguating information
in both the source and target-side context: Ellipsis
infl. assesses the selection of correct morpholog-
ical noun phrase forms in cases where the source
verb is elided, whereas Ellipsis VP evaluates the
ability to predict the verb in Russian from an En-
glish sentence in which the verb phrase is elided.
In the other two tests, the disambiguating infor-
mation is only present in the target-side context:
Deixis addresses politeness consistency in the tar-
get language, without nominal markers, whereas
Lexical Cohesion focuses on the consistent trans-
lation of named entities in Russian.

5.2 Models

All models in our experiments are trained with
Marian (Junczys-Dowmunt et al., 2018) and rely
on the Transformer-base architecture with the pa-
rameters described in Vaswani et al. (2017).

As a general baseline, we trained a sentence-
level model using all source-target sentence pairs
in the selected training datasets for each lan-
guage pair. We then trained different variants of
concatenation-based context-aware models, vary-
ing the type of context sentences prepended to the
source and/or the target sentence, and adding a
special token to separate the context.

We use the following convention to denote the
models: nton uses the same amount of source and
target data on each side, and represents the state-
of-the-art baseline; tgt-nton uses target language
data on both sides, discarding source context alto-
gether; nto1 and tgt-nto1 are variants of the pre-
vious models that use no context sentences in the
target language; finally, src+tgt-nton and tgt+src-
nton are variants where target context sentences
are combined with source context sentences, by
prepending them after or before the latter, respec-
tively. For convenience, we will refer to the tgt-
nton, src+tgt-nton and tgt+src-nton variants as X-
tgt-nton, as they share the use of target context on
both sides. In Appendix A, we provide a diagram
to illustrate data composition for each model.

Given the size of the context for each dataset,
we have n=6 for Basque–Spanish models and n=4
for English–Russian models. All context-aware
models were initialised with the weights of the
sentence-level baseline.
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Note that we discarded 1ton models, as they
present two main challenges. Within a standard
concatenation approach, we would be tasking the
model to learn a transformation from a single
source sentence to both the context and the tar-
get sentence, although the target context cannot be
derived from the source sentence, obviously. Al-
ternatively, a 1ton model could be designed via
changes in the NMT architecture, with forced de-
coding over the specified target context at both
training and inference time. The required architec-
tural changes were beyond the scope of this work,
although this type of model might be worth explor-
ing in more details.

6 Results

6.1 Parallel Tests

We first compared models in terms of BLEU on the
parallel test sets, using SacreBLEU (Post, 2018)2.
Statistical significance was computed via paired
bootstrap resampling (Koehn, 2004), for p <
0.05.3 The results are shown in Table 5.

In Basque–Spanish, the nton, tgt-nton, and
src+tgt-nton models performed better than the al-
ternatives, with no statistically significant differ-
ences between the three, with the tgt+src-nton
achieving slightly lower results. All three were
notably significantly better than the baseline and
the models which used only a single reference in
the target language. In English–Russian, all X-
tgt-nton model variants, that included target con-
text data on the source side, outperformed all other
models, including the standard nton model.

EU-ES EN-RU

Sentence-level 31.20 31.09
nto1 29.91 31.48
tgt-nto1 29.43 31.03
nton 31.96 31.20
tgt-nton 31.82 32.29
src+tgt-nton 31.94 32.32
tgt+src-nton 31.56 32.49

Table 5: BLEU results on the parallel test sets.

Sentence-level metrics are typically insufficient
to assess translation quality at the document level
(Wong and Kit, 2012), and conclusions should not
2nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1
3In all tables, best scores given the statistical test at hand are
shown in bold.

be drawn from the above results regarding context-
aware ability of the different models. They do
however indicate several tendencies at the sentence
level. First, the proposed use of target context data
on both sides was not detrimental in terms of trans-
lation quality, as the X-tgt-nton models performed
on a par with, or better than, the other variants.
Secondly, the lower results obtained by the nto1
and tgt-nto1 models seem to indicate that (i) re-
moving target context data on the decoder side can
be detrimental, as in EU-ES, and (ii) using source
or target language data on the encoder side can lead
to similar BLEU results, as was the case in both
language pairs.

Note that the results above were obtained with
reference translations, in an ideal scenario where
the context is correctly translated. In Section 8, we
present additional results using machine-translated
context, to measure the impact of eventual errors in
target context translation.

6.2 Challenge Tests

We evaluated the different models on the challenge
test sets both in terms of BLEU and in terms of ac-
curacy of the contrastive evaluation. Statistical sig-
nificance of accuracy results was computed using
McNemar’s test (Mcnemar, 1947), for p < 0.05.
The results are shown in Tables 6 and 7.

Considering both language pairs, the first no-
table results are the significant gains achieved by
the src+tgt-nton and tgt+src-nton models, which
outperformed all other variants overall, in terms
of both BLEU scores and contrastive accuracy.
The tgt-nton model, where source context was dis-
carded altogether, also outperformed the baselines
in terms of BLEU in all but one case, and ei-
ther matched the other two target-based variants
in half of the scenarios, or was outperformed by
these variants in the other three cases. In terms
of contrastive accuracy, it also outperformed the
baselines by a wide margin on target-oriented phe-
nomena while achieving parity or resulting in ac-
curacy loss on other phenomena. Overall, the
best performing and most consistent variant across
datasets and metrics was the src+tgt-nton variant.

On all target-related phenomena, the X-tgt-nton
models outperformed all alternatives, and in par-
ticular the standard nton variant by large margins.
In terms of accuracy, in EU-ES on the COH-TGT
test, the tgt-nton model already outperformed the
baseline by 27.67 points and the nton model by
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GDR-SRC+TGT COH-TGT

BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 35.04 54.00
nto1 36.82 66.33 33.23 53.00
tgt-nto1 36.79 66.33 37.31 74.00
nton 40.45 77.67 35.89 65.33
tgt-nton 39.05 72.67 39.61 81.67
src+tgt-nton 41.29 78.67 40.23 84.67
tgt+src-nton 42.35 78.67 39.86 82.67

Table 6: BLEU and accuracy results on the Basque–Spanish challenge tests.

Ellipsis infl. Ellipsis VP Deixis Lex. Cohesion

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 30.81 51.80 22.20 27.80 28.10 50.04 31.52 45.87
nto1 32.69 54.60 30.24 65.40 28.20 50.04 29.47 45.87
tgt-nto1 32.28 53.60 23.59 29.00 28.30 50.56 30.37 45.87
nton 36.97 75.20 29.59 62.60 27.15 82.48 27.89 45.93
tgt-nton 40.69 70.00 30.75 60.00 34.17 87.48 30.98 49.47
src+tgt-nton 40.98 77.20 35.84 77.60 34.38 87.48 31.75 53.07
tgt+src-nton 42.02 75.60 34.46 74.88 34.07 88.28 31.33 51.00

Table 7: BLEU and accuracy results in English–Russian challenge tests.

16.34 points, with even higher accuracy gains for
the best-performing src+tgt-nton model (+19.34).
In EN-RU, on Deixis gains of up to 38.24 and 5.8
points were achieved against the baseline and nton
model, respectively; on the Lexical Cohesion test
set, the gains reached 7.2 and and 7.14 points, re-
spectively. On these target-oriented test-sets, all
X-tgt-nton model also achieved comparable gains
in terms of BLEU scores, with a maximum against
the nton model of +4.34 points in EU-ES, +7.23
in EN-RU on Deixis, and +3.86 in EN-RU on the
Lexical cohesion test.

Turning now to the test sets where relevant con-
text information is available in either both the
source and target languages, or perhaps only in the
source language in some cases, the results are more
balanced between the nton baseline and the X-tgt-
nton variants, although the src+tgt-nton achieved
the best results overall in terms of both BLEU
and accuracy. On Ellipsis VP, the latter notably
achieved gains of 15 accuracy points, with the
tgt+src-nton variant a close second at +12.28. On
Ellipsis infl. and GDR-SRC-TGT, the gains were
more limited, with a maximum of +1 and and +2
accuracy points for the src+tgt-nton model against
the nton baseline, respectively, although signifi-

cant BLEU gains of up to +3.3 and +5.05 were
observed on these test sets, respectively.

Unsurprisingly, on these three datasets where
source information is a relevant factor, in combi-
nation or in isolation, the tgt-nton model under-
performed, though in accuracy only and to a lim-
ited extent on Ellipsis VP, for instance. This vari-
ant also significantly outperformed the nton base-
line in terms of BLEU on Ellipsis infl., with a 3.60
points gain. To further determine the impact of
source and target context and more precisely assess
the limits of this type of model, more fine-grained
challenge tests would be needed to distinguish be-
tween cases that can solely be resolved with source
context information and those where either side of
context provides sufficient information.

Regarding the other two contextual variants,
nto1 and tgt-nto1, which used no context infor-
mation on the target side of the input, the results
in accuracy were similar overall, performing on a
par with the sentence-level baseline on Lexical Co-
hesion, Deixis and COH-TGT for nto1. This was
expected for the nto1 models, as the relevant in-
formation is in the target language in these cases,
which these models have no access to.

Overall, promoting target data in a
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concatenation-based approach achieved large
improvements across the board over the sentence-
level and nton baselines. Replacing source
context data altogether with the target context
already improved significantly on target-context
phenomena, while achieving relatively close
results in the other cases. Combining source and
target context provided the best balance however,
achieving the best results in all cases. In particular,
the src+tgt-nton proved optimal and we discarded
the slightly worse tgt+src-nton variant in the
remainder of this work.

7 Using Back-translated Data

When document-level parallel data are lacking,
monolingual data in the target language can be
exploited within concatenation-based approaches
via back-translation (Junczys-Dowmunt, 2019;
Sugiyama and Yoshinaga, 2019; Huo et al., 2020).
Some level of degradation is expected, depending
on the quality of the model used to back-translate
the target data, and we also expect the models to
be impacted differently: the target sentence and its
back-translation would be identical for all models,
as would be the original target context sentences,
but the nton and the src+tgt-nton models also re-
quire back-translated context, unlike the tgt-nton
model.

For comparison purposes we back-translated the
target side of the training data for both language
pairs, using a sentence-level model trained on the
parallel data, and trained the main model variants
strictly on the back-translated data.4 The results
are shown in Tables 8, 9 and 10, contrasting the
use of parallel (PA) and back-translated (BT) data.

The overall degradation using BT data was more
salient in EU-ES than in EN-RU, which is likely
due to the differences in training data size and the
resulting quality of the respective models. In both
cases, the X-tgt-nton variants proved more robust
than the nton model. This is likely due to the latter
having as context only the back-translation of the
target context, while the former contain, alone or in
combination with the back-translation, the original
target context.

Overall, the tendencies observed using par-
allel data were replicated with back-translated
data, with the src+tgt-nton model being the top-

4Note that we did not mix back-translated data with the orig-
inal parallel data, to strictly contrast the approaches in their
ability to exploit monolingual back-translated data.

EU-ES EN-RU

Sentence-level (PA) 31.20 31.09

nton (PA) 31.96 31.20
tgt-nton (PA) 31.82 32.29
src+tgt-nton (PA) 31.94 32.32

nton (BT) 25.46 29.21
tgt-nton (BT) 27.33 30.10
src+tgt-nton (BT) 31.27 29.39

Table 8: BLEU results on the parallel test sets using parallel
(PA) and back-translated (BT) data.

performing variant across the board, and the tgt-
nton a close second on target-context phenomena
but performing worse than the nton model in ac-
curacy on the GDR-SRC+TGT and Ellipsis infl.
with BT data. Perhaps more surprising are the re-
sults achieved by the src+tgt-nton model, trained
on BT data, on the Lexical cohesion test set, where
it outperformed the same variant trained on paral-
lel data by 13 points. Additional datasets might be
warranted to further assess the tendencies for these
models, but the results on the available datasets
in terms of accuracy seem to indicate that the use
of BT data is viable, and particularly exploitable
by the X-tgt-nton models overall. We conjecture
that this is mainly due to the fact that these ap-
proaches promote target language data which are
in essence correct, while discarding or reducing
the role of source context data which are likely to
feature back-translation errors.

8 Machine-translated Target Context

Following standard practice, so far we used the
reference target context instead of the machine-
translated output in our evaluations. This is meant
to remove potential noise in terms of context trans-
lation errors and evaluate the approaches on their
translation accuracy given a correct context. Us-
ing reference translations also allows for an eval-
uation of phenomena where more than one con-
text translation would be correct – e.g. box trans-
lated as boîte (fem.) instead of carton (masc.) in
French – but the contrastive evaluation relies on
one of these translations being selected and con-
textual phenomena, such as coherence, are evalu-
ated accordingly. A correct but different context
translation would unfairly affect the evaluation.

Still, in practice, at inference time there are no
reference translations, of course. Whereas X-to1
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GDR-SRC+TGT COH-TGT

BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 35.04 54.00

nton (PA) 40.45 77.67 35.89 65.33
tgt-nton (PA) 39.05 72.67 39.61 81.67
src+tgt-nton (PA) 41.25 78.67 40.23 84.67

nton (BT) 41.58 76.00 31.02 67.00
tgt-nton (BT) 40.22 74.00 34.62 81.33
src+tgt-nton (BT) 45.67 77.33 42.67 84.67

Table 9: Results on Basque–Spanish contrastive tests with parallel (PA) and back-translated (BT) data.

Ellipsis infl. Ellipsis VP Deixis Lex. cohesion

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 30.81 51.80 22.20 27.80 28.10 50.04 31.52 45.87

nton (PA) 36.97 75.20 29.59 62.60 27.15 82.48 27.89 45.93
tgt-nton (PA) 40.69 70.00 30.75 60.00 34.17 87.48 30.98 49.47
src+tgt-nton (PA) 40.98 77.20 35.84 77.60 34.38 87.48 31.75 53.07

nton (BT) 35.63 78.60 28.84 69.40 25.66 83.92 28.29 46.20
tgt-nton (BT) 39.25 73.60 31.86 57.60 31.84 87.84 29.81 49.20
src+tgt-nton (BT) 41.96 81.20 35.23 76.00 31.63 87.36 31.68 66.07

Table 10: Results on English–Russian contrastive tests with parallel (PA) and back-translated (BT) data.

EU-ES EN-RU

Sentence-level 31.20 31.09
nton 31.96 31.20
tgt-nton (RF) 31.82 32.29
tgt-nton (MT) 31.08 31.52
src+tgt-nton (RF) 31.94 32.32
src+tgt-nton (MT) 30.93 31.31

Table 11: BLEU results on the parallel test sets using refer-
ence (RF) and machine-translated (MT) context.

model should not be impacted at all, the X-tgt-
nton models are susceptible to suffer from errors
in the translation of the context. To measure this
aspect, we computed BLEU scores using machine-
translated target sentences for X-tgt-nton models.
The results are shown in Table 11.

Using MT output resulted in a slight degradation
for EU-ES, with results on a par with the sentence-
level baseline and at most 1.01 points loss com-
pared to the use of reference translations. For EN-
RU, all models achieved comparable results except
those that relied on reference translations, with

gains of approximately 1 point for the latter. As
previously noted, the BLEU metric is known to be
deficient for context-aware model evaluation, and
contrastive tests provide more precise benchmarks.
However, measuring MT context in terms of con-
trastive accuracy is not a valid option, as challenge
tests rely on specific context translation choices,
and the reference context is provided instead in
standard practice. Note that nton models would
also be impacted in terms of contrastive accuracy,
since MT output would affect decoding.5

Evaluating approaches based on promoting tar-
get data in a practical scenario with imperfect
machine-translated context thus faces important
limitations with current document-level evaluation
protocols. A proper assessment of the impact of
machine-translated context would also need to take
into account the quality of the translation model it-
self, with larger models expected to minimise con-
text translation errors in this type of approach. We
leave these aspects for future research.

5For completeness, in Appendix B we provide results in terms
of BLEU and accuracy on the challenge tests using machine-
translated context.
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GDR-SRC+TGT COH-TGT
Dist % cases nton tgt-nton src+tgt-nton % cases nton tgt-nton src+tgt-nton
1 64.67% 77.32 70.10 76.80 62.34% 69.52 85.03 86.10
2 20.67% 91.23 85.48 85.48 20.67% 66.13 90.32 85.48
3 9.33% 72.41 71.43 71.43 9.67% 51.72 72.41 75.86
4 2.00% 57.14 57.14 85.71 6.00% 50.00 83.33 83.33
5 3.33% 66.67 55.56 88.89 1.33% 25.00 50.00 75.00

Table 12: Accuracy results in Basque–Spanish according to relevant context distance.

Deixis Lex. Cohesion
Dist % cases nton tgt-nton src+tgt-nton % cases nton tgt-nton src+tgt-nton
1 33.33% 88.66 90.49 89.63 42.75% 46.27 51.45 57.53
2 33.33% 85.82 90.07 91.02 31.50% 45.87 47.39 50.00
3 33.33% 73.02 81.89 81.77 25.75% 45.43 48.56 49.09

Table 13: Accuracy results in English–Russian according to relevant context distance.

9 Accuracy At Distance

The results so far were measured considering con-
text as a whole. To achieve a more fine-grained
view of the differences between approaches, we
computed their accuracy in terms of the distance
between the current sentence and the disambiguat-
ing context information, expressed in number of
sentences. The results are shown in Tables 12 and
13, indicating the distance and the percentages of
cases in the corresponding dataset.

The main observable tendency is that of the
decreasing accuracy over distance for the nton
model, in all cases but GDR-SRC+TGT at dis-
tance 2 (where all models perform better), in
contrast with the significantly more robust ac-
curacy of the src+tgt-nton model at larger dis-
tances, for Basque-Spanish in particular. The tgt-
nton model exhibits mixed tendencies, improving
or maintaining accuracy over distance 1 in some
cases, but also degrading at larger distances (GDR-
SRC+TGT or COH-TGT, at dist=5). Note though
that larger distances are under-represented in the
Basque-Spanish test sets, and may thus not be as
representative.

10 Conclusions

In this work, we investigated the promotion of tar-
get context data within a standard concatenation-
based approach to context-aware neural machine
translation. The main incentive revolves around
the fact that, for most contextual phenomena of in-
terest for document-level machine translation, the
relevant information is either in the target language

or distributed on the source and target sides.
We studied simple model variants where target

context sentences are concatenated to the source
sentence, either in isolation or in combination with
the source context. Our results in Basque-Spanish
and English-Russian, over five datasets show-
casing different types of contextual phenomena,
showed large improvements in terms of contrastive
accuracy and BLEU scores. Models where the
source context was discarded altogether achieved
parity or slightly underperformed on phenomena
involving both source and target contexts. The
variants based on augmenting the source context
with target data achieved the best results across the
board and were also shown to be more accurate in
handling context at larger distances.

We further evaluated the use of back-translated
data, with models merging target and source
matching or outperforming variants trained on par-
allel data. We also measured the impact of us-
ing machine-translated context, although only in a
limited way given current evaluation protocols for
context-aware models, with slight degradation ob-
served in terms of BLEU. The use of more robust
baseline models, trained on larger volumes of data,
could mitigate the observed effects.

The proposed approach promoting target data
requires no changes to the standard NMT archi-
tecture and provides significant gains over strong
baselines. Although it also implies larger contexts
when merging source and target context, it might
be worth further exploring this type of approach
and the respective roles of source and target con-
text data in neural machine translation.
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Figure 1: Schematic representation of a training instance for the different models. The yellow blocks represent the source
language and the green blocks the target language. The dashed lines indicate context sentences; the continuous lines indicate
the current sentence and its translation.

A Models Overview

To clarify the differences between model variants,
Figure 1 provides a schematic view of the com-
position of a training instance for each type of
concatenation-based model. We show the main
building blocks and their ordering for both source
and target sides.

B Machine-translated Target Context on
Challenge Tests

To complement the results in Section 8, we eval-
uated the models on the challenge test sets using
the machine-translated context instead of the refer-
ence translation in the test. Although this would be
the process at inference time, as previously noted
the challenge test sets depend on pre-established
translation choices, in particular for coherence. A
machine-translated context sentence might be en-
tirely correct but differ from the specific translation
choice the test has been designed for. The refer-
ence target context is thus typically provided as is
on these test sets for standard approaches such as
the nton model and we followed this protocol for
our main results.

With these caveats in mind, we computed results
in terms of BLEU and accuracy using machine
translated-context on a subset of the challenge
tests, with the results shown in Table 14. For this
evaluation, we discarded the tests where the disam-
biguating information is present only in the target
context, as this would lead to erroneous results, for
the reasons mentioned above. Thus, the evalua-

tion was restricted to the GDR-SRC+TGT test for
Basque-Spanish, and on the ellipsis-related tests
for English-Russian. Although the contrastive re-
sults on these challenge tests might still be im-
pacted by differing translation choices, the source
context might contain sufficient information to
compensate for these variations.

Using MT output impacted all the models that
promoted the target context, in terms of both
BLEU and accuracy scores, except in Basque-
Spanish on BLEU where the loss was not statisti-
cally significant. However, these variants still out-
performed the sentence-level baselines in a signif-
icant way across the board.

In English-Russian, the src+tgt-nton model us-
ing machine-translated context achieved better re-
sults than all other models on Ellipsis VP, except-
ing the same variant using reference translations.
It was notably better than the nton and the tgt-
nton models with reference target context. The
situation is reversed on Ellipsis infl., with signif-
icant losses for the src+tgt-nton (MT) model com-
pared to src+tgt-nton (RF), and the nton model
achieving better results with MT context. Note that
the nton model also incurred significant losses in
terms of accuracy when using MT context in this
case. This is not unexpected, as the decoding pro-
cess involves the target context in these models,
with cascading divergences between the machine-
translated target context and the expected context
in the contrastive test. Note that this type of model
is not impacted by the use of MT output in terms
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EU-ES EN-RU

GDR-SRC+TGT Ellipsis infl. Ellipsis VP

BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 30.81 51.80 22.20 27.80
nton (RF) 40.45 77.67 36.97 75.20 29.59 62.60
nton (MT) 40.45 74.33 36.97 67.40 29.59 63.20
tgt-nton (RF) 39.05 72.67 40.69 70.00 30.75 60.00
tgt-nton (MT) 37.45 69.33 34.44 62.40 30.18 55.20
src+tgt-nton (RF) 41.25 78.67 40.98 77.20 35.84 77.60
src+tgt-nton (MT) 39.63 73.33 36.40 62.20 33.36 71.40

Table 14: Results on contrastive tests using reference (RF) and machine-translated (MT) context.

of BLEU, however, as the translated context is dis-
carded after translation in non-contrastive evalua-
tions.

In Basque-Spanish, the slight loss in BLEU be-
tween src+tgt-nton (RF) and src+tgt-nton (MT)
was not statistically significant. In terms of ac-
curacy, the losses were notable between these two
models however, at over 5 points, but marginal be-
tween the src+tgt-nton (MT) and the nton (MT)
models (1 point).

As previously discussed, contrastive tests are
meant for a specific context, and evaluations with
machine-translated output are only tentative. Dif-
ferent evaluation protocols would be needed to
evaluate the use of MT context in a more princi-
pled and robust manner.
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