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Abstract

Alzheimer’s Disease (AD), characterized by
significant cognitive and functional impairment,
necessitates the development of early detection
techniques. Traditional diagnostic practices,
such as cognitive assessments and biomarker
analysis, are often invasive and costly. Deep
learning-based approaches for non-invasive AD
detection have been explored in recent studies,
but the lack of accessible data hinders further
improvements in detection performance. To
address these challenges, we propose a novel
semantic perturbation-based data augmentation
method that essentially differs from existing
techniques, which primarily rely on explicit
data engineering. Our approach generates con-
trolled semantic perturbations to enhance tex-
tual representations, aiding the model in iden-
tifying AD-specific linguistic patterns, partic-
ularly in scenarios with limited data availabil-
ity. It learns contextual information and dy-
namically adjusts the perturbation degree for
different linguistic features. This enhances
the model’s sensitivity to AD-specific linguis-
tic features and its robustness against natural
language noise. Experimental results on the
ADReSS challenge dataset demonstrate that
our approach outperforms other strong and
competitive deep learning methods.

1 Introduction

Alzheimer’s Disease (AD) casts a shadow over the
globe as an affliction of the mind, eroding cognitive
and functional capabilities with devastating thor-
oughness (Roark et al., 2011; Deture and Dickson,
2019). As the condition progresses, the irrevoca-
ble nature of this disorder becomes markedly pro-
nounced, underscoring the imperative for early de-
tection and opportune intervention. Contemporary
medical diagnostics have predominantly hinged
on cognitive testing and bio-marker analysis (Guo
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et al., 2020), yet these approaches are notably time-
intensive and financially burdensome, thereby hin-
dering their widespread adoption for potential pa-
tients. Recent advancements in automated speech
and text analysis offer a more cost-effective and
scalable alternative for AD detection (Prabhakaran
et al., 2018). Patients with AD exhibit distinctive
linguistic patterns (Liu et al., 2022), characterized
by an increased reliance on filler words, a paucity
of informative nouns and verbs, disorganized syn-
tax, alongside heightened frequencies of pauses
and hesitations(Yuan et al., 2020a; Greta et al.,
2015). These linguistic features provide promising
potential for language-based analysis mechanisms
in detecting AD, indicating that enhanced sensitiv-
ity in capturing these patient-specific features could
improve the efficiency of early-stage detection and
intervention.

With the advancements of deep learning, many
neural network-based methods (Ilias and Askounis,
2023; Koo et al., 2020; Zhu et al., 2021) have been
proposed to detect AD. Yet, the primary challenges
obstructing the development of effective detection
lie in the limited sensitivity of existing methods to
the unique linguistic features of AD patients and
the shortage of labeled data. The difficulty in data
collection (Chen et al., 2023), the high costs as-
sociated with data labeling, and privacy concerns
have all hindered the availability of accessible and
labeled linguistic datasets. This scarcity increases
the risk of model overfitting and impedes the explo-
ration of specific features that are highly relevant
to AD patients.

In recent years, Data Augmentation (DA) has
been proposed as an effective technique to allevi-
ate the scarcity of available datasets and improve
model generalization. Previous DA methods for
AD detection (Guo et al., 2021; Roshanzamir et al.,
2021; Liu et al., 2021) primarily involve perform-
ing explicit transformations of the original text se-
quences (e.g., random deletion or lexical substi-
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tution etc.) (Novikova, 2021; Duan et al., 2023;
Hlédiková et al., 2022), paraphrasing (Cai et al.,
2023), or text generation (Guo et al., 2020). Al-
though these methods alleviate the problem of data
availability to a certain extent, they might result
in augmentation bias and impair the semantics
of the original texts. First, the randomly deleted
AD samples may contain AD-specific features re-
moved, which are indeed semantically closer to
non-AD samples. Second, random operations have
difficulty in preserving AD-specific features that
are crucial for AD diagnosis. As a consequence,
the model might be misled to learn inappropriate
pseudo AD patterns, thereby hurting the model’s
generalization ability. In addition, various types
of DA methods require varying degrees of explicit
data engineering, thus limiting the portability and
applicability of these methods.

To address the above issues, we aim to develop
an effective Data Augmentation (DA) method to
improve the performance of AD detection in data-
limited scenarios. Our approach centers on utiliz-
ing semantic perturbations to enhance the sensi-
tivity of AD detection models in capturing AD-
specific features while retaining the robustness to
natural noise that may appear in user-generated
texts. In our work, we propose a Semantic Pertur-
bation with Zonal-mixing (SPZ) DA framework.
SPZ consists of a Generator module and a Medi-
ator module. The Generator automatically aug-
ments the given text with varying degrees of noise
generated from a Gaussian distribution, optimized
using a temperature-dependent Gumbel-Softmax
trick (Jang et al., 2017). Unlike Generative Adver-
sarial Networks (GANs) that typically create new
data samples, SPZ focus on adding controlled per-
turbations to the existing data samples. To control
the degree to which different types of words are
perturbed, the Mediator assesses all initial word
representations, assigning corresponding perturba-
tion probabilities. Finally, all initial word repre-
sentations and generative noise representations are
mixed to produce a refined representation as in-
put to the final AD classifier. This dual-module
approach ensures the preservation of the text’s orig-
inal semantics with subtle modifications to improve
the effectiveness of model training. We illustrate
that our proposed approach achieves competitive
performance on the ADReSS challenge dataset
compared to strong baselines.

Our contributions are summarized as follows:

1. To the best of our knowledge, we are the first
to propose a perturbation-based semantic aug-
mentation approach for the detection of AD
transcripts without manual data engineering.

2. We propose SPZ, a novel plug-and-play
DA framework with semantic perturbations,
which perturbs different features with varying
degrees of noise, to enhance the efficacy of
AD detection in data-limited scenarios.

3. Experimental results on the ADReSS chal-
lenge dataset demonstrate the effectiveness
and competitiveness of our method.

2 The ADReSS Challenge Dataset

We utilize the ADReSS dataset (Luz et al., 2020),
which serves as a standardized benchmark for the
Alzheimer’s Disease (AD) research community, fa-
cilitating research in AD detection. This dataset
comprises 156 speech samples with corresponding
transcripts from participants—both non-AD (35
male, 43 female) and AD-affected (35 male, 43
female) English speakers—performing the Cookie
Theft picture description task (Giles et al., 1996).
Our study focuses exclusively on the transcript
data, formatted according to the CHAT protocol
(MacWhinney, 2000), a recognized standard for
TalkBank data. As shown in Table 1, the dataset
has a balanced distribution across age and gender,
aiming to reduce potential bias in prediction tasks.

Age AD (train / test) Non-AD (train / test)
Male Female Male Female

[50, 55) 1 / 1 0 / 0 1 / 1 0 / 0
[55, 60) 5 / 2 4 / 2 5 / 2 4 / 2
[60, 65) 3 / 1 6 / 3 3 / 1 6 / 3
[65, 70) 6 / 3 10 / 4 6 / 3 10 / 4
[70, 75) 6 / 3 8 / 3 6 / 3 8 / 3
[75, 80) 3 / 1 2 / 1 3 / 1 2 / 1

Full set 24 / 11 30 / 13 24 / 11 30 / 13

Table 1: Statistics of the ADReSS dataset with age and
gender details

The ADReSS dataset’s limited size, resulting
from data collection difficulties and privacy con-
cerns, poses a significant challenge for developing
robust AD classification models. To tackle this
challenge, we propose a novel data augmentation
method aimed at enhancing textual representations
in data-limited scenarios. Our strategy involves
generating controlled semantic perturbations, de-
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Figure 1: Illustration of our proposed Semantic Perturbation with Zonal-mixing (SPZ) framework

signed to boost model performance and reliability
in AD detection.

3 Methods

Our proposed method aims to generate better repre-
sentations of Alzheimer’s Disease (AD) transcripts
in data-limited scenarios, which can be easily opti-
mized and utilized to perform effective early-stage
AD detection. In our framework, each transcript
is initially embedded into a pre-trained language
model BERT (Devlin et al., 2019) at the token level,
thereby obtaining representations for each word.
These word representations are subsequently chan-
neled through three distinct information pathways:
1) Fed into a Generator module, which is designed
to derive semantic perturbations; 2) Transmitted
into a Mediator module, which controls the corre-
sponding degrees of perturbation for each word; 3)
Combined with the generative word semantic per-
turbations and then input into the final AD classifier.
Details of our proposed approach are presented in
subsequent subsections.

3.1 Text Encoder
Building upon prior studies (Duan et al., 2023),
our method adopts the pre-trained language model
BERT1 (bert-base-uncased) as our text encoder.
Unlike current BERT-based AD detection methods
that directly use the [CLS] token for classification,
we use a token-level embedding strategy to capture
more detailed and fine-grained feature information.

As shown in Figure 1, any input transcript
T = {t1, t2, · · · , tn}, comprising various features

1https://github.com/google-research/bert

(i.e., information units, common features and AD-
specific features), is processed through the BERT
encoder:

E = BERT(T ) (1)

By leveraging the BERT’s Transformer architec-
ture, we can capture interactions among different
types of features and obtain the contextualized sen-
tence representation E = {e1, e2, · · · , en}, which
consists of n token-level representations. To best
utilize the latent representations, we use all token-
level representations, excluding the special tokens
[CLS] and [SEP], for subsequent perturbation-
based DA module.

3.2 Semantic Perturbation with Zonal-mixing

To enhance effectiveness and enable plug-and-play
use in data-limited scenarios, we propose Semantic
Perturbation with Zonal-mixing (SPZ) , a new
method focused on augmenting textual representa-
tions via semantic perturbation. SPZ aims to refine
the model’s sensitivity to AD-specific linguistic
features and improve its robustness against natural
linguistic variations.

Perturbation Generator This module is de-
signed to generate perturbations with more vari-
ability, encouraging the model to uncover and
adapt to diverse linguistic patterns, while avoid-
ing the semantic bias derived from random and
direct textual changes. For each given transcript
T = {t1, t2, · · · , tn}, we utilize the BERT en-
coder to obtain the contextualized representations
E = {e1, e2, · · · , en} at the token level, where ek,
1 ≤ k ≤ n, indicates an h-dimensional representa-
tion vector of token k.
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For all token representations, we generate the
corresponding n noise representations from a Gaus-
sian distribution:

Ũ = {ũ1, ũ2, · · · , ũn} ∼ N (0, σ2), (2)

where ũk ∈ R1×h, 1 ≤ k ≤ n, indicates the noise
perturbed to token representation ek, and σ is the
standard variance2. As perturbations sampled from
a Gaussian distribution typically lack an explicit
direction in the semantic space, the augmentation
performance of injecting uniformly sampled per-
turbations into token-level representations may not
be insufficient.

To introduce more significant perturbations into
specific elements of the representations while keep-
ing others relatively unchanged, we transform the
initial noise representations into a skewed distribu-
tion to derive the Gumbel noise g, given by:

g = − log(− log(ũ+ ε) + ε). (3)

Based on the above, we adopt the Gumbel-Softmax
trick (Jang et al., 2017) with low temperature
to obtain the perturbed representations E′ =
{e′1, e′2, · · · , e′n} via:

e′i =
exp{(ei + gi)/τ}∑n
j=1 exp{(ej + gj)/τ}

, (4)

where ek ∈ R1×h and τ represents the tempera-
ture parameter that controls the smoothness of the
perturbed distribution, and we set τ = 0.2 in our
experiment. With a lower τ , the perturbations in-
jected into specific words become more extreme
and targeted, resulting in a less smooth distribu-
tion. This is critical for accurately detecting key
linguistic patterns associated with AD.

Perturbation Mediator To achieve auto-
balancing during training, we design the pertur-
bation Mediator to model the perturbation distribu-
tion from the initial contextualized representations
E = {e1, e2, · · · , en} as:

pi =
1

1 + exp{−(wi · ei + b)} , (5)

where wi ∈ R1×h and bi ∈ R1×1 are trainable
weights matrix and bias vector. pi ∈ (0, 1) indi-
cates the degree to which ei is perturbed. The sig-
moid function used in Eq. 5 ensures a smooth and

2In our work, we set σ = 1 and h = 786 denotes the
hidden size of BERT.

continuous transition between the original and per-
turbed states, providing fine-grained control over
the perturbation degree.

Following the computation of perturbation de-
grees, we employ a zonal-mixing strategy that
integrates the original and perturbed representa-
tions to obtain the final mixed-up representations
Ẽ = {ẽ1, ẽ2, · · · , ẽn}, given by:

ẽi = (1− pi)ei + pie
′
i. (6)

The combination of the original and perturbed rep-
resentations enables the model to learn flexibly
from both clean and perturbed samples. Further-
more, since the perturbation degree in the Mediator
module is transparent and interpretable, it offers a
bridge between the black-box and white-box mod-
els, providing a potential perspective for credible
AD detection. We will further discuss the credible
detection results in Section 4.4.

3.3 Alzheimer’s Disease Classifier
After deriving the mixed-up representations Ẽ =
{ẽ1, ẽ2, · · · , ẽn}, we apply a global max pooling
layer to reduce the dimensionality, followed by a
fully connected layer for the final classification:

z = GlobalMaxPooling(Ẽ),

ŷ = Sigmoid(z),
(7)

where z ∈ R1×h and ŷ ∈ (0, 1) indicates the prob-
ability of predicting AD. The Binary Cross Entropy
loss is used as the loss function LBCE for model
training:

LBCE = −
N∑

i=1

yi log(ŷi) + (1− yi) log(1− ŷi),

(8)
where yi denotes the ground-truth label of the input
sentence, respectively.

4 Experiments

We implement our proposed method using
bert4keras (Su, 2020) on NVIDIA Tesla V100s
with 32GB RAM. Accuracy is used as the primary
performance metric due to the well-balanced nature
of the ADReSS challenge dataset. Additionally,
precision, recall and F1 scores with respect to the
AD class are considered to offer a comprehensive
evaluation. We use 10-fold cross-validation on the
training dataset to assess generalization error, and
report the average evaluation metrics across 5 dif-
ferent seeds. The learning rate is set to 2e− 05 and
batch size is set to 8.
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Methods Accuracy (%) Precision (%) Recall (%) F1 (%)

LDA (Luz et al., 2020) 75.0 83.0 62.0 71.0
CNN (Meghanani et al., 2021) 72.9 72.0 75.0 73.0
fastText (Meghanani et al., 2021) 83.3 86.0 79.0 83.0
BERT (Balagopalan et al., 2021) 83.3 83.9 83.3 83.3
Fusion (Campbell et al., 2021) 83.3 80.1 87.5 84.0
BERT (BT DE) (Hlédiková et al., 2022) 84.0 - 81.1 -
SVM (BT RU) (Hlédiková et al., 2022) 85.0 - 79.0 -
CDAsingle (Duan et al., 2023) 87.5 88.1 83.3 86.9
SPZsingle (ours) 90.0 88.8 91.7 90.2

Ensemble (Sarawgi et al., 2020) 83.0 83.0 83.0 83.0
ERNIE0p (Yuan et al., 2020b) 85.4 94.7 75.0 83.7
ERNIE3p(Yuan et al., 2020b) 89.6 95.2 83.3 88.9
CDAensemble (Duan et al., 2023) 91.7 100.0 83.3 90.9
SPZensemble (ours) 93.8 92.0 95.8 93.9

Table 2: Predictive performance of each comparing method on the ADReSS challenge dataset. Accuracy, Precision,
Recall and F1 score (F1) are used as evaluation metrics.

4.1 Baseline Methods

We compare our method with two sets of competi-
tive AD detection methods including: single model
methods and ensemble methods.

The single model methods include (1) LDA(Luz
et al., 2020), as the baseline of the ADReSS chal-
lenge, which utilizes linear discriminant analysis to
detect AD; (2) Feature-based methods (Meghanani
et al., 2021) that employ fastText (bi-grams and
tri-grams) and a CNN model (bi-grams, tri-grams
and 4-grams) to extract n-gram-based linguistic
features; (3) BERT (Balagopalan et al., 2021) that
takes the [CLS] token as the global representation
for classification; (4) Fusion (Campbell et al., 2021)
that integrates acoustic and linguistic features to
augment the classification performance; (5) SVM
(BT RU) and BERT (BT DE) (Hlédiková et al.,
2022) employ Back-translation from Russian (RU)
and German (DE), respectively, as the textual data
augmentation for AD detection.

The ensemble methods include (6) Ensemble
(Sarawgi et al., 2020) that implements the majority
vote from three individual models; (7) ERNIE0p
and ERNIE3p (Yuan et al., 2020b), based on
ERNIE-large, which leverage both the original and
manually pause-enhanced transcripts for AD detec-
tion; (8) CDA (Duan et al., 2023) that proposes a
contrastive data augmentation strategy using ran-
dom deletion as the negative pair and dropout-
generated instances as the positive pair.

4.2 Main Results

Our study involves analytical experiments, as
shown in Table 2, where we compare our proposed
SPZ method against various AD detection tech-
niques, including both single model and ensemble
methods.

Single model methods exhibit a diverse range of
performance metrics. The baseline LDA yields an
accuracy of 75.0%, while the CNN model reports
a slightly lower accuracy of 72.9%, suggesting the
need for more advanced textual analysis methods
for AD detection. Notably, the fastText model
yields a substantial increase in recall to 79.0%, un-
derscoring the significance of n-gram features in
capturing AD linguistic characteristics. Further-
more, the BERT model, owing to its representation
power, achieves a notable accuracy of 83.3%.

Data Augmentation (DA) techniques further
enhance the performance of these deep learning
models. For instance, Back Translation-based ap-
proaches applied to BERT (BT DE) and Support
Vector Machines (SVM) (BT RU) demonstrate sub-
stantial improvements, achieving an accuracy of
84.0% and 85.0%, respectively. Among the exist-
ing methods, CDAsingle stands out with a significant
accuracy of 87.5% and a precision of 88.1%, show-
casing its effectiveness in AD detection.

Our SPZsingle exhibits the best performance over
the existing models, achieving an accuracy of
90.0%, along with a precision of 88.8%, recall
of 91.7%, and an F1 score of 90.2%. The sta-
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Methods Accuracy (%) Precision (%) Recall (%) F1 (%)

BERTCLS 83.3 83.3 85.0 83.5
BERTToken 85.0 86.3 84.2 84.9
+ Generator 87.5 88.1 86.7 87.4

SPZ (ours) 90.0 88.8 91.7 90.2

Table 3: Ablation study over BERTCLS , BERTToken and different model components on the ADReSS challenge
dataset.

ble precision and significant improvement in recall
demonstrate the SPZ’s enhanced sensitivity to AD-
specific linguistic patterns and its robustness to
natural language noise.

Under the ensemble settings, our SPZensemble
(majority votes on 5 models) achieves promising
performance with an accuracy of 93.8% and an F1
score of 93.9%, surpassing the previous leading
CDAensemble, which has an accuracy of 91.7% and
an F1 score of 90.9%. Furthermore, SPZensemble re-
ports a precision of 92.0% and a competitive recall
of 95.8%, demonstrating its balanced effectiveness
in precisely detecting actual AD cases while main-
taining a low rate of misdiagnosed classification.

Type Example

filler word mhm, um, uh, hm, well, yeah, okay etc.

location garage, kitchen, outside, garden, yard etc.

action find, fall, wash, steal, pick, get etc.

subject boys, mom, lady, woman, sister etc.

object dishes, counter, window, stool, curtains,
cups, sink, water, cookies, cookie jar etc.

pronoun I, she, he, they, it, that, her, there etc.

other words not in above types.

Table 4: Seven types of words in the transcripts

4.3 Ablation Study
To verify the contribution of each component in our
proposed SPZ framework, we conduct a series of
ablation experiments. Table 3 reports the ablation
results by comparing our full SPZ model against
variants with a specific component ablated.

The baseline BERT model, which uses the [CLS]
token for classification (BERTCLS), achieves an ac-
curacy of 83.3%, a precision of 83.3%, a recall
of 85.0%, and an F1 score of 83.5%. When shift-
ing from the [CLS] token to token-level embed-
dings (BERTToken), we observe an increment in
most metrics, indicating the significance of fine-
grained analysis. Adding the Generator module

to BERTToken further improves the performance
across all metrics, with particularly notable gains
in precision and F1 score, validating the efficacy of
semantic perturbation in enhancing model sensitiv-
ity to contextual features. Our SPZ, by integrating
Generator and Mediator, achieves a remarkable in-
crease in performance with an accuracy of 90.0%,
a precision of 88.8%, a recall of 91.7%, and an F1
score of 90.2%. These results markedly outperform
the competitive baseline models, highlighting the
synergistic effect of the combined modules. Par-
ticularly, the significant leap in recall suggests that
SPZ is highly effective in identifying AD-related
features within the data.

The ablation results clearly demonstrate that
each module within the SPZ framework plays a piv-
otal role in the overall performance. Their seamless
integration enhances the model’s ability to discern
intricate patterns associated with AD, leading to a
robust and sensitive AD detection model.

4.4 Analysis of Mediator Module

Deep learning models have long been described as
“black-box models” due to the opacity of their pre-
diction processes. The lack of transparency can fur-
ther lead to distrust in improving the performance
of downstream tasks. To illustrate the interpretabil-
ity of our SPZ method in capturing features cru-
cial for AD detection, we conduct comprehensive
case studies of the Mediator module under two dis-
tinct scenarios: (1) AD-specific Features Probing
(AFP); (2) Comparison between AD and Non-
AD (CAN).

To assess the Mediator module’s capacity for
learning distinct perturbation boundaries, we ex-
amine its output for each test instance Si =
{t1, t2, · · · , tn}. This involves statistical analy-
sis of the Perturbation Degree (PD) for each word
within the sentences. We categorize words into
seven groups based on the transcripts and segment
them into eight intervals, each reflecting varying
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Figure 2: The distribution of perturbation degree in test dataset (Total, AD instances and Non-AD instances) among
seven types of word.

degrees of perturbation as determined by the proba-
bilities generated by the Mediator module. Detailed
definitions are provided in Table 4 and Table 5.

Degree Retention Perturbation

Low (δi − 10σi, δi] (δi, δi + 10σi]

Medium (δi − 20σi, δi − 10σi] (δi + 10σi, δi + 20σi]

High (δi − 30σi, δi − 20σi] (δi + 20σi, δi + 30σi]

Extreme (0, δi − 30σi] (δi + 30σi, 1]

Table 5: The definition of perturbation degree, where
δi denotes the average perturbation degree within each
sentence Si, while σi represents the perturbation vari-
ance within Si.

Scenario 1: AD-specific Features Probing (AFP)
First, we probe the Mediator’s sensitivity to AD-
specific features. A sensitive Mediator is antici-
pated to assign lower perturbation degrees to AD-
specific features, focusing more on detecting AD.
We first analyze the perturbation distributions (see
table 5) of seven different word types (see table
4) in the test set. Figure 2(a) provides a detailed
view of how the Mediator module perturbs differ-
ent types of words. For example, clinically impor-
tant information, such as information units (i.e.,
task-specific object, location and action) and filter
words, show a high retention rate in the overall
test set, with high and extreme perturbations being
relatively rare. Conversely, features lacking clear
distinction (i.e., other, personal pronouns and sub-
jects) exhibit high or extreme perturbation degrees,
which indicates the credibility and effectiveness of
the Mediator module in identifying key language
patterns correlated with AD.

Furthermore, in order to illustrate the credibility
of our Mediator module in a more intuitively way,

and the um uh they seem oblivious to the water falling laughs uh uh over ##flow ##ing

and
the
um
uh

they
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Figure 3: The perturbation degree heatmap of words
from one test AD instance. The AD-specific features
(um, uh) are assigned with lower perturbation degrees.

we conduct word-level case studies on the output
of the Mediator module. As shown in Figure 3 and
Figure 4, the heatmap plots illustrate relative per-
turbation differences between pairs of words from
one test AD instance, where each cell’s value rep-
resents the relative change in perturbation degree
of one word compared to another. In each heatmap
cell, the value H(i, j) is calculated and normalized
as follows:

H(i, j) =
Pi − Pj

Pi
. (9)

The heatmap plots suggest that words like um,
uh and repeatedly used personal pronoun like i,
typically correlated to AD, show lower perturbation
degrees relative to other words. The cells related
to these words predominantly display values at or
below zero, indicating minimal deviation from their
original states. This pattern implies that the model
has learned to recognize and preserve AD-specific
features, thereby applying lower perturbations and
minimizing noise for these critical words in AD
detection scenarios.
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Figure 4: The perturbation degree heatmap of words
from one test AD instance. The AD-specific features
(repeatedly used pronoun: i) are assigned with lower
perturbation degrees.

Class N P ∆P (%) Avg. ∆Avg.(%) M ↑ M ↓
AD 24 44.83 -34.33 1.87 -34.23 0.18 0.04
Non-AD 24 60.22 25.56 2.51 25.50 0.30 0.05

Table 6: Comparative analysis of perturbation degrees
(PD) between AD and Non-AD test instances. This
table summarizes the number of instances (N ), the
overall PD (P ), the relative PD difference (∆P (%)),
the average PD (Avg.), the relative mean difference in
PD (∆Avg.(%)), and the range of PD, with maximum
(M ↑) and minimum (M ↓) values for each class.

Considering the presence of AD-correlated fea-
tures in Non-AD samples, relying solely on AD-
specific features for detection does not align with
the expected efficacy of a robust and sensitive AD
discriminative model. In the AFP task, although
the Mediator module may effectively detect AD
by controlling PD of AD-specific features, it re-
mains unclear whether this detection only depends
on these features while potentially neglecting the
contextual information in texts. To ensure model
robustness and sensitivity, the Mediator module
should assign higher perturbation degrees to Non-
AD instances compared to AD instances. Simulta-
neously, it needs to astutely discern various linguis-
tic patterns within instances and apply appropriate
perturbation degrees.

Scenario 2: Comparison between AD and Non-
AD (CAN) Here, we perform a comparison anal-
ysis to underscore the capability of our proposed
method in differentiating AD patterns. Table 6
presents a comparative analysis of Perturbation De-
grees (PD) for AD and Non-AD test instances. The
AD class shows an overall PD of 44.83, with a
relative PD difference of -34.33%. The average
PD for AD instances is 1.87, with a relative mean
difference of -34.23%, which effectively affirms

the Mediator module’s discriminative capability.
Additionally, the PD range for AD instances is

narrow, with a maximum (M ↑) of 0.18 and a mini-
mum (M ↓) of 0.04, indicating a fine-grained appli-
cation of perturbations. Conversely, the Non-AD
instances show an overall PD of 60.22, with a rela-
tive increase of 25.56%. The average PD is 2.51,
with a relative mean difference of 25.50%. The
broader PD range observed in Non-AD instances,
with a maximum of 0.30 and a minimum of 0.05,
indicates a higher degree of variability in perturba-
tion application. This analysis verifies the Mediator
module’s ability in controlling perturbation degrees
with the awareness of distinct linguistic patterns of
AD and Non-AD instances.

Figures 2(b) and 2(c) further visually emphasize
the above findings. AD instances in the test set
reveal a clear trend of the Mediator module retain-
ing clinically important information with minimal
perturbation. As shown in Figure 2(b), object, lo-
cation and action words, which are clinically im-
portant in AD detection, exhibit a higher degree of
retention, whereas other features with less signifi-
cance (e.g., pronouns and subjects) are subject to a
higher degree of perturbation. In contrast, Figure
2(c) demonstrates more uniform perturbations for
all word types for non-AD instances, indicating a
lower specificity of feature retention.

To summarize, our Mediator module exhibits
high credibility in effectively identifying and re-
taining linguistic features that are highly relevant
to AD. Specifically, the Mediator module can effec-
tively control the degree of perturbation for differ-
ent types of words; it applies higher perturbations
to words with lower relevance to clinically impor-
tant features, but assigns lower perturbations to
clinically important features. Moreover, the Medi-
ator module not only focuses on the presence of
clinically important features, but also takes into
consideration their linguistic characteristics and
contextual information within sentences when de-
termining an appropriate degree of perturbations
needed. The experimental results affirm the credi-
bility of our Mediator module and emphasize the
potential capability of our proposed method as a
reliable tool in clinical diagnosis.

5 Discussion and Conclusion

In this paper, we propose a simple yet effective data
augmentation framework (SPZ) for Alzheimer’s
disease detection under data-limited scenarios.
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SPZ comprises two key components: the Genera-
tor module that generates token-level perturbations
following skewed distributions, and the Mediator
module that controls the perturbation degree for
each word. The augmented textual representations
are ultimately derived via zonal-mixing, enabling
accurate AD detection.

Our SPZ method fundamentally differs from
GAN-based DA methods that primarily focus on
generating entirely new samples through train-
ing generative networks and often require large
amounts of training data. In contrast, our SPZ
method applies controlled semantic perturbations
to existing text samples, with the goal of enhanc-
ing textual representations for AD detection. This
approach preserves the linguistic integrity of the
original data while enhancing the model’s sensi-
tivity to AD-specific linguistic patterns. Through
generating controlled perturbations, SPZ offers the
advantage of pinpointing subtle linguistic features
associated with AD, thus yielding superior AD de-
tection performance especially under data-limited
settings.

Experimental results and detailed analyses
demonstrate the potential of introducing seman-
tic perturbations into textual representations to im-
prove the accuracy of AD detection. Compared to
a series of strong and competitive baselines, our
SPZ method with controlled perturbations achieves
the best results on the ADReSS challenge dataset.
Additionally, the findings in extended analysis pro-
vide a basis for further exploring explicit feature
inference and investigating credible AD detection.

Limitations and Future Work

Our SPZ method has demonstrated competitive per-
formance on the ADReSS challenge dataset, but
several potential limitations warrant further con-
sideration. First, in our attempt to achieve a high
recall to maximize the identification of potential
AD cases, we observe a slight decrease in precision.
Therefore, achieving a balanced tradeoff between
precision and recall requires further investigation.
Second, despite the data scarcity challenge in AD
detection, the effectiveness of our SPZ method
requires further evaluation on additional datasets.
Third, although designed as a plug-and-play solu-
tion, the potential applicability of our SPZ method
to other text classification tasks under low-resource
scenarios requires further scrutiny.

In our future work, we will further explore new

strategies for achieving a better balance precision
and recall in AD detection. We plan to conduct a
thorough analysis to determine which perturbations
can most effectively enhance the model’s sensitiv-
ity to AD-specific linguistic features. This inves-
tigation will refine our methodology for improved
effectiveness, which is crucial for extending the
model’s utility as a reliable screening tool in clin-
ical and real-world settings. In addition, we will
further validate the efficacy of our SPZ method
across diverse AD detection datasets, and explore
its potential for application in other text classifica-
tion tasks under low-resource scenarios.
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