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Abstract

Empirical studies have identified a range of
learnability biases and limitations of trans-
formers, such as a persistent difficulty in learn-
ing to compute simple formal languages such
as PARITY, and a bias towards low-degree
functions. However, theoretical understand-
ing remains limited, with existing expressive-
ness theory either overpredicting or underpre-
dicting realistic learning abilities. We prove
that, under the transformer architecture, the
loss landscape is constrained by the input-
space sensitivity: Transformers whose output
is sensitive to many parts of the input string in-
habit isolated points in parameter space, lead-
ing to a low-sensitivity bias in generalization.
We show theoretically and empirically that this
theory unifies a broad array of empirical ob-
servations about the learning abilities and bi-
ases of transformers, such as their general-
ization bias towards low sensitivity and low
degree, and difficulty in length generalization
for PARITY. This shows that understanding
transformers’ inductive biases requires study-
ing not just their in-principle expressivity, but
also their loss landscape.

1 Introduction

Given dramatic advances in machine learning applica-
tions powered by transformer models, there has been
substantial interest in understanding which functions
are easier or harder to learn and represent using trans-
formers. Empirical research on both formal languages
and synthetic functions has uncovered an intriguing ar-
ray of learning biases, but theoretical understanding is
lacking. For instance, Abbe et al. (2023) experimen-
tally argued that heldout generalization is biased to-
wards low-degree polynomials and Bhattamishra et al.
(2023) provided empirical evidence that transformers
prefer to represent functions of low sensitivity, that is,
functions that do not strongly depend on many input
bits. Perhaps the most prominent example of such
learning biases is a consistent difficulty in learning the
PARITY function, mapping bitstrings to their parity.
This function is extremely sensitive, in the sense that
flipping any bit flips the string’s parity. Empirical stud-
ies have consistently found that training transformers
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Figure 1: Training transformers on inputs of increasing
length produces a steeper loss landscape for PARITY
(as measured by average direction sharpness), while the
loss landscape of MAJORITY does not show signifi-
cant changes. Our main result (Theorem 6) provides a
rigorous explanation for this phenomenon.

to compute parities is difficult, and that solutions for
shorter inputs do not generalize to longer inputs (e.g.
Bhattamishra et al., 2020; Chiang and Cholak, 2022;
Delétang et al., 2023; Ruoss et al., 2023). This stands
in stark contrast to previously-popular reccurent mod-
els which easily fit PARITY with correct length gener-
alization (Bhattamishra et al., 2020).

While a substantial amount of theoetical work has
considered both the learnability (e.g. Edelman et al.,
2022; Ahn et al., 2023) and the expressiveness of trans-
formers (e.g. Yun et al., 2019; Hahn, 2020; Yao et al.,
2021; Hao et al., 2022; Merrill et al., 2022; Merrill and
Sabharwal, 2023b; Chiang et al., 2023; Strobl et al.,
2023; Strobl, 2023; Angluin et al., 2023), existing the-
oretical studies do not consistently explain such learn-
ing biases. Hahn (2020) proved that, under two for-
mal models of self-attention, no transformer can ex-
press PARITY at all input lengths. However, various
other formal results showed that slightly relaxed as-
sumptions about the transformer architecture resolved
such expressiveness limitations. Most notably, Chiang
and Cholak (2022) found that layer norm, by breaking
the Lipschitz assumption used in Hahn (2020)’s The-
orem 2, allows expressing PARITY in principle. Si-
multaneously, they empirically confirmed that such a
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solution could not be practically found via (S)GD train-
ing. Various other formal models of transformers (e.g.
Weiss et al., 2021; Merrill and Sabharwal, 2023b,c;
Strobl, 2023) can also express PARITY despite its em-
pirical difficulty. As already concluded by Chiang and
Cholak (2022), these findings highlight a disconnect
between expressive capacity and learnability: not all
functions which transformers may express in principle
are also learnt efficiently. Evidently, existing expres-
siveness theory for transformers is not able to consis-
tently account for the practical learnability of problems
under gradient descent.

Some prior work has studied the learnability of prob-
lems for transformers. For example, Edelman et al.
(2022) bound the statistical capacity of the transformer
architecture, showing that on those functions that trans-
formers prefer to represent, they can generalize with
good sample efficiency. Notably, they found that
sparse parities could indeed be learned well by trans-
formers. However, this result does not prove that PAR-
ITY, or other highly sensitive functions, are hard to
learn, as that technique does not provide a direct char-
acterization of which functions transformers prefer to
represent. Other work has studied simplified setups
such as linear attention (e.g. Ahn et al., 2023) or in-
dividual attention layers (e.g. Sanford et al., 2023).

Here, we provide results that have direct bearing on
the learnability of PARITY and other sensitive func-
tions, characterizing the loss landscape of transform-
ers in terms of input-space sensitivity. We formally
prove that, for the transformer architecture, parame-
ter settings achieving high sensitivity in input space are
necessarily brittle, so that close neighbors in parameter
space will usually define different (typically much less
sensitive) functions when inputs are long. As a conse-
quence, transformers fitting high-sensitivity functions
must inhabit very steep minima. We argue that this
explains both difficulty in training and length gener-
alization for PARITY (observed by Bhattamishra et al.
(2020); Delétang et al. (2023); Ruoss et al. (2023)), and
a low-sensitivity and low-degree bias in random ini-
tialization and generalization (observed by Abbe et al.
(2023); Bhattamishra et al. (2023)).

Expressiveness theory does not account for learn-
ability. While unique hard attention provably cannot
represent PARITY (Hahn, 2020; Hao et al., 2022; An-
gluin et al., 2023), more realistic upper bounds ac-
counting for soft attention (Weiss et al., 2021; Mer-
rill and Sabharwal, 2023b,c; Strobl, 2023; Chiang and
Cholak, 2022) leave the hardness of sensitive functions
unexplained. Not only does PARITY have transform-
ers (Chiang and Cholak, 2022), but it can also be easily
represented in formalisms that have been suggested to
meaningfully upper-bound the abilities of various for-
mal models of soft-attention:

1Zhou et al. (2023) suggest that PARITY may not be rep-
resentable in the RASP-L model, though the expressiveness
of RASP-L is not well understood.

Fact 1 (Existing theory overpredicting abilities). Sim-
ple representations for PARITY, valid across all input
lengths, exist in RASP (Weiss et al., 2021), uniform
circuits with majority gates (Merrill and Sabharwal,
2023c; Strobl, 2023), and FO[M ] (Merrill and Sabhar-
wal, 2023D).

We prove this in Appendix A. Thus, existing expres-
siveness bounds do not account for the difficulty that
transformers encounter in learning sensitive functions,
in particular given that previously-popular recurrent
models do not encounter this difficulty. Another fam-
ily of results consists of Lipschitzness bounds (Hahn,
2020; Li et al., 2023), which bound the influence that
any individual input bit has on the output of a trans-
former. These turn out to underpredict the abilities of
transformers:

Fact 2 (Existing theory underpredicting abilities). By
results of Hahn (2020); Li et al. (2023), the following
holds: Consider a transformer without layer norm. If
x,x' € {+1}" differ only in the i-th bit, then at any other
position j # i, the output of a transformer differs only
by O(1).

This accounts for the difficulty of learning PAR-
ITY. But the bound suggests even simple sparse func-
tions, such as FIRST (the language 1(0|1)*) to be diffi-
cult, but transformers learn these well (Bhattamishra
et al.,, 2023; Edelman et al., 2022). Indeed, Chiang
and Cholak (2022) note that the bound is overcome by
layer norm or input-length-dependent scaling of atten-
tion logits, which enable modeling of sparse functions.

We will show that the observed low-sensitivity bias
can be understood in terms of the loss landscape: while
transformers can express highly sensitive functions,
such transformers are isolated in parameter space,
and minima interpolating a sensitive function are very
sharp. Indeed, we prove that tiny perturbations of a
highly sensitive transformer tend to define, when in-
puts are sufficiently long, very different functions with
much lower sensitivity.

2 Model of Transformers

We will focus on boolean functions. Following the
conventions in the Analysis of Boolean Functions lit-
erature (O’Donnell, 2014) in modeling bitstrings as
elements of {—1,1}", we assume the alphabet ¥ =
{—1,1}, with word embeddings e(—1),e(+1) € R,
There further are positional encodings p1, p2,p3,: - €
R?. At the zero-th layer, token and positional encod-
ings are added: yl@ =e(x)+pi (i=1,...,n), where
x € {£1}" is the input string.

A transformer has a fixed number L of layers; the
activations yl(k) € R? at position i of the k-th layer (k =
1,...,L) are defined as follows. Each layer has a set of
H attention heads; we first compute attention scores
for the A-th head:

(k) (k=1)

— k=1)
ij —(KszYj
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where Ki, (“key”), Ok (“query”) are € R?*4. The
activation of the head is computed by weighting ac-

5 (k:1)

cording to attention weights a; ;
ear transformation V' (* value”)

, and applying a lin-

Z Iy (1)

The per-position activations are then computed as

H
Yi(k> .= fMLP <yl(k—l) + Z bl(l;l)> )
h=1

where fMLF is a one-layer MLP with a skip-connection.

Transformers additionally implement layer norm (Ba
et al., 2016):

y —mean(y)

3
o%(y)+¢ ©)

LayerNorm(y) :=
where € > 0 is a hyperparameter ensuring numerical
stability, and 62(-) denotes the variance. By design,
|LayerNorm(y)||2 < V/d, with equality at & = 0. Trans-
former variants differ in where exactly layer norm is
applied (e.g. Takase et al., 2022); we here assume for
notational simplicity that layer norm applies after the
MLP, but the details are irrelevant to our results, pro-
vided layer norm applies at least once. We thus set:

yl(k) := LayerNorm (Yi(k)> “)
Of key importance will be the the normalization factor:
k 1
N = e )
a2(r") +e

(k)

Our theoretical results will link N;™ both to input-space
sensitivity and parameter-space sharpness: We will find
that large values of Ni(k> can increase expressive capac-
ity, but at the price of increased brittleness.

Finally, we assume that predictions are made by 7 :=
v({m . y,(lL> for some parameter v,,; € RA. Throughout,
we will add the input string x € {+1}" as an argument
when needed for disambiguation, e.g., writing T (x) for
the overall prediction made on x.

3 Average Sensitivity

Our results are centered around average sensitivity, a
simple but foundational complexity metric for func-
tions on the Boolean cube (e.g. Kahn et al., 1988;
De Wolf, 2008; O’Donnell, 2014):

Definition 3. For a bitstring x € {£1}" and a function
A1} = R we write

= XU ©
i=1

where x denotes the bitstring x with the i-th bit
flipped. The average sensitivity for inputs of length n
is )
asn(f) == 5, Z
xe{£l}n

If f maps to {£1}, then s(x, f) is the number of
Hamming neighbors of x on which f flips. This defini-
tion of as, (f) corresponds to the “total influence” from
O’Donnell (2014, Def. 2.27). We explicitly define av-
erage sensitivity relative to input length n, as we will
investigate the behavior of transformers performing a
single function f across varying input lengths. The use
of squared distances, rather than simple absolute dis-
tances, ensures that results about as, (f) transfer to re-
sults about degree profiles (Abbe et al., 2023), which
we will later investigate (Eq. 17).

Average sensitivity is a general complexity metric
with wide-ranging applications in theoretical computer
science (e.g. Jukna, 2012). It is closely linked to the
Fourier analysis on the Boolean cube (De Wolf, 2008),
and is an average-case version of a family of sensitivity
measures, closely related to other natural metrics such
as decision tree depth and polynomial degree (Hatami
et al.,, 2010). Both average sensitivity itself (Bhat-
tamishra et al., 2023) and the Fourier structure (Abbe
et al., 2023) have been empirically linked to transform-
ers’ generalization behavior. We will ground these em-
pirical findings by relating average sensitivity to loss
landscapes for the transformer architecture.

s(x, f) (7

Example Functions Our theoretical results will ap-
ply to general functions on the Boolean cube. In order
to ground these, we will illustrate transformers’ low-
sensitivity bias at the example of a few natural func-
tions which have played a role in the theoretical litera-
ture of transformers or are otherwise illustrative of vari-
ability in average sensitivity.

PARITY indicates whether the number of ones in a
bitstring is even (output 1) or odd (output -1); over the
input space {£1}" and output space {+1}, it can be
formally defined as the map x — []"_, x;. As flipping
any input bit flips the output, as,(f) = n. As described
above, this function can in principle be represented by
transformers, but has empirically been found to be very
hard to learn.

MAJORITY maps x € {1} to 1 if #{i : x; =1} >
n/2, and —1 else. Transformers show good length gen-
eralization (Merrill et al., 2022; Zhou et al., 2023). It
is known that as, (f) = ©(y/n) (O’Donnell, 2014, Ex.
2.22). However, s(f,x) = n whenever the ones and ze-
ros in x are almost fully balanced.

FIRST maps x to its first bit, x;. As only the first bit
matters, as,(f) = 1. It is a simple example of a sparse
function; more generally, a k-PARITY is a restriction
of the PARITY function to only k inputs, where k is
a constant. Transformers learn such sparse functions
well (Bhattamishra et al 2023; Edelman et al., 2022).

MEAN maps x — 1¥" x; € [-1,1]. We have

as,(f) = %
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The PARITY function, when varying the number of
bits considered, is a universal basis for Boolean func-
tions, in the sense that any function {+1}" — R can be
represented as a linear combination of parities apply-
ing to different subsets of {xj,...,x,}. Functions are
more sensitive when parities applying to larger subsets
appear in this representation. We will investigate this
connection further below.

4 Lower Bounds for Sensitive Functions

We first prove that representing sensitive functions with
transformers requires large parameter norms and, when
inputs get longer and longer, highly unbounded nor-

malization factors Nl-(k> in layer norm (5). We start
from the global Lipschitzness bounds developed by
Hahn (2020); Edelman et al. (2022); Li et al. (2023),
but obtain more fine-grained average-case and high-
probability bounds. These will then form the basis of
our characterization of loss landscape sharpness around
sensitive transformers. Our bounds will include a con-

stant C that is the product of

L
exp <4d max ) KW Qin ||2> ®)
=2

and a term polynomial in H, d, the spectral norms of all
parameter matrices appearing in the transformer, and
the maximum norm of any positional or word embed-
ding. See (32) in the Appendix for formal definition.

Existing Lipschitzness bounds (Fact 2) imply a
bound along the lines of>

Cexp(4d maxy [|K{ ,01.4])2) ©

s(fix) = )
uniformly for each x € {£1}". Li et al. (2023) noted
that the exponential dependency on the spectral norm
of the key-query matrix is unavoidable for a global Lip-
schitzness bound. Our first result is that this depen-
dency can be eliminated at the input layer for the vast
majority of inputs, at the cost of a logarithmic factor,
leading to a bound of the form (assuming € > 0 in (3))

logn
s(f¥) <C gz

(10)

for 1 — Hn=? of inputs. We show this using a concen-
tration bound argument, combining a Chernoff bound
applying to each attention weight individually, with
a union bound over all attention weights (Appendix,
Lemma 11). Next, we address the role of layer norm.
Chiang and Cholak (2022) showed that, at € — 0 in
(3), layer norm enables transformers to represent PAR-
ITY. Lipschitzness bounds in terms of € (10) cease be-
ing meaningful in this limit. We thus study the layer-
norm induced blowup in more detail. In each layer, we

2Lipschitzness bounds by Edelman et al. (2022) are not
directly applicable here, as these authors consider Lipschitz-
ness in the parameter space, not the effect of changes in the
input space as Theorem 3. See also Appendix, Remark 10.

consider the maximum blowup, given an input string
xe{£1}™

max {143, (x)} (1)
w=
The addition of 1 is for technical reasons (Appendix,
Lemma 16); it has little impact in the cases relevant
to our results, which will be when ) (x) = w(1). We
then write Blowup(x) := [T-_, t¥) (x), an upper bound
on the product of the successive layer-norm-induced
blowups when going from the input to the output.
When € = 0 in (3), Blowup(x) can be arbitrarily large.
Foreshadowing Theorem 6, we will find that large val-
ues of Blowup(x) create very sharp minima.

Our first theorem localizes the layer norm blowup to

the Hamming neighborhoods of sensitive inputs:

Theorem 4 (Local Bounds on Layer Norm Blowup).
Consider a transformer with layer norm at arbitrary
€ > 0. With probability 1 — ’7—2 over the choice of x €
{£1}", we have

l n .
S Blowup(x)> + = Y Blowup(x*)? (12)
ni3

Cy/nlogn
The proof is in Appendix B.5. This permits us to

state a bound on average sensitivity, in terms of the av-
erage layer norm blowup:

Corollary 5 (First Main Result). Consider a trans-
former with layer norm at arbitrary € > 0. Then

asp,(f) H
C-E[Blo N> L
where the expectation is over the uniform distribution
over x € {£1}".

.. . H -
The proof is in Appendix B.6. Note that <~ is small

when # is large, and the bound is dominated by %'

(13)

This result thus shows a tradeoff between parameters
and LN blowup: at least one of them needs to be large
to represent a sensitive function. When the sensitiv-
ity depends on the input length and grows faster than
\/nlogn, this tradeoff changes with the input length, re-
quiring larger parameters or larger layer norm blowup
as the input length increases.

Let us investigate the implications for the functions
introduced in Section above. For PARITY, as,(f) = n,
and (13) predicts

NG

C -E[Blowup(x)’] = Q (logn

) =o(l) (14
showing that, for fixed parameters, the layer norm
blowup needs to increase as the input length increases.
For the other functions, the bound is O(1): For FIRST,
s(f,x) = asy(f) =1, and the RHS of (13) is O(1). In-
deed, sparse functions can be modeled well by a family
of transformers where the logits in the input layer scale
with logn (Edelman et al., 2022; Chiang and Cholak,
2022). Unlike the prior Lipschitzness bounds (9), these
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scaled logits do not contribute to C — our new bound is
thus consistent with the ease with which transformers
learn sparse functions. For MEAN, s(f,x) ~ n%; again
no blowup is predicted. For MAJORITY, as as,(f) ~
v/n, no nontrivial average blowup is predicted. How-
ever, s(f,x) = n whenever the ones and zeros in x are
almost fully balanced; on such strings or their Ham-
ming neighbors, (12) predicts Blowup = Q(n'/*).

5 Sensitive Transformers are Brittle

Leveraging Corollary 5, we now show that transform-
ers expressing sensitive functions must be very sensi-
tive to small perturbations of model parameters. That
is, sensitivity in input space entails sensitivity in pa-
rameter space. An important consequence is that, for
any highly sensitive function, any interpolating minima
will be very sharp. This property is nontrivial, as seen
from the fact that it disappears when adding a scratch-
pad (see below).

Given a parameter vector 0 defining the transformer
Ty, the average direction sharpness is (e.g. Wen et al.,
2022; Jiang et al., 2020; Foret et al., 2020)

Lp7n(T) = Exe{:tl}"EHAH2=p(T9+A(x) — Te(x))z (15)

where the second expectation is over the radius-p
sphere in the space of parameter vectors. Ly , quantifies
the change in Ty when perturbing 6 by a size-p vector
in a random direction. Lower bounds on L, , (Theo-
rem 6) immediately entail lower bounds on other com-
mon sharpness measures, such as worst-case sharpness,
and (in the limit p — 0) the trace of the loss function’s
Hessian at 0.

In defining the parameter vector 0 in (15), we ex-
clude positional encodings, both because they are often
frozen, and because their number depends on n, hinder-
ing fair comparison across n.

Our next result lower-bounds Ly, in terms of the
average sensitivity, provided the transformer is suffi-
ciently wide in relation to its depth:

Theorem 6 (Second Main Result). Let Ty be a trans-
Sformer where d > 12L. Assume Ty(x) € [—1,1] for each
x. Then:

o .. casn(Te)
> 2oni8) _
ggrg)llglorolprﬁ(T) > h’glgf > Lexp(—Q(d))
(16)
Here, “Q(d)” scales positively with d. If Ty has

Boolean outputs (Ty(x) € {£1}), then the factor “2”
can be eliminated from (16).

Informally, this theorem says that, when as, (Ty) ~ n,
then even tiny perturbations to the parameters will, in
expectation, lead to a substantial change in predictions
on long inputs. This means that, as the input gets
longer, the Hessian of the mean-squared loss at the
minimizer fitting a sensitive function has unboundedly
large entries.

See Appendix C for the proof. The key idea of the
proof is that, if Ty is very sensitive in input space, small

perturbations to the parameters usually lead to a large
drop in sensitivity when n is large, because they lead
to large changes in the layer-norm induced blowup that
is needed to represent high-sensitivity functions. As
a consequence, transformers computing sensitive func-
tions are isolated in parameter space.

The theorem applies when d is substantially larger
than L, as is indeed true of typical transformers (e.g.,
LLaMa 7B has d = 4096 and L = 32). The con-
vergence of the limits is slower when the parameter-
norms, as summarized by C, are larger, as larger param-
eters can increase sensitivity. However, remarkably, for
any fixed transformer, C becomes irrelevant for Ly ,, in
the limit where n — oo (16).

While we stated Theorem 6 for an individual trans-
former, the same statement holds for families of trans-
formers where weights may depend on n, as long as C
remains bounded. A consequence is that scaling atten-
tion logits with logn (used to represent sparse functions
by Edelman et al. (2022); Chiang and Cholak (2022))
will, at least in the input layer, not mitigate the diffi-
culty of sensitive functions.

6 Implications

We discuss how Theorem 6 unifies a range of diverse
empirical findings about the behavior of transformers.

Difficulty of PARITY For PARITY, L, , converges
to 1 for large d, showing that arbitrarily small pertur-
bations to a transformer computing PARITY will lead
to a high loss for sufficiently long inputs. Previously,
Chiang and Cholak (2022) noted that, for their hand-
constructed transformer representing PARITY, small
changes to a specific parameter led to a large increase
in loss, suggesting that this made the solution impossi-
ble to reach with SGD. Theorem 6 shows that this phe-
nomenon is unavoidable for any transformer represent-
ing a high-sensitivity function. For functions with sub-
linear average sensitivity, Theorem 6 entails no nontriv-
ial lower bound on sharpness, and no such phenomenon
is predicted.

Random Initialization A key step in Theorem 6 is
to show that s(7Tp+a,x) is bounded with very high prob-
ability over the choice of A (Appendix, Eq. (70)); this
immediately entails that high-sensitivity transformers
can only inhabit a small volume in parameter space.
This explains why randomly initialized transformers
empirically show low average sensitivity, more so than
recurrent networks (Bhattamishra et al., 2023).

Length Generalization An important corollary is
that, for a sensitive function, length generalization re-
quires exact match to the minimum: the slightest devia-
tion from the exact minimum will, in expectation, lead
to failure when inputs get sufficient long, even if the
minimum itself represents a length-generalizing solu-
tion. This provides, for the first time, a rigorous expla-
nation why, despite the in-principle existence of length-
generalizing transformers, transformers struggle with
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length generalization for PARITY (e.g. Bhattamishra
et al., 2020).

Generalization on Unseen Data Another corollary
is that, in expectation, the training loss landscape
around an interpolating minimum places a constraint
on a function’s overall sensitivity, even if not a single
pair of Hamming neighbors are in the training set. This
is because (16) remains true, on average across ran-
domly selected training sets, if replacing the expecta-
tion over the full input space with an expectation over
the training set in (15). This means that, for long in-
puts, flat minima of the training loss generalize with
bounded sensitivity. To the extent that gradient-based
training tends to find flatter minima (e.g. Damian et al.,
2023), this provides a theoretical justification for the
empirical result that transformers’ generalization be-
havior, when trained on a Boolean function on some
training subset of {£1}", shows a strong bias towards
low average sensitivity (Bhattamishra et al., 2023).

Abbe et al. (2023) proposed a min-degree bias, that
is, a generalization bias towards functions that are lin-
ear combinations of functions that each depend on
only a few inputs. Any function f : {£1}" — R can
be uniquely written as a linear combination of the
multilinear monomials yp(x) := [[;cpxi, where P C
{1,...,n}: f(x) = XpApyp(x). The coefficients Ap
define the Fourier-Walsh transform of f. For %p,
both its degree as a polynomial, and its average sen-
sitivity, are |P|. The degree profile, as defined by
Abbe et al. (2023), is the tuple (dj,...,d,) where d; =
):P:‘P‘z,-|7\.p|2. Minimization of degree profile then
refers to setting as many of the later entries to zero, and
minimizing the size of the last nonzero entry. Abbe
et al. (2023) proved inductive biases towards functions
with a low degree profile for a random features model
and diagonal networks. Evidence in the case of trans-
formers was limited to empirical data on three example
functions. Our results entail prove an bound on degree
profiles for the full transformer architecture, because
average sensitivity is a summary statistic of the degree
profile (O’Donnell, 2014):

aso(f)= Y, MPI=Yid (7
i=0

PC{1,...,n}

Hence, functions with degree profile assigning substan-
tial weight to degrees of order ~ n are brittle in param-
eter space, corresponding to very sharp minima.

Intermediate Steps Reduce Sensitivity PARITY
can be solved well with a scratchpad (Anil et al., 2022;
Liu et al., 2023). Existing theoretical accounts of the
benefit of intermediate steps for transformers’ expres-
sive capacity (e.g. Merrill and Sabharwal, 2023a; Feng
et al., 2023) do not account for the benefit of intermedi-
ate steps for PARITY-like problems: While the theoret-
ical models of transformer expressivenes used in these
studies do predict versions with intermediate steps to
be easy, they do not predict that computing PARITY in

a single step would be hard, due to Fact 1. The concept
of average sensitivity provides a simple explanation for
the benefit of intermediate steps. Formally, we can con-
sider the problem of simulating a finite automaton with
state set X either translating to the final state #, in one
go (standard), or to autoregressively translate it into a
sequence of states 71, ...,1, (scratchpad). Then (proof in
Appendix D):

Theorem 7. Simulating an automaton with scratchpad
has sensitivity O(1) for each autoregressive step.

7 Experiments

7.1 Setup

We conducted experiments to test the predictions made
by our theory, specifically assessing predictions regard-
ing loss landscapes and sharpness of the minima. In
all experiments, we use the transformer encoder archi-
tecture, using the default implementation in PyTorch
(Paszke et al., 2019). Each model is trained to fit a
function f on a specific sequence length n. Each train-
ing input x is generated uniformly from {£1}", and
each input bit, treated as a separate token, is embedded
using learned token and positional encodings.’

The representation of the last token is passed to a lin-
ear layer to generate the prediction Ty(x). Parameters 0
of the transformer are optimized for MSE loss between
To(x) and f(x) using AdamW (Loshchilov and Hutter,
2017). For full details on hyperparameters and training
setup, refer to Appendix E.1.

In implementation, we assumed versions of the func-
tions outputting to {0, 1}; we rescaled sharpness values
accordingly for comparability with the theory.

We analyzed models using the following metrics:

1. Parameter Norm. We compute the L2 norm of
the entire model’s parameter vector, excluding po-
sitional encoding matrices. We discard the norm
of positional encodings, so that the norms of the
models trained for different sequence lengths are
comparable.

2. LayerNorm Blowup. This metric is computed
by computing the maximum normalization factor
(5) across the entire layer in each application of
layer norm, and take the product over all applica-
tions of layer norm. This essentially corresponds
to Blowup.*

3. Sharpness. In order to avoid committing to any
specific p, we sample A in (15) not from the
radius-p-sphere, but from a mean-zero Gaussian
with STD p = 0.02. We estimate using Ny , per-
turbations and N input strings x. This provides

3Code is available at https://github.com/
lacoco-lab/sensitivity-hardness.

“4In the theory, Blowup has an additional 1+... in each
factor for technical reasons. This difference is immaterial, as
we are interested in situations where Blowup = ®(1).
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Figure 2: The tradeoff between parameter norm of
Transformers trained to approximate PARITY and the
blowup of their Layer Normalization layers. The trade-
off depends on the input length; blowup or parameter
weights need to increase with the input length (in ac-
cordance with Corollary 5). This length dependency is
not observed with low sensitivity functions (Appendix,
Figures 9 and 10).

results equivalent to L , in the p — 0 asymptotic,
while avoiding committing to any specific p.

As we are interested in properties of models that
compute given functions, runs that did not converge
(evaluation MSE higher than 1073) were discarded.

7.2 Results

Higher Sensitivity Implies Sharper Minima. In
this experiment, we train transformers to fit f €
{PARITY,MAJORITY,FIRST,MEAN} on sequence
lengths from 4 to 30. For each function and sequence
length, we retrain the model 10 times from different
random initializations.

For PARITY, sharpness stably increases with the in-
put length (Figure 1). For the other functions, whose
sensitivity grows more slowly with n, (a) the absolute
value of sharpness is orders of magnitude lower than
for PARITY; (b) there is little increase with n. More
results are shown in Appendix E.2.

Tradeoff between Weight Norm and Layer Norm
Blowup. At any fixed input length 7, high sensitiv-
ity can be achieved by a combination of large weights
and a large LayerNorm blowup. By Theorem 5, the
product of C and squared blowup is bounded from be-
low with some value B,(f). Hence, the product of
/C and blowup is bounded with /B, (f), and the sum
of %logC and log Blowup is bounded with %loan(f).
However, C depends exponentially on parameters, and
thus we expect the parameter norm to trade off with
the logarithm of the layer norm blowup. Moreover, for
PARITY the value of B, (f) increases with n, and there-
fore sum of parameter norms and the logarithm of the
blowup should also increase with 7.

= Loss
—— Sharpness ~ 2

0.3 =

0.2 =

Loss

0.1 -

0.0 - —0
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Steps after convergence

—-5000-2500 O

Figure 3: During training a transformer on PARITY, a
sudden drop in the loss coincides with an increase in
sharpness. Sharpness decreases again in further train-
ing, but asymptotes to a nontrivial value (Appendix,
Figure 13). See corresponding curves for weight norm
and LN Blowup in Appendix, Figure 12.

To test this prediction, for each function f we train a
set of models with varying sequence lengths n, weight
decay and learning rate parameters. It allows us to ob-
tain datapoints with diverse values of LN Blowup and
parameter norm.

Results for PARITY can be seen in Figure 2, and
for other functions in Figure 9. For all functions, there
is a clear log Blowup-Parameter Norm tradeoff. For
PARITY, the shape of the tradeoff indeed depends on
n, with transformers trained for high n located above
others in the log Blowup-Parameter Norm coordinates.
For other functions, dependency on 7 is not visible, at
least at this range of n.

The Limits of Transformers’ Generalization. As
discussed above, Theorem 6 predicts that transformers
will generalize with low sensitivity, as low-sensitivity
functions will tend to have flatter minima.

To test this prediction, we created random functions
f:={£1}* —» {£1}, and sampled random training
sets from {+1}" of size 128/256/512. We fixed n = 10.
For each f, we train a transformer 77 on the training set
and use it to label the whole input space of sequences of
length n (1024 objects in our case). Replicating Bhat-
tamishra et al. (2023), these extrapolated functions 7;
have lower average sensitivity than the original func-
tions f, indicating a low-sensitivity bias in generaliza-
tion (Figure 4). Now, in order to directly compare the
sharpness of minima corresponding to the true func-
tion f and the extrapolated function 77, we trained new
transformers to fit both functions on the entire dataset
{+1}", and measured the sharpness for these two new
transformers. The results were averaged over 10 ran-
dom functions f, 10 training sets per f and training set
size, and 5 new transformers per each 7. Sharpness
was indeed lower for the transformer fitting the extrap-
olated functions than for the transformer matching the
original random functions f. This also held when mea-
suring sharpness only on the training set (Appendix,
Figure 15).
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Figure 4: Generalization: When trained on data from
a random Boolean function a subset of {+1}" (here:
n=10), transformers generalize with reduced sensitivity
compared to the actual function. The solutions found
have lower sharpness than a solution fitting the actual
function. When the training size is smaller, the inferred
function is less constrained, and learnt functions have
even lower sensitivity.

Scratchpad Eliminates Sharpness. By Theorem 7,
sensitivity of each autoregressive step when comput-
ing PARITY with scratchpad is O(1). Hence, Theo-
rem 6 provides no nontrivial lower bound for Ly ,,(T').
We trained an Encoder-Decoder Transformer, predict-
ing PARITY of i-th substring on i-th autoregressive
step: #; = PARITY (x1;;)) = x; @ 1,1 (fo = 0). The vi-
sual dependency between sharpness and length of input
for PARITY with a scratchpad is shown in Figure 11.
Even for length around 300, sharpness is low and there
is little increase with input length. Thus, decrease in
sensitivity due to the scratchpad can explain why prior
work (Anil et al., 2022) found that PARITY is easy for
Transformers with scratchpad.

LayerNorm Blowup Enables Learning Figure 3
represents the evolution of loss and sharpness of Trans-
former models trained for PARITY with input length
25. The results are averaged across 39 converged runs.
Similar curves for parameter norm and LayerNorm
blowup are presented in Appendix 12.

A dramatic increase in sharpness occurs at exactly
the time when loss falls to 0. This suggests the pres-
ence of a steep minimum in the loss landscape, and
fitting PARITY requires the optimization procedure to
find this minimum. Figure 12 (Appendix) shows fur-
ther details of this process. During learning, there is
a small but sharp increase in the blowup which makes
the high sensitivity of the model possible, increasing
the left-hand side of the inequality in Corollary 5. Fol-

lowing that, non-zero weight decay drives the parame-
ter norm down, which — by the theoretically predicted
tradeoff between blowup and parameter norm — is ac-
companied by an exponential increase in blowup.

8 Discussion

We have provided a rigorous theoretical explanation
of the inductive bias towards low sensitivity observed
in empirical research on transformers. Theorem 6 de-
scribes a fundamental inductive bias of the transformer
architecture: for long inputs, fitting sensitive func-
tions is only possible in sharp minima of the loss.
This holds without assumptions often made in pre-
vious work about expressive capacity, such as non-
infinite precision (e.g. Merrill and Sabharwal, 2023b;
Angluin et al., 2023), hard attention (e.g. Hahn, 2020),
or Lipschitz-continuous variants of layer norm (Edel-
man et al., 2022). We speculate that Theorem 6 re-
flects a fundamental limitation of parallelized differ-
entiable computing with bounded depth. Our results
show that it is overcome by scaling the number of
computation steps with the input length. While we
focused on functions outputting a single label; an in-
teresting direction for future research is the extension
of this theory to sequence-to-sequence transductions,
for which some empirical data has been reported (e.g.
Zhou et al., 2023), but theoretical understanding re-
mains wide open.

Due to the relation between average sensitivity and
Fourier analysis on the Boolean cube (Equation 17), a
low-sensitivity bias can be viewed as a sequence mod-
eling analogue of a spectral bias towards low frequen-
cies observed in other neural architectures (e.g. Ra-
haman et al., 2019; Fridovich-Keil et al., 2022).

We note that, while our results show that sensitive
transformers are very brittle, these results do not by
themselves have implications for real-world general-
ization, as a low-sensitivity bias need not always be
beneficial in real-world setups. Indeed, the relationship
between sharpness and real-world generalization is not
straightforward (e.g. Andriushchenko et al., 2023; Kaur
et al., 2023). Our theory suggests that transformers
generalize well to the extent that real-world data has
bounded sensitivity (e.g. Hahn et al., 2021).

9 Conclusion

We have proven that, under the transformer archi-
tecture, high sensitivity in input space can only be
achieved in very sharp minima. Empirical results con-
firm the predictions of the theory. Taken together,
our results explain a diverse set of empirical obser-
vations about transformers not explained by previous
theoretical work. They suggest shifting theoretical re-
search from in-principle expressiveness considerations
to studying quantitative bounds and the shape of the
loss landscape in order to understand the abilities of
transformers.
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Limitations

A limitation of our results is that the theoretical results
are asymptotic, providing statements about the limit of
very long input sequences. Providing more quantitative
bounds that tightly characterize finite-length behavior
is an interesting problem for future research.

A second limitation is that we only target functions
outputting a single value. Operationalizing sensitivity-
like metrics for sequence-to-sequence functions may be
required in order to expand the theory to such func-
tions.

Third, our results apply to transformer encoders. It
remains open if transformer decoders, with causal at-
tention masking, face a different set of limitations than
we have shown here in the absence of masking.

Fourth, our theoretical results concern the loss land-
scape, not the training dynamics itself. Further tech-
nical advances may be needed to directly prove corre-
sponding results for training dynamics.
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A Simple Constructions for PARITY

While it is well-known that PARITY can be expressed using uniform circuits with majority gates (Hastad, 1986),
it may not be obvious just how simple the construction can be, and how it can easily embed into formalisms like
RASP. In order to highlight the existence of very simple constructions for PARITY in various formalisms, and to
make discussion here self-contained, we provide a simple proof. The key is the following insight:

Lemma 8 (Folklore). A bit string is odd if and only if (1) for the (strict) majority of positions i holding a 1, it holds
that strictly more than 1/2 of 1s appear no later than at i.

This fact appears to be well known in the circuit complexity community, though we are not aware of the original
published reference. We provide a proof for self-containedness.

Proof. As only positions holding a one play a role, it is sufficient to consider strings of the form x € 1*. First,
consider the case where x = 12

Index ‘ 1 2 - n n+tl ... 2n

A: # of 1s no later than at i 1 2 ... n n+tl ... 2n
B: # of 1s later than at i 2n-1 2n-2 ... n n-1 ... 0

A>B? no no ... no yes ... yes

Here, A > B holds at exactly n positions, less than the strict majority of positions. On the other hand, when
= 12n+1:

Index 1 2 ... n n+l ... 2n  2n+l
A: #of Isno later thanati | 1 2 e n n+l ... 2n 2n+l
B: # of 1s later than at i 2n 2n-1 ... n+l n 1 0
A>B? no no ... NO yes ... yes yes
Here, A > B holds at exactly n+ 1 positions, a strict majority of positions. O

Proof of Fact 1. The property (1) from Lemma 8 is straightforwardly formalized in RASP. To formalize it in
FO[M] (Merrill and Sabharwal, 2023b), we note that FO[M] permits defining constructs of the form “for the
majority of positions x satisfying ¢(x), it holds that y(x)”, for any formula y. FO[M] formulas have a known
translation to (highly uniform) majority circuits. This concludes the proof of Fact 1.

O

Lemma 8 shows that, in terms of expressive capacity, PARITY is tightly linked to MAJORITY. While the com-
ponents of (1), MAJORITY and position comparison, are easily learned by transformers, the composite function
is hard to learn. This observation suggests that function classes satisfying typical closure properties, as satisfied by
typical logic and circuit classes, cannot model which functions transformers learn easily. On the other hand, aver-
age sensitivity elegantly explains this difference: The expression (1) uses two nested “majority” operations, each
introducing an average sensitivity of y/n, multiplying to the asymptotically larger sensitivity n of the composite
function.

This result does not exclude a role of minimizing description length in formalisms such as RASP as a factor
impacting transformers’ inductive biases (as suggested empirically by Zhou et al. (2023)), but suggests that de-
scription length and expressive capacity might be unable to account for important aspects of transformers’ inductive
biases, including the low-sensitivity bias and difficulty learning PARITY.

B Proof of Theorem 4 and Corollary 5

For a bitstring x € {£1}", we write I;[f](x) to denote the absolute influence of the i-th bit:

uﬁ@wznﬂw—fu@wf:¢Zuux—f@®m2 (18)

which simplifies to the absolute value |f(x) — f(x®')| if f(x) € R. We will suppress the argument x where it is
contextually given. When f outputs a scalar, then we have by (6):

S0 = LY L)) (19)

We begin by noting

1F @) = FGED3 < NF () = f®) |2 max | f(x) = £ [l2 < 2max | f (@)l [1f () = f*D 2 20)
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and hence

%Iq[f]z(X) = %Ilf(X) — FEPN)13 < (max]|f@))I1f () = fE)]|2 = (max [l ()2)L[flx) @D

B.1 Bounding the Sensitivity of the Attention Heads

The first step will be bound the sensitivity of the outputs of individual attention heads. At a high level, such bounds
are also part of the existing pointwise Lipschitzness bounds (Hahn, 2020; Edelman et al., 2022; Li et al., 2023).
Our key innovation in this part of the proof is to replace a pointwise bound with a high-probability bound that, at
the input layer, is independent of the key-query matrix. The key novel part is Lemma 11. In order to make the
proof self-contained, we also include proofs for the other steps.

We will refer to the following bounds, for suitably defined constants 1 < Cy,C, p,C/gk) , CMLP,LfMLP7C (k),C < oo

[Vialla <Cv (22)

(mvslx [y o \|2) <vd when k > 1 (23)
(max 1) <C» 4
a" <clt) =a. max [ K Qenllpecrra ik > 1 (25)

Curp := sup 17 () |2 (26)

x[|xll2< (H+1)Cy min{Cp,v/d}

A () = PO 2

LfMLP = sup ; 27
Il o o< (B-+1) v b= 1]z
C :=150L ;uer CyCpH (28)
) —o (max Iy \|2) Lyue < 2Cyp(H +1)CyCp-Lpwir (29)
w
CM :=12L e (H + 1)||[Vi 14V d exp(4CY)  (fork > 1) (30)
||Y |l <@ Cyrp(H+1)CrCp (31
C:=25VdH (1 + ||[vou|)) (HC ) (32)

We first bound the influence of any bit on an attention head’s activation in terms of its influence on the attention
values and the activations at the preceding layer:

Lemma 9 (Sensitivity of an Attention Head). We have

n
|<Cy Z 8| vf D+cy (mvslx||y£f_1)||z> ) Iq[ﬁﬁﬁ,] (33)

w=1
The main task will be to bound Y, I, [&Ij‘ﬁ] We separately bound this for k = 1 and k > 1.
Remark 10. We note that the conceptually similar Lemma 4.3 in Edelman et al. (2022) might suggest a seemingly
stronger bound where Y, 1, [ﬁ];’ﬁ] is replaced (using their Lemma A.6) by the maximum influence on the logits:
maxy—1,.n1g [ ] using the fact that softmax has a Lipschitz constant < 1. However, s( f,x) requires summing
over q (not relevant to Edelman et al. (2022)°), and the expression Yomax,—1,  n]1g [ ] can easily be ®(n), for

instance, if ah =1 x,=1. Importantly, at the lowest layer, we find sublinear bounds for ):q Y.Ll j’w} that, atk =1,

/w

involve no bound on the logits al;-’ﬁ, at all.

Proof of Lemma 9. Using the definition of b:

o8 = § it &

J J

SThey considered Lipschitzness in the parameter space, with parameters that grow at most sublinearly with n. In contrast,
we investigate sensitivity in the input space.
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and the triangle inequality, we find:

2

(k) (ks

< Y 1@ [V 00— v 00| +]als (0 -l ) Vit

2

n n
Ak,h k—1 k—1 Ak,h
<Cv ) a1y it )]+CV Yy ||y£v )||2Iq[aj;w]
w=1 w=1

n n
eh k—1 k=1 A
<cv Y a1y b1+ (max 1) Y 1fdf)

w=1 w=1

O

Bounding the Sensitivity of Attention (First Layer) First, we bound the sensitivity of the attention distribution
in the first layer. Here, it will be crucial to provide high-probability bounds independent of ||K7,Q; 4|, unlike
the pointwise Lipschitzness bounds of Hahn (2020); Li et al. (2023). The resulting Lemma 11 is one of the key
innovations compared to the pointwise Lipschitzness bounds from prior work, and the main technical innovation
of Section B.1.

Lemma 11. Let 8 > 0. With probability > 1 — rﬁ% over the choice of x, the following holds: Foreachi=1,...,n,
h=1,....H,

Tofa "] <(8+328)logn + 10 (35)

(ngE
,M=

1

q=1j

Proof of Lemma 11. Let x; denote the token at position i (-1 or 1), and e(x;) the corresponding word embedding.
Throughout, we will suppress the index 4 = 1,..., H for notational simplicity.
If e(x;) is the word embedding for the token x; and p; is the i-th positional embedding, then:

all) = (pF +e(x)7)-Q"K - (pj +elxy))

Wl ) ) ek 1w (0
o it 8)()

=p] Apj+pi Ce(xj)+e(x;)" Bpj +e(x;) We(x;)
—— = ~~

Ali) Ci Bj

for appropriate matrices A,B,C,W. Note that this decomposition holds for any linear combination of Note that
adding positional and word embeddings is a special case, where Q and K can each be written as products of two
matrices, where the second one has the form (I; I). Then

G0h _ exp(qi(xi)k;(x;))
h Yo—1exp(qi(xi)kw (xw))
exp(Cie(x;) +e(x;)TBj +e(xj)We(x;) +AW))
" _exp(Qie(xy) +e(x:)T By, + e(x ) We(x;) +Aw)

We can write, taking X; € {0, 1} to be the indicator that x; = 1°:

exp(e(x;) B, +A™) + Cie(x,) +e(x;) T We(x,))
le.,%i=10f x; =1 and else 0.
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=exp (e(xi)TBw +A<iw)) -exp (Cie(xy) +e(x;) We(x,,))

—exp(e(x;)) By +A™) +Cie(—1) 4 e(x;)) ' We(—1)) exp(Cie(x,,) + e(x;) We(x,,) — Cie(—1) — e(x;) We(—1))

Yiw 14%,p;

where
pi =exp(Cie(1) +e(x;)) " We(1) — Cie(—1) —e(x;) We(—1)) — 1

Next, we may assume w.l.o.g. that p; is nonnegative, by, if p; otherwise were negative, renaming the input bits
across the entire input string for a fixed i. So we have

S0 _ Vi (LX)
l] ZWYIW( +)?wl3i)

We split the summation over j and ¢ into three cases: g # i, j; g = j,q #i;q=1:

ii:2+ Yy +X% (36)

J=lq=1 " jaq#i,j j.qq=jq# J.q:q=i

First, for g # i, j:

1] = ¥ij (1 +X;p:) ¥ij (1 +X;p:)
” Yiq +ZW7£qYlW(1 +XwPi) 'Yiq(l +pi) + Lotg Yiw(1 +XPi)

_ ¥ij (1 +X;Pi)YigPi
 (Yig + Lot Yiw (1 +300Pi)) (Yig (14 Pi) + Lot Yoo (1 + X))
< ¥ij (1 +X;0:)Yig (1 + pi)
~ (Yig + Loz Yo (14 X0Pi)) (Vig (14 Pi) + Ko Yo (1 +2P5))
_ Yij (1+X;p:) Yig(1+pi)
 (Yig + Lowotg Yo (L +50pi)) (Yig (14 Pi) 4 Lot Yo (1 +Xpi))
a7 = )y, (

X.Xq

q

x:ixy=1)

where Aflj >(x X, =0)is ?zf»,lj’h) evaluated at the input x = x; ...x4—1(—1)X441 ... x,, and similarly for aLn (x:xy =

iq
1).
We may assume w.l.o.g., by appropriate reordering given a fixed i, that y;; > ¥;2 > Vi3 > .... Then,

Y Y L <Y Y att s =0al" x5, =1)

q j#q q j#q
h) Lh ~
ZA(I (x: xq—l)Zﬁf)(x:xq:O)
J#q
LW (e
Z* 3= 1)
,Z Yig(1+pi)
7 Yig(1+ i) + oporq Yo (1 +X0pi)
<) Yig(1+pi) — 4+ ¥ Yig(1+pi)
q>163logn YiQ(l + pl) +Yiq2w<q(l + Zpi) g<163logn Yiq(l + pl)
< Z (1) — + 163logn
g>163logn (1 +pl) +Zw<q(1 + Zpi)
< (1+pi)

+ 168logn
g>163logn (l +pl) "‘Q(%)

4
= Z —— +163logn
g>163logn

1
<4 Z —+168logn
q>0q
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<(4+4168)logn+4

where () holds with overwhelming probability over the ch01ce of x, say, 1 (multlphcatlve Chernoff bound
for binomial random variables), for any individual ¢, and 1 — nﬁifl for the Whole expression by a union bound over

all g. We further used ¥ | 1 <logn+1.
Second, consider the case where g = j, g # i:

Z I /\(lh Z I][/\(l h)]+ Z Ij[a\(l,h)]

q=j:q#i q=j:q#i:q>165logn e q=J3q#i:9<163logn e
< Y 11[41 ")+ 165logn
q=j:q#i:q>163logn
Then:
(14 1p; .
Ij[agfh)} ¥ij(1+1p;) B Yij
q=Jj:q#i;q>168logn

gt Vi (1 P) & Lot You (1 5Pi) - Yij + Kowt Vi (1 +Xpi)
YijPi Lo Yiw (1 +X0Pi)

q:j;q?g,';qgmglogn (Yij +Zw;ﬁj Yiw(l +5C\wpi))<yij +Zw7éj YiW(l +5C\wpi) +YijPi +Zw;ﬁj Yiw(l +2wpl))
YijPi - (Yij + Lot Yo (1 +X00Pi) +YijPi + Lot j Yo (1 +X00Pi))

ngj;q#qz‘;m&ogn (Vij + Xt Yiw (1 +X0wPi)) (Vij + Lot j Yo (1 4+X00Pi) +VijPi + vt Yiw (1 +Xopi))
_ Z YijPi
g=jigtigm6siogn (i + Lot j Yow (L +X0pi))
YijPi
Sq:j;q#i;qz>]6510gn (¥ij + Ko< Yow (1 +30p1))
YijPi
Sq:.,»;#,-;qglﬁglogn (Vij +%ij Lo (1 +X0pi)
<% YijPi
B q=Jj:q#i (Yt/ +YijJ 3 L )
- P
g=jari (1= R )
4pi
_q:j;q#i4+j+jpi
y _4pi
g=rati J+pi
_ 4p; 1
Upi 5o d
<4logn+4

where again () holds with probability 1 — ns%l by a Chernoff bound for each j, and a union bound across all j.
Importantly, the third inequality used the fact that y;,, > v;; when w < j. So overall

Y Lla"] < 4logn+4+168logn
a=jg#

with probability 1 —
Third, for the case g = i:

ZI A(l h Z|A(1h Afiljh)( )I

J#q
<Z|/\(1h |+Z|/\(lh @q
J#q J#q
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Overall, we get

Y Y Lfa "] <(8+328)logn + 10 37)
g=1j=1 '
for each i, h, with probability 1 — nﬁ% via a union bound. O

Remark 12. 7o illustrate why the statement can only hold with high probability, rather than pointwise at every X,
we consider a one-layer transformer where the first layer at each position computes the OR function, accomplished
by setting

1 if xj =1
(1):{Ogn if x; (38)

a. .
Y —logn ifx;j=0

That is, any occurrence of a 1 draws attention to it, allowing a subsequent MLP to test whether a I appears in the
string. Consider the input x = 0". Here, for any Hamming neighbor x' = x®4:

— 1 1 o
~(1,h) n+r'lln;‘ = T+1/n—1/n2 >1— ifj=gq
4ij = I/n 1 1 ; (39)
= e eLse
Hence,
2 oo
~(1,h) 1-= ifj=gq
Il][alj ]2{1’112 else (40)
n n
and
N AL S (1)
Y Y Lla V1> Y L, 1>n-2 @1
q=1j=1 q=1

The bound (35) thus cannot hold for all input strings x. However, the lemma shows that it holds for the vast
majority of inputs. The intuitive reason is that the vast majority of strings x € {0,1}" have a much less skewed
distribution of ones and zeros. For a string where a substantial number of both ones and zeros appear; the influence
of any individual input bit is low; the proof of Lemma 11 makes this idea rigorous using a simple concentration
bound argument. This intuition roughly matches the sensitivity properties of the OR function: s(fog,0") = n, but
asy(for) = o(1), because for the vast majority of strings, flipping any bit cannot flip the OR output. Lemma 11
generalizes this idea to arbitrary assignments of attention logits, and to the continuous output of the softmax
operation, as opposed to discrete Boolean functions such as OR.

Bounding the Sensitivity of Attention: Higher Layers At higher layers, the logits a;; may be highly correlated
across j, impeding the use of concentration bounds. In fact, for our purposes here, a pointwise Lipschitzness bound
as in Hahn (2020); Li et al. (2023) will be sufficient here (roughly corresponding to Lemmas B.1, B.2 of Li et al.
(2023)). While no novelty is claimed for Lemma 13, we include its proof for completeness.

Lemma 13. Fork> land g€ {l1,...,n},
h - 1 & _
1fa};") < 2exp(4cy”) (wﬁ" RS M ‘)1) “2)
Jj=1

Remark 14. Note that this bound depends on |KT Q|| spectral » unlike the first layer, where we found a bound
independent of HKTQHSpeC,ml. We do not know whether the exponential dependency on ||KTQHSpeC,m1 is optimal.

(L)

. . . L

However, some dependency on HKTQHspec,ml is unavoidable. To see why, consider a transformer where yy,
. . L . .

computes a function close to PARnﬂ at € = 1 (Chiang and Cholak, 2022), and y(1 ) computes its negation. Then

adding another layer that, by rescaling logits with a factor of n?, attends to yEL) or yx') depending on the input’s

parity, can compute a function very close to PARITY, if the two activations also provide some disambiguating
positional information. This holds even for high-probability or on-average bounds. However, Lemma 11 shows
that such dependency can be eliminated at the lowest layer.
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Proof. Fixing k,h,i, we write
Cy =€xp (a(k’h> (x)) <®) exp(CXo) (43)
d, =exp (al(l/:,h) (x)) —exp (al(,f’h) (xeaq)> <) 2exp(C/(f)) (44)

Then:

(k) A(kh an| | Cu cutdy
G (9) = q)’_ Yoy Yijcytdy
cu(Xy_1¢y+dy) = (cutdu) Xy_ ¢y

(23:1 Cy)(2y:1 ¢y +dy)
Culyo dy —du X5 ¢y
(Tho1 o) (Xy=i oy +dy)
< cudy_1lq [ey] +1g cd] i1y
B n2 exp(—ZC/gk))

Now using
Lyfeu] =1g [exp (s ()|
<exp(C)1, [aly” ()] (45)

<exp( )IIKkthhH< { (k— 1)( )]—H [(k l)(x)D

By x < exp(x), we can bound HK,thk,th < exp(CIE‘k)). Now taking a sum over u yields:

A(kh)(x)_&fl;,h)(xaaq)’ <z":cu):y gley +1g[cd Ty ey

L |a

u 7 u=1 nzexp(—ZC( ))
221, V)] + 20 1, V)]
nzexp(—ZCIg B ))

_ 1 & _
<2exp(acy ") (Iq[yﬁk UEE WA, ”1>
j=1

S(45,43) exp(ZCf(,k))

O

Bounding the Sensitivity of the Attention Heads We now put together Lemmas 9,13 in order to bound the
sensitivity of any individual attention head’s output.

Lemma 15. For k > 1, the following holds for each j and h:

I, [b;k)l] <4Vd exp(4C1gk))

-1y, 1o k-1
L+ = Y 1 )]] (46)
Proof. In the higher layers (k > 1):

n
~ k 1 ~
S 3’3 Z kh (maXHyw ||) ZI k]’l

) ex 2C _ _ 1 _
<l 02 ) ZI ] (max “H)zexp<4c£">><lq[y§" S Y b ”1)
j=1
(0)y
_exp 2C )—|—\f2exp 4c, k—1 X k-1
( . ( )Zlq[y& )]+\/g2exp(4C/g))<Iq[y5. )])

- 1 & -
<avdexp4cy’) |11+~ Y 1Y)




where the second step uses the fact that

k
43) exp(ZC/g ))

Ak h
akh < A @7)
and the third step uses the fact that the outcome of layer norm has an L2 norm bounded by v/d. O

B.2 Impact of Layer Norm

Next, we investigate the effect that layer norm has on sensitivity. We note that layer norm was not fully included
in any of the pointwise Lipschitzness bounds (Hahn, 2020; Edelman et al., 2022; Li et al., 2023): Hahn (2020); Li
et al. (2023) do not seem to mention layer norm, and Edelman et al. (2022) assumes a Lipschitz-continuous proxy,
projection on the unit ball. We find that standard layer norm indeed can increase sensitivity substantially, which
will be key to our overall results:

Lemma 16. Let Y (x) € R?, and y(x) := LayerNorm(Y (x)). Define N(x) := /G )+e€ Let C> 1 be such
that ||Y (x)||2 < C. Then

1 1
LM<2-L[Y]~C-{HN(X)HHN(X@J (48)
Proof. First, we note

LY — ()] < TY] 4+ 5 Y] = (14 2)5Y] < 25

Thus, at a factor of 2, it is sufficient to consider the case where u(Y) = 0, because ||Y —u(Y)|| < ||Y||. Then

L] =([y(x) = y(x®)||2
H Y Y(H)
NG NG |
||N(x€P’ Y (x) = N(x)Y (x|,
NN G
VGl INGE) ~ NI+ NG ¥ () Y (062
= NCONGED
G- NG - IV (x) = Y (:#9]
=T N@NGE) e <@NH(X)
CING®) —N)| Y@ —ra®)],
STN@NGEY T N
C 1
SLm[w) NG T NG ]

:Ii[Y]-N;x {Nx@, + ]

e [t [ ]

where C > 1 is a bound on ||Y;|,. Here, we used I;|N] < I;[Y] in the last step: Note that ¥ is mean zero; hence,
standard deviation equals the L2 norm, and

VALIN] = (Y ()l|2 = 1Y ()2 < ¥ () =Y () |2 < [[Y () = ¥ () ||2 = Li[Y]

B.3 Layerwise Bounds on Sensitivity

Putting together Lemmas 9 and 16, we bound the influence of the i-th bit on the k-th layer in terms of its influence
on the k — 1-th layer.
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Lemma 17. With probability > 1 — -5 over the choice of x, the following holds for each j:

Y 1Y) < 150L e CECpH logn = C logn (49)
i=1
and
Iib’ﬁ‘l)] <2 (m;lx ||Y\/\(/1)H2) ,N](_l)(x) ,Nj(l)(x@i) -Lpmer 'Ii[Yj(l)] (50)
Fork > 1:
K, CH k < k—1
b1 < =N @) -N) (Z Byt LS W) (51)

Intuitively, the 3, ; contribution reflects the skip connection (residual stream); the % contribution reflects the role
of soft attention.

Proof. We first obtain:
®) YR G, (k=17 , o r 0
LY <2420 N Y ) N (65 - Cuap - Ly - [ Lilyy 1+ Y LDy ] (52)
=1

For k > 1, we find, putting together the previous results:

ERER A RYEORYGY

< Lo (max [¥02) - (1 101y v () v (i
= mLPCMLP m;lx“ w2 zb’j ]+Z il i,q] ) j (x) j (™)
g=1

<) (L oy Cparp - Coap(H + 1)CyCp- <I DY)+ HaVdexp(ac) [1 DI = Zl[y

ch K, o 4 1 k-1
R OB RCOR D WORTES

w=1

In the lowest layer, the influence is bounded instead in terms of the influence on the attention weights. With high
probability, a logarithmic bound on the summed influences over all bits results. Crucially, the key-value-matrix
plays no role here. For k = 1 we find, setting 8 = 4 in (35):

B 0, 3~ 50
LY; "] <@y [fMLP ()’j + Z bj,h>‘|
h=1

§(27>LfMLP -Ii [y;o)} + i I; [bi?”

H n
<CIL e |1; [y;O)] +Y o | Y atup oy <max Iy Hz) Y I, [a};ﬁ,}”
i h=1 w=1 Y w=1
i H n
<UL [20p8;5+Cy Y [Z a;Cpdy +CyCp ZI [a'"] H
h=1 [w=1 w=1

H n
28+ Z Ayt + Y Y fa]

<LfMLP CV CP

and hence, by summing over i,

n
Z I; [Yj(l)] SLfMLPC\z/CP
i=1

<CIL e CECp 2+ H + H136logn + 10H]
<150L prCyyCpH logn
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with probability > 1 — %5

B.4 Relating Influence at First and Last Layers

At this point, we have derived bounds on the influence of any bit on any individual activation y§k> in terms of the

parameter norms, the layer-norm-induced blowup, and influence the bit has on the activations at the preceding
layer. We now derive bounds linking these quantities to the overall sensitivity s(f,x) and the average sensitivity
as,(f). In order to do this, we link influences on the top layer to influences at the first layer. Recall

Blowupg (x) Ht (53)

We first find that
Lemma 18.

k n
I,-[yg.k)} <cW <HC(k)> Blowup; (x) Blowup, (x™) (}11 Y L] +I,~[Yj(l)}> (54)
=2

Proof. By induction using (51). First, for k = 2,

=
Il

oin [ & 1
L) <C® NP @) NP ) (z (8uj+ )T W])

. " 1 .
< NP (x) - NP (7). (Z (8, + )2 (max [ ) - N8 () - MY () - Ly ~I[Yvﬁ”1>

w=1
<c?2 (max||Yv£1)||2> - Lymep - Blowup, (x) - Blowup, (x <Z W, j + vg”])
w w=1
<cMc®) . Blowup, (x) - Blowup, (x) - (Z (8w.j —I— )
w=1

where
c=» (max ||Yu(zl>||2) “Lpwr
w

Now, for k > 2, using the induction hypothesis (IH):

[ ()] C() N(k) k (Z": WJ+ (kl)]>

k n o n
<HC )Blowupk( ) Blowupy (x (Z Y ( wﬂ- vw+])1i[Yu(l)]>
=2 w=1v=1 n
£ ~ D) L)
" TTC™ | Blowupy (x) Blowup, (x*) - Ly, 1+3) - L]
=2 v=1
: : W1y Ly
H Blowupy (x) Blowupy (x™) - | L[Y; /] + Y -Ly)
= =17

B.5 Deriving Almost-Everywhere Pointwise Sensitivity Bounds

Putting together the previous findings, we are now in a position to link the sensitivity to layer norm blowup and
parameter norms. We find that the sensitivity on an input x is bounded in terms of the blowup on x itself and on its
Hamming neighbors, up to sublinear factors y/nlogn:

Theorem 19 (Repeated from Theorem 4). With probability at least 1 — 25 over the choice of x € {£1}", we have

s(f>%)
C+/nlogn

"The last inequality holds whenever n > 1. If n = 1, the probability bound evaluates to 0, making the statement trivially
true.

1 .
< Blowup(x)> + - ¥ Blowup(x*')*
n -
1
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Proof. The most immediate idea is to sum both sides of (54) across i to get a bound on s(f,x) = 3 byn [ ]2 In
fact, it will pay off to average the influence across the input bits, and only later eliminate the 1/n factor Formally,

Iy (L)12
(fv x) = (19) — It[VTyn ]
4”;':21
1 n
<( IZ b’n ] [1vou 13
1 n
<0 L vl 3V

N
=

<(54) \fH‘z’out” (HC ) Blowup(x )ZlBlowup( ) [:ZZI‘[Y(])] +Ii[Yn<]>]]

w
< (csB) \f“"outH (HC)Blowup \/Z Blowup(x®i)2

5

where the last inequality uses Cauchy-Schwarz-Bunyakovsky (CSB). Now, we find for any w € {1,..

Y Ly V2 <D (maXHY ||2)21 <9) (max||YV<,,l>||2)C010gn (55)

with probability (simultaneously over w) 1 — 5 > over the choice of x. Setting = 4 and defining and plugging in
(55) together with the fact \/x < x when x > l we get:

1 logn 1 .
— <CBI — Bl iN2
ns(f,x) < owup(x)\/ ; \/X,"n owup(x®7)

Rearranging, we find

1 1 .
<BI - BI ®i)2
— <Blowup (%) \/ Z . owup(x®7)

< Blowup(x —1—2 Blowup(x™)?

where the last step follows by Young’s Inequality (ab < # for a,b > 0). As we chose 8 =4, this is true with
probability 1 — ,77 over the choice of x. O

B.6 Deriving On-Average Sensitivity Bounds

Finally, we can convert the high-probability statement from the preceding lemma, which bounded the layer norm
blowup on x itself or its Hamming neighbors, into an on-average bound over the entire input space:

Corollary 20 (Repeated from Corollary 4).

asy(f) H
C-E[Bl 71> -= 56
Blowup(x)’] > e 7 (56)
Proof. Recall from the preceding lemma that, with probability 1 — % over the choice of x, we have
s(f,x) 2, 1 y iy2
ﬁlogn S BloWup(x) + ; i BlOWup(x ) (57)

We first note the following, for any function ¢ : {+1}" — R:
E[o(x) %E Z (™)
since every one of the maps x — x® (i = 1,...,n) is a bijection on {£1}. Hence,

Bip(0) =B | 5000 + 5 L 00
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Taking ¢(x) := Blowup(x)? yields:
E[Blowup(x)’] = E 1Blowup(x)2 + 11Z:Blowup()c@")2 (58)
t12 2n&

Let A be the set of x satisfying (57); |A| > 2"(1 — n%) Then

1 1 11 ;
E[Blowup(x)?] = ) l Blowup(x)? + = — ZBlowup(x@’)Z]
2 Ty 2n%
> 1 ) 1Blowup(x)2 + 1 Y Blowup(x*)?
T2 2n%
> LY s
—— ) s(f,x
~Cy/nlogn2" &=
1 1 1 1
> s(fix) = =75, ) s(f,x)
C+/nlogn 2" Xe{Zi"l},, Cy/nlogn 2" xeze"A
1 1 H
> a5 (f) - ——
=Cynlogn"" (f) C+/logn n3/2
Rearranging, we find:
1 1 H 1 H
C-E[BI 2> _— > —-=
[Blowup(x)~] > Wam(f) ozl = Wa&,(f) "

C Theorem 6

Before proving Theorem 6, we require the following lemma in the analysis of Boolean functions. Informally, the
lemma describes how the RMSE between two functions can be lower-bounded in terms of their average sensitivi-
ties.

For any function f : {£1} — R, we write || f|l> := /% Yoerrip f(x)? = E,[f(x)?]. Then the lemma states:
Lemma 21. Forany f,f": {£1}" — R, we have for any o.> 1:

, (1- é)asn(f) as(f")
el | - v (59
Note that the optimal o depends on f, f'. The choice o= 2 will be sufficient for our needs:
, asn(f) asa(f")
VEI ) = /@) = w25 (60)

Proof. Recall the discussion of the Fourier-Walsh decomposition preceding (17). The proof idea is that, when
functions have different average sensitivities, their degree profiles must be quite different, which then entails that
they must be substantially distinct in behavior.

Let 1 < Apgin < n; we will fix it later. Let IT be the orthogonal projection on the Fourier components with degree
at least Ay, formally given as the unique linear map satisfying

if |P| > Aasin
Typ = {X” if 1Pl = hae 1)
0 else

Then, for any g : {£1}" — R, by (17) and Parseval’s theorem for the Fourier-Walsh transform (O’Donnell, 2014):3

Matin 1113 < asu(g) < Magin(l1g13 — ITTg][3) + Mg 3 (62)

8If dy...,d, is the degree profile of g, then hM;n||Hg||% = Yisny Mtindi < asn(g) < Yocicy, Mindi + Lisn,,, Mdi =
Mvin(|lgll5 — IT1gl13) + n[|TTg||3, where the inequalities follow from (17) and the equalities follow from Parseval’s theorem
applied to I1g and to g.
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Rearranging and inserting f, /' for g in the two inequalities, respectively:

asn(f) — Min || £113

)l g
2 casn(f)
R
Hence
() = Magin| 13 asn(f")
I 1t > asn(f) M 2
sl | fllz_\/ L i
Now at Ay = ZSH"JE@, we get

5)asa(f) o Bl
L e e
(=) "
Now by the reverse triangle inequality
ITLf {2 =TT [l < IILf = TLf |2 < [1f = fll (63)

and the claim follows.

Proof of the Theorem. The proof can be decomposed into the following steps.

Step 1: Decomposing A We have (F-d+G- dz) - L parameters (where F, G are constant). We are assuming that
A is from pS. For each of the L instances layer norm, we consider the part of A corresponding to the immediately
preceding bias; we will name this Aj,... Ar.

Step 2: Effect of Perturbations on Cy We will make explicit the dependence of C on 8 by writing Cg. We next
note that, for any fixed 6, as p — 0, the effect of a small perturbation A on Cy is bounded, because Cy is locally
Lipschitz in 6.° Thus, as p — 0:

Cora=Co-(14+0(p)) (64)
uniformly across all A with ||A|| = p, where O(-) includes constants depending on 8, but not p, A, or n.

Step 2: Lower Bounding Error in Terms of Sensitivity Drop Set

T
o= liming & (70)

n—soo n

(65)

Necessarily, ¢ € [0,1]. The claim of the theorem is nontrivial if and only if u > 0. Lemma (21) shows that the
difference between fg and fg A can be lower-bounded in terms of their sensitivities. First, we note, as n — oo, with
a=2,

aso(f)  _ H

Casa(f) T D — _H_
2Zn 1712 1713

+o (1)2§+ o(1) (66)

where we used Hsz € [0,1] up to o(1). Indeed, if the output of 1, we have ||f||3 = 1, and the term indeed is

lower-bounded by u:
asn(f) u
= >
oy @] 2_,quo(l)_,quo(l) (67)
1715

9This follows from the fact that in (8), for Cp, ¢ 1 ,£”° norms are locally Lipschitz; for Cysrp because it can be chosen to be
the product of parameter matrix norms in the MLP; for the exponential term because the spectral norm is locally Lipschitz.
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showing that the 2 factor can be eliminated in the case of Boolean output. Next, as n — oo, for . = 2 as above, and
using 0 < “56) < 175112 < 1, we find

EAE[(To(x) — Toa(x))?)

(1— & )as,(Tp) asy(To+a) (1—1)as,(Ty) asn(Tosa)
>Ey——— 2 niora) o Don\te+a)
o IRl 2w  TelleBay o )
| Tp(x) 13 | To(x) 13
\—/_/ ZO
independent of A
asy(Ty) 1
asy(Ty) -2 (n_ 1 )||T6H2EA\/aSn(T+A)
~I%@I3 2[Te()[13
>as"7(Te)_2E M (68)
= _ asy(Tp) A (n_ 1 2)
176 (x)I13 2||To(x)l3
@ _asn(To) asp(To+a)
> — ann(Ta) 4Ep
17(x)I13
o asn(Te) Exsn(TOJrA7x)
P S A
176 (x)I13

EAE,s(T
2,15174 [EaE.s( e+A,X)+0(1)
n

1
23
function /-. By the reasoning above, in Eq. (67), the factor 2 in the first term can be eliminated when the output is
+1. In order to lower-bound (68), we want to show the following:

Take any € > % For each x, with probability at least (1 — O(n>~@=D8L) — Lexp(—@(d))) (where O contains
constants depending on p,d, L, but not depending on x and n), the blowup is simultaneously bounded on x and its
radius-1 Hamming ball:

where (1) uses (n ) >n—1/2 > n/4, and the final step used Jensen’s inequality applied to the concave

TEQA(X) <14n¥t, vXe {21 x¥2 0 x0m (69)

We will prove this below in Step 4. We may then bound ’c(e]fz AX) < 2n%/L for large n. By (12), if (69) is proven,
then:

s(Toa,X) R Pi2 2
—————— < Blowup(x)“+ — ) Blowup(x <4n
Corav/nlogn (x) n l; )
and hence
5(Tosn,x) < 4n*53Cop/logn (70)
and hence
T
SUbsa®) _ g 20-5¢,  fogn (71)

n

with probability 1 — n% over x and 1 — O(Ln?>~(@=DYL) _ Lexp(—©(d)) over A, where we used a union bound over
the L layers. Let us now fix { = %L. Then, as n — oo,

Toia, - 1. H
IEAExW <4n®4=3Cy ar/logn + O(n? 3ddl)+?+Lexp(—Q(d))+o(1)

Under the hypothesis 12L < d, all terms except for Lexp(—Q(d)) are o(1) as n — o. Inserting this into (68), the
claim follows.

Step 4: Effect on Layer Norm It remains to show (69). We proceed inductively from the input layer upwards,
examining the effect of perturbing parameters. In the inductive step, we consider a transformer where all the
parameters below the bias immediately preceding the i-th layer norm have already been perturbed.

Fix an input string x € {1}". Write Yi<k) for the activation computed using the perturbed parameters 6 4 A for
all parameters except the bias of interest, for which 0 is used here. Thus, after applying the perturbation to that
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bias, the activation is Yi(k) + A;. The aim is to lower-bound the SD of Yi(k) + A; with high probability over the choice
of A.

Let center(x) := x — mean(x), i.e. the pre-scaling component of layer norm. First,

P <||center(A,~)|| < g\/@ <exp(—Q(d))

by standard concentration arguments, where Q(d) scales positively with .0 Let Il : RY — S9~! ¢ R be the

projection on the sphere around 0O of radius % %:

p /d x
Ms(x) = 2 (72)
2V D x|
Let I : RY — B —(0) be the projection on the ball around 0 of radius %\/% . IIp is a contraction (referred to
D
below with (T)“). Conditional on ||center(A;)|| > \/7 we have Igcenter(A;) = Iscenter(A;) and its distribu-

tion is, by symmetry, uniform on the ball’s surface. We now bound the probability that the SD of the perturbed
activation is large:

P (3 jospa+v ) < n*C/L)
( : ||center(A; +Y N < Vn~ C/L)
(EI] center(A;) € B, ¢ (—Center(Yi(k)))>

=LF

(center €B /5,11 (—Cemer(y,‘(k))))

<P(||center(A;)|| < g\/> Z (center i) €B g, uL (—center(Yi(k)))

[center(A)|| > g@)
cmwwmm>§¢g>
lcenter(Ay)|| > g@)
memmu>g¢g)

p /d & k
<P(||center(A;)|| < 5\/ B) + Z P (HBcenter(Ai) €B /5,1 (—HBcenter(Yi( )))

<exp(—Q(d)) + Z P (HBcenter(Ai) €B 5, -uL (—HBcenter(Y;k)))

J=1

<exp(—Q(d))+ ) P <chenter(A,-) €B /g, (*chenter(yi(k)))
j=1

n Area(B 7 ¢ HScenter(Y(k>)
:exp(—Q(d))-i—Z <\/g " >)

where Area(B, /7,-¢/c (—chenter(yl_(k) ))) is the area of a hypersphere cap of radius v/dn~%" on a hypersphere of

radius § \/7 which is at most n~ (¢~ 1%/L times some constant depending on d, D, p but not n, x'2. The denominator
is constant in n. Overall, as n — oo,

P (3 leenter(a;+¥ )| < n¥/F) < exp(—Q(d)) + O(n! "SI

100ne way of obtaining this is by parameterizing A in terms of first sampling D independent Xi,...,Xp ~ A(0, %) and
dividing the resulting vector by its norm, before multiplying by p in the end. Before normalization, the squared norms of the
entire vector and the norm of the part corresponding to A; concentrate with exponential tail bounds in d, around 1 and 4.

respectively. Furthermore, the mean of A; concentrates around 0. Thus, the norm of center(A;) concentrates around p\/g .
"The contractivity of ITg is proven, in a different context, as Lemma A.9 in Edelman et al. (2022).
12 A nonasymptotic formula for the area of the hypersphere cap is given by Li (2010). A simple derivation of the asymptotic

relationship used here is by approximating, when n is large and thus n~%L is small in relation to d, the cap as a disk on the

d — 1-dimensional tangent space to the hypersphere. This approximation is valid in this limit since the radius of the hypersphere,
and thus its curvature, are independent of n.
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If the event denoted by this probability is avoided, then under the parameter setting 0 + A,
Te(x) < 14n%E (73)

for both x and its Hamming ball of radius 1, with probability (by a union bound over the radius-1 Hamming ball
Bj(x) around x):

P (vx’ € B (x):Vj: ||center(A; + YO (x'))] > n—C/L)

|center(a;)]| > 2 d)

p /d k
>1-P <||center(A,-)|| < 5 D) - Z P (center(Ai) €B, L (—center(YlK )(x’))) D

x'eBj (x)

>(1—0(n*~ VL) —exp(—©(d)))

This concludes the proof.

Remark Note that we assumed for notational simplicity that layer norm only applies a single time, following the
MLP (4). Depending on the implementation, LN may appear in other cases, e.g. directly following attention (e.g.,
in Vaswani et al. (2017)). In this case, we can analogously consider the the effect of V + Ay, using the properties
of the random matrix Ay and the effects of the perturbation on the preceding MLP (or the token embeddings).

First, we note that m; := Y, }.; 5§f’h)y5~k71> is, after adding A to the parameters involved, very unlikely to have norm

o(nl/ <CL>), because of the random perturbation applied to the MLP bias in the preceding layer (or to the token
embeddings, if k = 1), provided d > H. Second, considering the spectral properties of the random matrix Ay, the
perturbed head activation yfkil) + (V + A;)n; is unlikely to have much smaller SD, hence a bound analogous to
(73) follows with high probability.

O

D Theorem 7

Proof. Each autoregressive step consists in determining, based on a sequence xp...xyt...%; the state t;4| =
T (t;,x;). Assuming log|X| and log|X| bits are used to encode x; and #;, respectively, the function thus only de-
pends on log |Z||X| inputs, and is represented by a polynomial of that degree, independent of N. O

E Further Experimental Results

E.1 The Details of Experimental Setup

Parameter Name Value

Learning Rate 0.0003 Parameter Name Value
Weight Decay 0.1 Hidden Dimension 128
Batch Size 1024 Transformer Layers 2
Training Steps 10,000 Attention Heads 2
Optimizer AdamW Dropout Rate 0

p (in computation of sharpness) 0.02

Table 1: In all the experiments, the hyperparameters above were used unless stated otherwise.

In the experiment presenting the tradeoff between weight norm and LayerNorm blowup, we uniformly sampled
weight decay between 0 and 0.4 and learning rate between 0.0001 and 0.0005.

In the scratchpad experiment, we used an encoder-decoder Transformer with 2 attention heads per block, hidden
dimension 32 and 2 layers.

In the experiment including training the models for high sequence lengths (Figures 7 and 8) we used hidden
dimension 4.

E.2 Results
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Figure 5: Sharpness as a function of sequence length for all the functions discussed in the paper. As predicted by
Theorem 6, parameters fitting PARITY have substantial sharpness as inputs get longer. For functions with lower
sensitivity, sharpness barely increases with the input length. For PARITY, the sharpness approaches the theoretical
asymptotic lower bound of 1 from Theorem 6 already at n ~ 30. See Figure 6 for a version with aligned y-axes.

Function Regression Pearson p-value
Slope Correlation (Hj : slope = 0)
PARITY 5.0-1072 0.88 6-10772
MAJORITY 1.8-1073 0.67 2.10736
FIRST 6.4-1073 0.16 0.0075
MEAN —-1.9-107° -0.07 0.22

Table 2: The statistical properties of the length-sharpness relationship computed for n € [4,30]. For all the functions
except for MEAN, sequence length and minima sharpness are statistically significantly correlated within this range
of n; though for PARITY the slope is 2 orders of magnitude higher than for other functions. See the visualisations

in Figure 5.
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Figure 6: Same as Figure 5, but y-axes are aligned.
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Figure 7: Length-Sharpness dependency for high sequence lengths. Note that training a comparable setup for
PARITY at such input lengths was not feasible. For MAJORITY, sharpness does increase, in line with its higher
(though still sublinear) asymptotic average sensitivity. For FIRST and MEAN, whose average sensitivity does
not increase with n, sharpness shows little discernible dependency on length. We note that the absolute sharpness
values for high input lengths (as in this figure) and for low input lengths (as in Figure 5) are incomparable, as
different model hyperparameters were used, due to the computational cost of fitting models at high sequence
lengths.
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Figure 9: Tradeoff between layer norm blowup and parameter norm: When varying the layer norm penalty, trans-
formers find different tradeoffs between these two quantities. For PARITY, the tradeoff depends on the input
length; blowup or parameter weights need to increase with the input length (in accordance with Corollary 5). For
functions with lower sensitivity, little dependency on the input length is observed.

15004



Sequence Length=5 Sequence Length=10

35 & Parity & Parity
4 Majority 4 Majority
T 30 & First & First
=2 ¢ Mean 4 Mean
§ 25
z
—
8 20
9] $9
% 15 ® | %2 % & 7'
E b O’Q‘ ' 0:6,\
S
. * > o
A A
Sequence Length=15
35 & Parity & Parity
4 Majority 4 Majority
3 30 4 First 4 First
= ¢ Mean 4 Mean
§ 25
b4
220
£
@© o
O 15 w, LA
© e 4
Q 0)"" %
10 o, ; *
. 3%% ot P
107! 10° 10t 10? 10° 104 107! 10° 10! 10?2 10° 104
LayerNorm Blowup LayerNorm Blowup

Figure 10: Parameter Norm/Blowup tradeoff for input lengths 5, 10, 15 and 20. Atinput length 5, PARITY behaves
similarly to the other functions. However, for higher input lengths, fixed LN Blowup requires higher weight norm
for PARITY than for other functions, and vice versa. This aligns with the theory, as increasing input length for
PARITY increases the lower bound of weight norm and LN blowup in (13).
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Figure 11: Sharpness of a Transformer with scratchpad trained for PARITY. Despite approximating a highly
sensitive function, sharpness stays low even at hundreds of bits and shows no clear increase with length.
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Figure 12: Training dynamics of a Transformer for PARITY at different values of weight decay. Sharpness always
increases dramatically at the same time as training loss falls to 0. For non-zero weight decay, after the learning
phase parameter norm starts to decrease, causing the appropriate increase in LayerNorm blowup, which does not
have a significant effect on sharpness.
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Figure 13: Training dynamics at weight decay 0.0 (left) and 0.1 (right), 100k training steps, PARITY. As predicted
by Corollary 5, over the course of training, layer norm blowup and parameter norm trade off. Zero weight decay
ultimately enables a lower sharpness, but even after 100k steps, it remains substantially higher than the low sharp-
ness quickly reached on low-sensitivity functions.
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Figure 14: Tradeoff between Weight Norm and LayerNorm Blowup when training with different weight decay
values. In the course of training, non-zero weight decay drives down parameter norm, and that makes LN Blowup
to increase. The observed dependency is log-linear, similar to the results in Figure 10.
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Figure 15: Generalization: The sharpness of the model when restricting sharpness (15) to the train set is almost
the same as the sharpness on the whole input space.
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