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Abstract

Assessing the quality of summarizers poses sig-
nificant challenges—gold summaries are hard
to obtain and their suitability depends on the
use context of the summarization system. Who
is the user of the system, and what do they
intend to do with the summary? In response,
we propose a novel task-oriented evaluation ap-
proach that assesses summarizers based on their
capacity to produce summaries while preserv-
ing task outcomes. We theoretically establish
both a lower and upper bound on the expected
error rate of these tasks, which depends on the
mutual information between source texts and
generated summaries. We introduce COSMIC,
a practical implementation of this metric, and
demonstrate its strong correlation with human
judgment-based metrics, as well as its effec-
tiveness in predicting downstream task perfor-
mance. Comparative analyses against estab-
lished metrics like BERTScore and ROUGE high-
light the competitive performance of COSMIC.

1 Introduction

Assessing the quality of summarizers in different
settings, tasks, and datasets is critical for better
understanding these models and for studying their
strengths and weaknesses. In many text genera-
tion scenarios, assessing model quality is arduous
and resource-intensive, often necessitating human
annotations and evaluations. Consequently, devel-
oping automatic metrics that align closely with
human judgments is paramount (Graham and Bald-
win, 2014; Tratz and Hovy, 2008; Giannakopoulos
et al., 2008; Deutsch et al., 2021).

Standard automatic evaluation methods for sum-
marization rely on the idea that a good summary
should have some (semantic) overlap with either a
gold standard or the source text (El-Kassas et al.,
2021; Allahyari et al., 2017). They leverage simi-
larity metrics such as BLEU (Papineni et al., 2002)
or ROUGE (Lin, 2004) to evaluate the quality of

the generated summaries. However, these meth-
ods often do not correlate well with human judge-
ments (Kryscinski et al., 2020; Kocmi et al., 2021).
To enhance alignment with human judgment and
capitalize on recent advancements in large lan-
guage models, recent efforts have concentrated
on learned metrics for scoring summaries (Zhang
et al., 2020b; Rei et al., 2020; Liu et al., 2023). For
instance, Clark et al. (2023) introduced six new
learned metrics by finetuning a pretrained MT5
model (Xue et al., 2021) to predict human judg-
ment along different axes. Another line of research
focuses on reconstruction-based metrics, such as
BLANC (Vasilyev et al., 2020) and Information
Difference (Egan et al., 2021), the former evalu-
ating the actual reconstruction error of the source
text with and without a summary, and the latter
evaluating the information gain obtained when con-
ditioning the generative model on the summary.

Standard evaluation methods, therefore, suffer
from two major shortcomings. They rarely for-
mally define a clear notion of quality and the meth-
ods used to evaluate said notion lack theoretical
foundations. This leads to potential discrepancies
between the intended evaluation and what is actu-
ally measured, leading to a lack of validity of the
evaluation methods.

We introduce a task-oriented evaluation setup
where summaries are meant to allow an agent
to perform downstream tasks without reading the
longer source text. For example, if a political advi-
sor drafts a briefing on a subject to enable a politi-
cian to make informed decisions, our evaluation
considers the advisor successful if the decisions
made using the summary align with those made
using the initial source text (Pu et al., 2023; Vander-
wende et al., 2007). Providing such a well-defined
notion of success enables careful analysis of the
validity of the evaluation for different possible use
cases. In addition, it enables us to perform mechan-
ical evaluations of our method, reducing the noise
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from the evaluation process.
Furthermore, many summarization techniques

typically operate under the assumption that the
downstream task is unknown during the summa-
rization process, yet an implicit notion of summary
quality exists. However, this assumption is sel-
dom explicitly addressed or substantiated. In our
task-oriented approach, we provide an information-
theoretic rationale for the existence of such a metric.
We demonstrate that it essentially involves assess-
ing the mutual information (MI) between the source
texts’ distribution and the summaries generated by
a given summarizer.

This paper does not aim to study the syntactic,
semantic, and pragmatic aspects of features of sum-
mary information, which are essential for capturing
the rich notion of information in human commu-
nication. For instance, we do not account for the
summaries’ fluency, grammatical correctness, or
coherence. Instead, our approach emphasizes how
effectively, in the best-case scenario, the output of
a summarizer can be used to perform downstream
tasks. The results in this paper suggest that the for-
mal definition of mutual information successfully
achieves this goal. Our approach leverages embed-
dings to abstract the surface form of text, following
recent studies by Pillutla et al. (2021) and Pimentel
et al. (2023).

We evaluate the quality of our approach in two
ways. First, we show that summarizers that induce
a summary distribution with higher MI with the
source texts’ distribution are higher quality in the
following sense — they tend to produce summaries
that preserve outcomes on downstream tasks as
compared to using the source texts. Second, we
compare the MI to metrics trained on human judg-
ments and show that it displays consistent corre-
lations. Our results are consistent with and ex-
tend previous work that leverages MI to understand
relationships in datasets (Ethayarajh et al., 2022;
Bugliarello et al., 2020), predictive performance of
representations (Sui et al., 2023) and tool to con-
struct or evaluate representations (Kim et al., 2022),
models and generative processes.

Contributions. Our contributions are threefold:

1. A theoretical setting for summarizer eval-
uation. We frame the summarizer evaluation
problem as a statistical inference problem and
we derive a task-agnostic reference-free qual-
ity metric: the MI between the distribution of
source texts and the distribution of the sum-

marizer’s outputs.

2. A practical implementation of this metric:
COSMIC. We propose a practical implemen-
tation of COSMIC using an MI estimator and
sentence embeddings 1.

3. An experimental evaluation. We ex-
amine how well MI predicts the perfor-
mance of downstream tasks in comparison
to conventional metrics like BERTScore and
BARTScore. Our findings demonstrate that MI
is competitive with these metrics. Addition-
ally, we illustrate its strong correlation with
metrics trained to emulate human judgment.

2 Related Work

Assessing the quality of summaries poses a unique
challenge due to the contextual nature of ‘quality’,
influenced by factors such as the audience, topic,
and intended purpose of the summary. Even ex-
pertly crafted human summaries considered "gold
standard" in one context may be perceived as sub-
par in a different setting (Saziyabegum and Sajja,
2017; Indu and Kavitha, 2016).

Reference-free summary evaluation. Reference-
free evaluation methods mostly rely on comparing
the content of the summary with the content of the
source text (Louis and Nenkova, 2013; El-Kassas
et al., 2021) and they rely on common overlap
metrics such as ROUGE (Lin, 2004), BLEU (Pap-
ineni et al., 2002) or BERTScore (Zhang et al.,
2020b). However, most reference-free metrics
show some important limitations (Deutsch et al.,
2022): they lack theoretical grounding. Work such
as BLANC (Vasilyev et al., 2020) and Information
Difference (Egan et al., 2021) are closely related
to our work. The former evaluates the actual recon-
struction error of the source text with and without
a summary, while the latter evaluates the informa-
tion difference evaluated by the generative model.
However, both lack the theoretical justification we
introduce in Section 3 and only evaluate the in-
formation based on the generative model. While
these methods appear intuitive, they lack of theo-
retical support for their approaches, relying solely
on empirical results and correlations with human
evaluations. Thus, the results are often tied to a

1A plug&play python library built on top of HF transform-
ers is available as supplementary material and will be released
upon publication of this work.
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dataset and are affected by variance from the hu-
man evaluation. Conversely, we offer a theoretical
framework applicable to any dataset and measure
a tangible, well-defined success criterion: do the
tasks yield the same output when performed on
summaries as they do on the source texts?

Embedding-based evaluation. MAUVE (Pillutla
et al., 2021) first proposed a new information-
theoretic metric to compare two text distributions
based on embedding clustering; more recent work
showed that the crucial element was the cluster-
ing step (Pimentel et al., 2023). They show that
while embeddings (and the clusters they form) do
not capture fluency or grammatical correction, they
do grasp meaning and coherence, making them
excellent tools for evaluation.

Dataset difficulty and MI. Measuring MI between
the concepts and input in a dataset is not a novel
idea. In fact, Ethayarajh et al. (2022) leverages
the Arimoto information (Arimoto, 1971), redis-
covered and dubbed V-usable information by Xu
et al. (2020) to assess the difficulty of a dataset.
Similarly, Bugliarello et al. (2020) evaluate the dif-
ficulty of translating from one language to another.
Following this trend, Kim et al. (2022) reuses the
point-wise MI between Gaussian distributions to
evaluate text-to-images and image-to-text genera-
tive models.

Mutual information for summarization. The
MI is a natural metric to optimize in summariza-
tion. It has been used as a score to select the most
informative or surprising sentences in extractive
summarization (Padmakumar and He, 2021) or as
an alternative objective for text decoding (van der
Poel et al., 2022). In this paper, we revisit the use
of MI but between the distribution of source texts
and the distribution of the summarizer.

3 A Task-Driven Evaluation Framework

3.1 Background: Probabilistic models for text
summarization

We consider models for language summarization
tasks that define a probability distribution over
strings. More formally, these models are proba-
bility distributions s over an output space S con-
ditioned on an input text t, where S is the set
consisting of all possible strings that can be con-
structed from the vocabulary Ω: S ≜

{
BOS ◦ s ◦

EOS | s ∈ Ω∗}, BOS and EOS stand for special re-
served beginning-of-sequence and end-of-sequence

tokens, respectively, and Ω∗ denotes the Kleene clo-
sure of S.

Today’s models for language summarization
are typically parameterized by encoder-decoder or
decoder-only architectures with attention mecha-
nisms with trainable weights θ. These models fol-
low a local-normalization scheme, meaning that ∀
i > 0, pθ(·|s<i, t) defines a probability distribution
over S̄ = S ∪ EOS. The probability of a sequence
s = ⟨s0, s1, . . .⟩ can then be decomposed as:

pθ(s|t) =
|S|∏

i=1

pθ(si|s<i, t), (1)

and s<i = ⟨s0, . . . , si−1⟩, s < 1 = s0 ≜ BOS.

3.2 Background: Information Theory
Information theory (Cover and Thomas, 2006) pro-
vides several tools for analyzing data and their
associated probability distributions, including en-
tropy and MI. These metrics are typically defined
based on a "true" probability distribution, denoted
as p(c), or the joint probability density function
p(t, s) which may not be known but governs the
behavior of random variables T and S. The funda-
mental concept in information theory is surprisal,
defined as H(C = c) = − log p(c), and its ex-
pected value is termed entropy:

H(C) =
∑

c∈C
p(c)H(C = c). (2)

Finally, another important concept is the mutual
information (MI) between two random variables:

I(T;S) = H(T)−H(T|S). (3)

It captures the amount of information we get about
one random variable when observing a realiza-
tion of the other. The data-processing inequality
(Cover and Thomas, 2006) states that processing a
random variable with a (possibly random) function
f(·) can never increase its informativeness but only
reduce its information content, expressed as:

I(C; f(T)) ⩽ I(C;T). (4)

The rate-distortion (RD) function of a discrete
random variable C for a given distortion function
ℓ(c, ĉ) is defined as (Csiszár, 1974, eq. (1.4)):

RC,ℓ(D) ≜ min

p(ĉ|c) :E[ℓ(C,Ĉ)]⩽D

I(C; Ĉ). (5)

For further details, the reader is referred to Ap-
pendix A.2 and (Cover and Thomas, 2006).
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Figure 1: The summarizer is expected to generate sum-
maries S for a given distribution of source texts T, with-
out prior knowledge of the specific application, e.g. pre-
dicting the concepts: c1, c2, . . . . The objective is to
assess the discrepancy incurred when predicting from
the generated summaries instead of the original source
texts. We demonstrate that, for any undisclosed task
c, the likelihood of error is constrained within bounds
determined by monotonous functions of the MI.

3.3 A task-oriented evaluation setting

Most summarization methods operate under the
assumption that the downstream task of interest
is unknown during the generation process, relying
instead on a generic notion of summary quality.
We assume in this work that the goal is to be able
to perform similarly in terms of classification er-
ror on both the original texts T and the resulting
summaries S2. Next, we formalize this evaluation
metric based on the assumption of an unknown
downstream task.

Let c : Ω∗ → {1, . . . ,m} denote the target con-
cept of interest which can be extracted from the
initial texts T by applying C ≜ c(T); and simi-
larly, let ĉ(S) denote the predicted concept from
the summaries S according to the underlying model
pθ(s|t). The evaluation of the summarizer’s qual-
ity with respect to the downstream task (unknown
from the summarization model) can be assessed us-
ing the expected error rate, as illustrated in Figure 1.
In other words, it involves the classifier, determin-
ing the average probability of the extracted concept
ĉ(S) differing from the original concept c(T) in

2Other goals are possible such as reducing the source text
complexity, removing specific information etc... Our choice
stems from the practical usability of the task-oriented defini-
tion for evaluation purposes

the source text:

Pe(c, ĉ, θ) ≜ E(θ)
[
1[c(T) ̸= ĉ(S)]

]
, (6)

where the expectation is taken with respect to the
joint distribution of text and summary (T,S) based
on the source texts distribution and the distribution
over the summaries induced by the summarizer.
Interestingly, it is not difficult to check by data-
processing inequality that (4): I(C;S) ⩽ I(C;T)
and thus, the output summaries S by the summa-
rization model may not preserve all relevant infor-
mation necessary to predict C from S, unless the
summarization model is aware of the downstream
task. However, identifying the set of relevant down-
stream tasks for various texts is challenging in prac-
tice. Consequently, (6) does not provide a satisfac-
tory evaluation metric for summarization systems.
This observation raises the central question studied
in this work: How much information about any
downstream task is preserved in the summaries?

4 A Task-Agnostic Quality Measure for
Summarization

4.1 Theoretical Results
In this section, we rigorously motivate the eval-
uation of summarization systems by measuring
the MI between texts and the resulting summaries.
Let’s assume the existence of a random variable
T representing source texts, which follows an
unknown distribution inherent to the source text-
domain. Given a stochastic summarization system
pθ(s|t) as defined in expression (1), we denote
S ∼ pθ(s|T) the random variable representing
summaries generated by the summarization system
for these sources texts T.

Consider the task c(T) that we intend to execute
on the source texts, where C = c(T) represents
the random variable denoting the outcomes of this
task on source texts. We assume that the same task
can be performed on the summaries and let ĉ(S)
denote the corresponding prediction. Intuitively, if
we can accurately predict the outcome of C from
the summaries, then we will say that the summa-
rization system is high-quality since it preserves the
necessary information for performing the task. The
next proposition frames our information-theoretic
bounds on the performance of any arbitrary down-
stream task. In particular, it shows that the expected
error rate Pe(c, ĉ, θ) as defined in (6) can be upper
and lower bounded by the MI between the texts
and the summaries.
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Proposition 1 (Information-theoretic bounds). Let
C = c(T) denote the underlying concept variable
and let ĉ(S) be the Bayes predictor of C observing
the output summaries S, based on the underlying
summarization model pθ(s|t). The expected error
rate satisfies:

Pe(c, ĉ, θ) ⩽ 1− κ exp
(
I(T;S)

)
, (7)

Pe(c, ĉ, θ) ⩾ R−1
C,ℓ01

(
I(T;S)

)
, (8)

where κ ∈ (0, 1) is a constant which does not
depend on summaries; and R−1

C,ℓ01
(·) is the inverse

of the rate-distortion function using ℓ01(c, ĉ) =
1[c ̸= ĉ]. Furthermore, the lower bound holds for
an arbitrary loss ℓ(·, ·) measuring the disagreement
between the concept and its predictive value:

inf
ĉ(·)

E[ℓ(C, ĉ(S))] ⩾ R−1
C,ℓ

(
I(T;S)

)
.

Proof. The upper bound (7) relies on the fact that
the predictor ĉ(S) is the optimal (Bayes) clas-
sifier for which the expected error rate admits
a well-known expression. The lower bound (8)
uses data-processing inequality which implies that
I(T;S) ⩾ I

(
c(T); ĉ(S)

)
and the definition of

the rate-distortion function evaluated in the loss
ℓ01(c, ĉ) noticing that its expectation yields the ex-
pected error rate Pe(c, ĉ, θ) as defined in (6). For
further details, see Appendix A.

Remark 1. The bounds in Proposition 1 imply
that the expected error rate of any task predicted
by observing the summaries is lower- and upper-
bounded by functions of the MI between the text
and the summaries I(T;S). More precisely, the
upper bound (7) is a monotonically decreasing
function of the MI while the lower bound (8) is
a non-increasing function in the MI. The lower
bound can be further simplified by evaluating the
rate-distortion function, as shown in Appendix B.
In other words, greater MI corresponds to im-
proved the expected prediction performance on
the summaries. Conversely, the expected error
rate is bounded from above when MI is limited.
Interestingly, the arguments regarding the bounds
do not depend on the considered task, suggesting
that the MI can be used as a task-agnostic metric
to evaluate the quality of summaries.

In the next section, we propose a practical
method to estimate MI. In Section 6, we empir-
ically show that it correlates well with the perfor-
mance of the downstream tasks with other human
judgment-based metrics and compare it to standard
metrics.

4.2 Estimating MI from samples

While the MI captures an intuitive notion of infor-
mation and is theoretically grounded, estimating
it accurately is notoriously challenging. There-
fore, following prior research (Ethayarajh et al.,
2022; Xu et al., 2020) we estimate Arimoto in-
formation (Arimoto, 1971) based on the KNIFE
estimator (Pichler et al., 2022). Our method com-
prises three steps: (1) we project the source texts
and the summaries into a continuous embedding
space; (2) we fit a mutual information estimator
onto these embeddings; and (3) we estimate the
mutual information between the source texts and
the summaries using the fitted estimator. We report
the details of our method in Algorithm 1.

Mutual information estimator. We rely on the
KNIFE estimator (Pichler et al., 2022) to estimate
the differential entropy of the embeddings and then
mutual information. This estimator effectively re-
lies on Gaussian Mixtures with K modes to fit the
density function and induces a soft-clustering for
text generation evaluation (Pillutla et al., 2021; Pi-
mentel et al., 2023). We found experimentally that
the number of modes K did not impact the per-
formance significantly. We report the results for
K = 4 (see Appendix D.1 for further details).

Embeddings. In order to obtain continuous repre-
sentations of the source texts and the summaries,
we mainly rely on the AnglE-embedders (Li and
Li, 2023) as they are at the top of the MTEB leader-
board (Muennighoff et al., 2023) with a rather
small model. In addition, we experimented with
different embedders from the sentence transform-
ers library (Reimers and Gurevych, 2019), mainly
the paraphrase and sentence similarity embeddings.
We find that our method was robust in the choice
of the embedder and thus reported the results for
the AnglE-embedders.

Algorithm 1 Evaluating the performance of a sum-
marizer using KNIFE and sentence transformers

Input: A dataset DN = {(Ti,Si)}Ni=1

Input: A pre-trained embedder Emb
Output: An estimation of the mutual information

between T and S
1: ET ← {Emb(Ti)}Ni=1

2: ES ← {Emb(Si)}Ni=1

3: ÎN (T;S)← KNIFE(ET,ES)
4: return ÎN (T;S)
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5 Experimental Settings

While the bounds derived in Section 4.1 provide
certain theoretical guarantees regarding the mutual
information, their practical consequences must still
be evaluated empirically. We present here two eval-
uation methods. First, we show that MI effectively
predicts whether performing a downstream on the
summaries would lead to the same outcome as if
it were performed on the source text. This val-
idates our task-oriented evaluation approach for
summaries. Furthermore, we contrast our metric
with metrics trained to emulate human judgments
across various dimensions. Remarkably, we ob-
serve that even without any training, our metric
closely aligns with human preferences.

Datasets. We select three summarization datasets
for the English language: CNN/DailyMail (See
et al., 2017; Hermann et al., 2015), XSum (Narayan
et al., 2018) and MultiNews (Fabbri et al., 2019)
and perform all evaluations on all datasets. We
provide additional experiments in French and Span-
ish using the MLSUM (Scialom et al., 2020) and
XLSUM (Hasan et al., 2021) datasets. We report
mixed results due to the lack of efficient multilin-
gual embedders in Section E.2.

Models. We evaluate numerous summarizers from
the HuggingFace hub, relying on different back-
bones, pretraining methods and finetuned on differ-
ent datasets. We conduct our experiments on the
PEGASUS suite of models (Zhang et al., 2020a),
on BERT large models (Lewis et al., 2019) and on
DistilBERT models (Shleifer and Rush, 2020). We
also evaluated the models presented in the SEA-
HORSE benchmark (Clark et al., 2023) through the
generated summaries they proposed, which include
MT5 models (Xue et al., 2021), different variants
of T5 models (Raffel et al., 2023), and of the PaLM
models (Chowdhery et al., 2022). The reader is
referred to Appendix C for models’ details.

Baseline metrics for quality assessment. For all
summaries, we evaluate the quality estimation met-
rics obtained by computing reference-free versions
of the ROUGE-L, BERTScore (Zhang et al., 2020b)
and BARTScore (Yuan et al., 2021) between the
source texts and the summaries. We average over
the dataset to get a summarizer-level score that we
can compare with the MI.
Human evaluation with SummEval. While the
SummEval (Fabbri et al., 2021) dataset provides
only a very limited number of human judgments, it

contains enough aligned source, and AI-generated
summaries to evaluate the MI metric. We use these
unannotated data to evaluate the MI and rank the
model accordingly; then we compare this ranking
with the human evaluation provided by the Sum-
mEval benchmark. We provide a comparison with
previous metrics in Table 2. It is worth noting that
the evaluation is not fair for our metric as other are
evaluated only on the annotated data, while ours is
evaluated on the unannotated data.

5.1 Downstream tasks

To demonstrate the efficacy of our metric in pre-
dicting the downstream task performance on the
summaries, the ideal scenario would involve gen-
erating summaries and tasking various individuals
with different tasks across diverse contexts. How-
ever, executing this at a larger scale is impractical.
As an alternative, we suggest comparing the results
of different algorithms (classifiers and embedders)
applied to both the source texts and the generated
summaries. A summarizer can be deemed effective
if these algorithms yield consistent results when
applied to both the summaries and the source texts.

Classification tasks. We selected four differ-
ent tasks (sentiment analysis, policy classification,
Emotion classification and ChatGPT detector) and
corresponding classifiers from the Huggingface
Hub to run on the source texts and summaries and
compared their outputs. We report the expected er-
ror rate(6), i.e., the classifier outputting a different
label on the source text and the summary.
Embedders. We compare the embeddings ob-
tained from the source texts and the summaries
from different models, the output of the embed-
ding by the classifiers models, and paraphrase
and sentence similarity embeddings (Reimers and
Gurevych, 2019). We show the correlation of our
metrics with the cosine similarity between the em-
beddings of the source texts and the corresponding
summaries. Since embedders are supposed to ab-
stract the information in the texts, good summariza-
tion models should produce embeddings close to
the source texts’ embeddings.

5.2 Correlation With Learnt Metrics

There are not many available metrics trained on
human judgment for summarization. We chose
to evaluate our metric on the SEAHORSE met-
rics (Clark et al., 2023) as they are the most recent
and provide interpretable metrics.
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Table 1: Common quality estimation metrics correlation
with the performance on the downstream classification
tasks. Where Sent. analysis stands for sentiment anal-
ysis, GPT det. for GPT detector, Topic. for topic clas-
sification, Policy for policy classification, Emotion for
emotion classification and Emb. for paraphrase embed-
ding.

Sent. analysis GPT det. Policy Emotion Emb.
Metric

I(S;T ) 0.63 0.59 0.58 0.56 0.81

Bas.

BERTScore Precision 0.53 0.68 0.47 0.46 0.70
BERTScore Recall 0.59 0.66 0.74 0.54 0.42
BLANC 0.59 0.59 0.66 0.60 0.38
SMART1 0.55 0.63 0.47 0.47 0.28
SMART2 0.55 0.63 0.47 0.47 0.28
SMARTL 0.55 0.63 0.47 0.47 0.28
BARTScore 0.51 0.73 0.42 0.48 0.62
BERTScore 0.64 0.75 0.64 0.58 0.61
ROUGE-L 0.56 0.55 0.54 0.47 0.29

SH.
Attribution 0.49 0.71 0.37 0.49 0.62
Main ideas 0.33 0.37 0.60 0.38 0.47

Seahorse metrics. These metrics — learnt from
human judgement — assess summaries along 6
axes: Main ideas; Attribution; Comprehensi-
ble; Grammar; Repetition and Conciseness.
Main ideas and Attribution, respectively,
measure if the main ideas of the source text are
present in the summary and if the information in
the summary does indeed come from the source
text. Comprehensible and Grammar measure if the
summary is fluent and grammatically correct, while
Repetition and conciseness measure if there
are NO repetitions and the summary is concise. The
Pr(Yes) metric corresponds to the average proba-
bility over the dataset that the SEAHORSE model
predicts the answer Yes to the corresponding ques-
tion. While we would not expect our MI metric
to correlate with the Grammar or Comprehensible
scores, it should strongly correlate with the Main
Ideas and Attribution scores as these are proxies to
the information contained in the summary.

6 Experimental Results

Correlation with downstream tasks perfor-
mance. In Table 1, we report the correlation be-
tween the different metrics and the expected error
rate for different classification tasks and with the
dot product for the Paraphrase embedding task.
The MI is competitive with both the common
quality estimation metrics such as BERTScore and
BARTScore. In addition, we report the correlation
of the metrics trained on human judgement from
the SEAHORSE benchmark to predict whether the
main idea of the text is present in the summary and
if all elements of the summary are attributable to
the source text.

Figure 2: Spearman correlation with human judgment
estimated by the SEAHORSE metrics. As one would
expect the MI does correlate with Attribution and
Main ideas but not with comprehensible, grammar
or repetition.

Correlation with human-judgement-based met-
rics. As the SEAHORSE metrics are trained to
mimic human judgment, we can use them to as-
sess the behavior of the MI. We found consistent
and expected correlations with the different SEA-
HORSE metrics (Figure 2). The mutual informa-
tion correlates well with Attribution and Main
Ideas but not with Comprehensible, Grammar
and Repetition. This is not surprising as one
would expect the mutual information to capture
the amount of information in the summary that is
attributable to the source text and not the grammati-
cal correctness or fluency of the summary. The high
correlation with Conciseness is a rather surpris-
ing result. We believe this is because the concise-
ness correlates with the strength of the summarizer,
which correlates with the MI between the source
texts and the summaries. The stronger the language
model, the better the source texts’ encoding as a
summary. It is also plausible that the learned met-
rics are flawed in some ways, hindering the results.

We observe that the MI correlates more consis-
tently with these Main idea, Attribution and
Conciseness scores than the common quality as-
sessment metrics, e.g. BERTScore and BARTScore
(see Figure 2). It suggests that in addition to being
a good predictor of the performance of the down-
stream tasks, MI is also a better predictor of the
human judgment of the quality of the summaries.
Notably, the MI, a theoretical quantity derived from
Shannon’s MI, reproduces human judgment expec-
tations without training on human judgment data.

Comparing summarizers with COSMIC. In Fig-
ure 3, we compare the MI of different models and
report their size. We observe that OOD models
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Figure 3: Comparison of models of different sizes and
strengths, finetuned on different datasets regarding the
MI between their summaries and the source text on
different evaluation datasets. The dotted lines highlight
the highest MI for each dataset reached by a model, and
the grey area represents the number of parameters of the
model

— trained on Arxiv or medical data — perform
very poorly, whereas IN distribution models such
as BART display significantly higher MI. Interest-
ingly enough, the size of the model does not seem
to be a good predictor of MI. In Appendix F we
explore further use of the mutual information to
compare the informativeness of different summa-
rizers between themselves to construct a hierarchy
based on their mutual informativeness.

7 Discussion of Quantitative Results

Our findings reveal that various conventional met-
rics do not consistently align with the effectiveness
on downstream tasks. As illustrated in Figure 4,
different metrics exhibit distinct behaviors and cor-
relations with other metrics and the performance
of downstream tasks.

SEAHORSE Metrics. Notably, most SEAHORSE
metrics demonstrate limited correlations with the
effectiveness of downstream tasks. Unexpectedly,
the Main idea metric performs less effectively
compared to the Attribution metric.

BERTScore. BERTScore displays good correla-
tion with the task-preserving capabilities of the
summaries but have poor correlations with human
judgements (real or estimated); whereas the mu-
tual information is theoretically grounded and an

Metric Coher. Cons. Flu. Rel.
Reference Dependent

ROUGE-1 .35 .55 .53 .58
ROUGE-2 .23 .60 49 .43
ROUGE-L .12 .12 .26 .35

BLEU .22 .05 .33 .38
CHRF .35 .63 .56 .55

BERTScore .33 -.03 .14 .20
MoverScore .23 -.05 .26 .35

BLEURT .53 .20 .41 47
SMS .27 60 .36 .40

SMART-1 .43 67 .64 .67
SMART-2 .42 .75 .63 .58
SMART-L .57 .57 .61 .73

Reference Free
PRISM .23 .60 .36 .37

T5-ANLI .25 .58 .54 .52
BARTScore .35 .62 .49 45

BARTScore+CNN .55 .32 .59 .58
Q2 .25 .75 .58 .45

RISE extMulti-News .53 .73 .71 .70
RISE SamSUM .53 .70 .68 .70
RISECNN .53 .73 .75 .70

Ours
I(T;S) .23 .53 .47 .54

Table 2: Comparison of our method against many base-
lines on the SummEval Human evaluation dataset. We
report the system-level Kendall’s Tau correlation with
human judgments.

all-around more consistent metric.
Behavior of MI. The MI displays very similar be-
havior to the metric trained to detect whether the
ideas presented in the summary come from the
source text (Attribution) (Figure 4), but it surpris-
ingly does not follow the same behavior as the
metric trained to detect if the main idea is present
(Main idea). Coincidentally, the main idea metric
does not correlate with the expected error rate of
the classification tasks. This may be an artifact of
the training of SEAHORSE benchmark, a limita-
tion of our metric, or could indicate that answering
the question "Is the content of the summary fully at-
tributable to the content of the source text" is more
relevant for downstream tasks than "Is the main
idea of the source text present in the summary".

Independence of the metrics. While it seems
that Attribution and the MI follow a similar tra-
jectory in Figure 4, we found that the MI is not
correlated with the Attribution metric (Figure 5).
This suggests that these two metrics are indepen-
dent and could be used in conjunction to evaluate
summarizers. When it comes to more standard
metrics, we find two clusters of metrics that seem
to be relatively independent of each other: one
represented by BERTScore and comprising the MI
and the other represented by BARTScore, which
includes Attribution.
Correlations with Human Judgement. While
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Figure 4: Correlation between the main metrics and different performance metrics for the different datasets. The MI
(green) closely follows the behavior of the Attribution metric but is a better predictor of the performance of the
downstream tasks (Sentiment analysis, GPT Detector, Topic classification, etc.). By contrast, ROUGE scores do
not display consistent correlations. For metrics to be considered effective, they should consistently exhibit positive
correlations with each other. In Section E.3 we report the aggregated numerical results.

Figure 5: The correlation matrix illustrates the relation-
ships among various metrics, with clustering based on
their correlation similarity. This clustering indicates the
degree of similarity between metrics in terms of their
correlation with each other. The goal is to have a diverse
set of grounded yet independent metrics that assess dif-
ferent aspects of text summarization quality.

the MI correlates less on the SummEval judgment
dataset than competitors, such as SMART or RISE,
it correlates more with the downstream tasks per-
formance (Table 1) while not relying on golden
summaries for comparison (SMART) or on very
large pre-trained models (RISE). As mentioned pre-
viously, the comparison with other metrics is not
completely fair as the MI is evaluated on unanno-
tated data while the other metrics are evaluated on
the (limited) annotated data. Nonetheless, the MI

displays on-par performance with the other metrics
on the SummEval dataset and is a promising metric
for summarizer evaluation overall.

8 Summary and Discussion

We introduced a task-oriented setting for summary
evaluation in which we can derive a principled and
clear notion of the quality of a summarizer: the ex-
pected risk of performing a task on a summary in-
stead of the source text. We connected this risk the-
oretically to the mutual information of the source
texts and generated summaries and we bounded
the risk on both sides using the mutual informa-
tion. Even if these bounds are task-agnostic and
thus potentially loose, we demonstrated experimen-
tally that the mutual information indeed correlated
well with the risk. High mutual information in-
dicates that a task performed in the summaries is
likely to produce the same outcome as in the source
texts. COSMIC is therefore theoretically grounded
in a reasonable task-oriented scenario. Our abil-
ity to estimate this mutual information practically
and its correlation with downstream task perfor-
mance further underscores its significance. Our
proposed method extends beyond summarization
systems and could also contribute to the broader
field of multi-modal generation evaluation (Kim
et al., 2022).
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9 Limitations & Ethical considerations

We have introduced a novel evaluation setting and
a theoretically grounded metric for assessing sum-
marizers, yet both have their limitations. Firstly,
our setting assumes that the sole objective of a sum-
mary is to facilitate downstream task performance,
and we define a good summary as one that pre-
serves task outcomes. However, summaries can
serve multiple purposes, such as aiding comprehen-
sion, acting as educational aids, or promoting the
source text, which we do not account for in our
approach.

While mutual information is theoretically
grounded, it is not without flaws and fails to cap-
ture all nuances of the summarization task. It serves
as a tool to evaluate a summarizer’s informative-
ness compared to other metrics lacking theoretical
grounding.

It is imperative to use mutual information in con-
junction with other metrics to evaluate summaries
comprehensively, as it solely addresses the infor-
mativeness of summaries about their source text.
This metric does not assess grammaticality. Conse-
quently, high mutual information values may arise
from imperceptible artefacts that render the sum-
mary highly informative about the source text yet
unintelligible to human readers.

Moreover, our method indirectly evaluates mu-
tual information in the continuous domain by as-
sessing the mutual information between embed-
dings generated by a fixed language model. The
choice of this model significantly impacts mutual
information estimation and the parameters of the
estimation tool used.
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A Proof of the Upper and Lower Bounds

A.1 Proof of the upper bound on the expected error rate
We begin by noticing that

1−
∑

c∈C
p2(c|s) = 1− E [p(C|S)|S = s]

⩾ 1− E

[
max
c∈C

p(c|s)
∣∣S = s

]

= 1−max
c∈C

p(c|s). (9)

By taking the expectation over S at both sides and using the well-known relationship with the Bayes error,
we obtain the following inequality:

Pe(c, ĉ, θ) = 1− E

[
max
c∈C

p(c|S)
]

⩽ 1− E

[∑

c∈C
p2(c|S)

]
. (10)

Similarly, it is possible to derive a lower bound:

∑

c∈C
p2(c|s) = p2(c⋆|s) +

∑

c̸=c⋆

p2(c|s) ⩾
(
max
c∈C

p(c|s)
)2

, (11)

where c⋆(s) = argmaxc∈C p(c|s). By taking the expectation over S at both sides, we obtain:
√√√√E

[∑

c∈C
p2(c|S)

]
⩾ E



√∑

c∈C
p2(c|S)




⩾ E

[
max
c∈C

p(c|S)
]
= 1− Pe(c, ĉ, θ). (12)

Let us denote the second order Rényi’s entropy (Rényi, 1961) conditioned on s as follow:

H2(C|s) ≜ −
1

2
log

(∑

c∈C
p2(c|s)

)
, (13)

and thus, ∑

c∈C
p2(c|s) = exp (−2H2(C|s)) . (14)

By replacing (14) in (10) and in (11), we obtain

1−
√

Es∼pS [exp (−2H2(C|s))] ⩽ Pe(c, ĉ, θ) ⩽ 1− Es∼pS [exp (−2H2(C|s))] . (15)

Since log is a concave function:

log

(∑

c∈C
p2(c|s)

)
⩾
∑

c∈C
p(c|s) log p(c|s), (16)

we have that
H2(C|s) ⩽ −

∑

c∈C
p(c|s) log p(c|s) ≜ H(C|s), (17)
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where H(C|s) indicates the Shannon entropy conditioned to the given observation s. Replacing (17) in
the upper bound of (15) yields

Pe(c, ĉ, θ) ⩽ 1− Es∼S [exp (−H(C|s))]
⩽ 1− exp (−H(C|S)) , (18)

⩽ 1− exp (−H(T|S)) , (19)

≡ 1− κ exp
(
I(T;S)

)
, (20)

where (18) follows from the fact that the negative exponential function is convex ; (19) follows by
Data-Processing Inequality (Cover and Thomas, 2006) since C ≜ c(T) and thus C ↔ T ↔ S form a
Markov Chain and H(T|S) denotes the differential entropy of the text T given the summary S ; and (20)
follows by an appropriate definition of the constant 0 < κ < 1 which does not depend on the summary
random variable S. This concludes the proof of the desired upper bound.

A.2 Review of the Distortion-Rate Function

The rate-distortion (RD) function of a random variable C for a given distortion function ℓ(·, ·) is defined
as (Csiszár, 1974, eq. (1.4))

RC,ℓ(D) ≜ inf
p(ĉ|c):

E[ℓ(C,Ĉ)]⩽D

I(C; Ĉ). (21)

For convenience, we assume that
inf
ĉ
ℓ(c, ĉ) = 0, ∀c.

Furthermore, we suppose that there exists D > 0 such that RC,ℓ(D) is finite. We denote the infimum of
those D by Dmin and Rmax ≜ RC,ℓ(Dmin) (or, more precisely, Rmax ≜ limD→Dmin+R(D)).

The following properties (see (Csiszár, 1974, Lem. 1.1)) of the RD function will be used.

Theorem 1. The RD function RC,ℓ(D) is a non-increasing convex function of D on the interval (Dmin,∞).
It is monotonically decreasing on the interval (Dmin, Dmax) and constant with RC,ℓ(D) = Rmin on
[Dmax,∞) (here Dmax =∞ and Dmin = 0 are possible). The inverse function R−1

C,ℓ(r) is well defined
on (Rmin, Rmax) and is monotonically decreasing. It is known as the distortion rate (DR) function of
the random variable C for the given distortion function ℓ(·, ·).

A.3 Proof of the lower bound on the average of a general loss

For any suitably loss or evaluation metric denoted by ℓ(c, ĉ), the quality of the predicted concept ĉ(S),
which is based on the random summary S, compared to a desired target concept C ≜ c(T) from the
original text T, can be expressed by the average loss E[ℓ(c(T), ĉ(S))] with respect to the joint distribution
of the source text and its summary (T,S).

From Data-Processing Inequality and the definition of the RD function (21), the following proposition
provides a lower bound on the performance of any arbitrary predictor ĉ(S) of the target concept C:

I(T;S) ⩾ I(c(T); ĉ(S)) (22)

⩾ inf
p(ĉ|c) :

E[ℓ(C,Ĉ)]⩽E[ℓ(c(T),ĉ(S))]

I(C; Ĉ) (23)

= RC,ℓ (E[ℓ(c(T), ĉ(S))]) , (24)

where the inequality in (22) follow from Data-Processing since c(X)↔ X↔ S↔ ĉ(S) form a Markov
Chain ; and (23) follows by the definition of the RD function (21).
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• For E[ℓ(c(T), ĉ(S))] ∈ (Dmin, Dmax), we can invert the RD function (21), and thus we obtain from
(22) the fundamental bound R−1

C,ℓ (I(T;S)) ⩽ E[ℓ(c(T), ĉ(S))] or, equivalently,

E[ℓ(c(T), ĉ(S))] ≥ R−1
C,ℓ

(
I(T;S)

)
, (25)

which holds for any predictor ĉ(S) and thus, for the one minimizing the left-hand size of (25).

• For E[ℓ(c(T), ĉ(S))] < Dmin equation (22) reduces to I(T;S) ⩾ +∞ which shows that to achieve
an expected distortion below Dmin the random variables (T,S) must have a joint distribution that is
not absolutely continuous with respect to the product of their marginal distributions.

• For E[ℓ(c(T), ĉ(S))] ⩾ Dmax we obtain the trivial bound I(T;S) ⩾ 0.

Remark 2. Inequality (25) shows that for arbitrary random concept c(T) about the text to be inferred
with ĉ(S) using the random summary S generated from T, the expected loss of any predictor ĉ(·)
is lower bounded by a monotonically decreasing function of the mutual information between T and
S. Thus, irrespective of the precise formulation of the loss function or the task defined by c(·)
for execution on the summary, maximizing the mutual information I(T;S) stands as a requisite
condition for achieving commendable inference performance. Our result suggests that estimating
mutual information of a given summarizer can be a good proxy to assess its quality in the sense of
preserving relevant information about concepts.

B Rate-Distortion Bound for Classification Tasks

We assume that C is uniformly distributed on the finite set C ≜ {1, 2, . . . ,m}, and we use the Hamming
distortion function defined by

ℓ(c, ĉ) ≜
{
0, if c = ĉ

1, else .

Note that the expected distortion equals the expected error rate, i.e.,

Pe(c, ĉ, θ) ≜ inf
ĉ: Ω∗→C

Pr
(
C ̸= ĉ(S)

)
= inf

ĉ: Ω∗→C
E[ℓ
(
C, ĉ(S)

)
] . (26)

The RD function is given by (Cover and Thomas, 2006, Problem 10.5) (not solved there)

R(D) =

{
logm−Hb(D)−D log(m− 1), if 0 ⩽ D ⩽ 1− 1

m

0, if 1− 1
m < D .

(27)

Here, Hb(D) is the binary entropy function of D, i.e., Hb(D) ≜ −D log(D) − (1 − D) log(1 − D).
Inserting (26) and (27) into (22), we obtain

I(T;S) ⩾ logm−Hb

(
Pe(c, ĉ, θ)

)
− Pe(c, ĉ, θ) log(m− 1) ,

which is the well known Fano’s inequality (Cover and Thomas, 2006, Th. 2.10.1). This can be put into the
form of the general lower bound (25):

Pe(c, ĉ, θ) ≥ R−1
C,ℓ01

(
I(T;S)

)
.

However, a closed-form expression of R−1
C,ℓ01

(I) is not available. The function is plotted for different m
in Figure 6.

C Model Specifications

All the evaluated models are listed with their characteristics in Table 3.
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Figure 6: R(I) for different values of m.

Table 3: Summary of the models we benchmarked with their name on the Huggingface hub, size and performance
metrics.

Size ROUGE-L BERTScore BARTScore M. I. Attr. Rep. Compr. Conc. Gram. I(T, S) H(T|S) H(S|T)
Model Dataset

Falconsai/medical_summarization
cnn_dailymail 60 M 0.17 0.16 -1.70 0.33 0.79 0.46 0.76 0.42 0.30 54.09 -14.60 -7.24
multi_news 60 M 0.09 0.02 -2.06 0.22 0.74 0.55 0.70 0.36 0.34 45.53 -11.49 -2.29
xsum 60 M 0.31 0.24 -1.69 0.33 0.77 0.36 0.74 0.33 0.34 49.30 -15.25 -6.26

Falconsai/text_summarization
cnn_dailymail 60 M 0.15 0.17 -1.48 0.36 0.82 0.64 0.81 0.44 0.38 53.97 -14.49 -8.22
multi_news 60 M 0.10 0.06 -1.67 0.23 0.80 0.60 0.75 0.38 0.38 46.50 -12.46 -4.00
xsum 60 M 0.31 0.29 -1.53 0.33 0.81 0.58 0.77 0.35 0.37 50.71 -16.67 -8.84

sshleifer/distilbart-xsum-12-1
xsum 221 M 0.08 0.03 -3.27 0.29 0.35 0.86 0.90 0.22 0.80 46.52 -12.49 17.01
multi_news 221 M 0.03 -0.09 -3.08 0.17 0.42 0.82 0.77 0.23 0.68 44.13 -10.10 16.22
cnn_dailymail 221 M 0.04 -0.04 -3.16 0.21 0.41 0.87 0.83 0.22 0.67 49.70 -10.20 15.21

sshleifer/distilbart-cnn-6-6
cnn_dailymail 229 M 0.16 0.22 -1.35 0.47 0.85 0.92 0.85 0.55 0.50 55.31 -15.80 -11.84
multi_news 229 M 0.10 0.15 -1.37 0.34 0.86 0.90 0.84 0.52 0.57 49.34 -15.31 -8.99
xsum 229 M 0.32 0.35 -1.30 0.47 0.84 0.91 0.90 0.49 0.60 52.81 -18.77 -13.27

sshleifer/distilbart-xsum-6-6
cnn_dailymail 229 M 0.04 -0.02 -2.88 0.38 0.55 0.96 0.96 0.41 0.87 49.19 -9.68 12.37
multi_news 229 M 0.03 -0.05 -2.75 0.33 0.57 0.95 0.94 0.44 0.88 44.26 -10.23 10.02
xsum 229 M 0.09 0.06 -2.95 0.46 0.46 0.97 0.97 0.38 0.91 47.07 -13.02 13.67

sshleifer/distilbart-cnn-12-3
xsum 255 M 0.31 0.32 -1.58 0.49 0.74 0.82 0.94 0.47 0.64 51.50 -17.45 -11.65
cnn_dailymail 255 M 0.18 0.24 -1.36 0.48 0.82 0.87 0.93 0.54 0.60 55.21 -15.71 -13.15
multi_news 255 M 0.10 0.13 -1.49 0.36 0.82 0.86 0.92 0.53 0.66 48.32 -14.28 -9.03

sshleifer/distilbart-cnn-12-6
cnn_dailymail 305 M 0.18 0.25 -1.31 0.52 0.84 0.91 0.93 0.58 0.62 55.51 -16.00 -13.79
multi_news 305 M 0.11 0.15 -1.40 0.39 0.84 0.89 0.93 0.57 0.69 48.54 -14.51 -9.60
xsum 305 M 0.31 0.33 -1.50 0.54 0.76 0.91 0.96 0.51 0.71 51.65 -17.58 -12.11

sshleifer/distill-pegasus-xsum-16-4
xsum 369 M 0.08 0.05 -2.88 0.44 0.45 0.97 0.97 0.36 0.91 46.65 -12.57 16.31
multi_news 369 M 0.03 -0.06 -2.60 0.28 0.56 0.95 0.93 0.39 0.86 43.70 -9.68 16.49
cnn_dailymail 369 M 0.04 -0.04 -2.92 0.27 0.50 0.96 0.95 0.32 0.85 46.35 -6.84 13.27

sshleifer/distill-pegasus-cnn-16-4
xsum 369 M 0.23 0.28 -1.49 0.47 0.81 0.84 0.94 0.49 0.70 51.32 -17.29 -6.70
multi_news 369 M 0.08 0.11 -1.44 0.33 0.84 0.82 0.90 0.51 0.69 48.03 -13.99 -4.63
cnn_dailymail 369 M 0.13 0.19 -1.40 0.48 0.83 0.81 0.92 0.54 0.64 54.69 -15.19 -8.70

facebook/bart-large-cnn
cnn_dailymail 406 M 0.18 0.25 -1.19 0.49 0.86 0.95 0.94 0.59 0.67 55.54 -16.05 -13.55
multi_news 406 M 0.10 0.15 -1.30 0.37 0.86 0.95 0.94 0.58 0.73 48.71 -14.69 -9.45
xsum 406 M 0.32 0.34 -1.31 0.52 0.81 0.96 0.97 0.53 0.74 52.36 -18.33 -13.06

google/pegasus-multi_news
multi_news 570 M 0.06 0.02 -2.51 0.48 0.69 0.93 0.79 0.52 0.58 46.71 -12.68 -4.24
xsum 570 M 0.27 0.20 -2.58 0.53 0.49 0.94 0.85 0.39 0.72 49.01 -15.00 -10.98

google/pegasus-arxiv xsum 570 M 0.14 -0.22 -3.52 0.11 0.32 0.25 0.43 0.13 0.28 43.38 -9.33 0.79

google/pegasus-large
cnn_dailymail 570 M 0.20 0.25 -1.21 0.26 0.87 0.66 0.84 0.43 0.51 53.73 -14.21 -9.28
multi_news 570 M 0.07 0.12 -1.52 0.18 0.82 0.82 0.72 0.37 0.42 47.86 -13.81 -5.25
xsum 570 M 0.27 0.31 -1.19 0.24 0.88 0.86 0.89 0.37 0.70 47.92 -13.89 -4.18

google/pegasus-multi_news cnn_dailymail 570 M 0.16 0.16 -2.26 0.47 0.63 0.94 0.83 0.43 0.65 53.89 -14.39 -13.12

google/pegasus-arxiv
cnn_dailymail 570 M 0.10 -0.26 -3.30 0.08 0.35 0.26 0.45 0.12 0.30 44.37 -4.86 -0.28
multi_news 570 M 0.05 -0.27 -3.59 0.06 0.32 0.36 0.46 0.12 0.39 39.87 -5.82 1.21

D Mutual Information Estimation with KNIFE

D.1 Predictive mutual information

The estimation of mutual information is widely acknowledged to be challenging, and in practical scenarios,
we often resort to approximating it with a proxy measure known as Arimoto information (Arimoto, 1971)
or recently rediscovered as predictive mutual information (Xu et al., 2020). Instead of computing the
mutual information in the general case, it is computed under computational constraints enforced by a class
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Figure 7: PCA was performed on the embeddings of the source texts and summaries for three datasets under
consideration. It is evident from the plots that the embeddings do not exhibit a Gaussian distribution but rather
resemble a mixture of Gaussians. This characteristic makes the Gaussian estimator of MI unsuitable for our
purposes.

of predictive functions.

Definition 1 (Predictive conditional entropies). Let T and S be two random variables respectively over
Ω∗ and a class of functions F :

hF (T | S) = inf
f∈F

ETS[− log f[S](T)],

hF (T | ∅) = inf
f∈F

ET[− log f[∅](T)].

For the sake of brevity, we denote hF (T | ∅) by hF (T).

Definition 2 (Predictive F-information).

IF (S→ T) ≜ hF (T)− hF (T | S), (28)

IF (T→ S) ≜ hF (S)− hF (S | T). (29)

If F represents the set of all possible functions, then we expect IF (T→ S) = IF (S→ T) = IF (S;T).
However, due to computational limitations imposed by F , these estimators are not symmetrical. Therefore,
we have two options for estimating the mutual information.

Remark 3. The predictive mutual information is asymmetric with respect to S and T. In our context, we opt
for using the predictive mutual information IF (S→ T) to gauge the degree of information preservation
about the source texts through the summarization process. Thus, we define Î(T;S) ≡ IF (S → T).
Experimentally, we observed that the predictive mutual information IF (T→ S) did not yield consistent
outcomes. Further details are provided in Appendix A. We leverage this asymmetry in Appendix F.

Mutual information estimator. We utilize the KNIFE estimator (Pichler et al., 2022) to estimate the
predictive mutual information between continuous random variables. This estimator defines F as the
class of Gaussian Mixtures with K modes, introducing a soft-clustering approach for text generation
evaluation (Pillutla et al., 2021; Pimentel et al., 2023). Through experimentation, we observed that varying
the number of modes K did not notably affect the results. Therefore, we present our findings with K = 4.

Initially, we examine the applicability of the basic Gaussian estimator of mutual information proposed
in (Kim et al., 2022). However, we find it unsuitable for our scenario since the embeddings of both the
source texts and summaries exhibit multimodal distributions, as illustrated in Figure 7. Instead, we find
the KNIFE estimator (Pichler et al., 2022) to be better suited for our context as it is designed to estimate
mixtures of Gaussians.
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Figure 8: Correlation between the source texts entropies as estimated per KNIFE and the answers to the SEAHORSE
benchmark. We observe that the entropy of the source texts correlates negatively with the answers.

E Comparison Across Datasets

One might seek to compare models evaluated on different datasets. However, the mutual information,
in its current form, is not suitable for such comparisons as it relies on the entropy of the dataset. In
Figure 8, we demonstrate that for the SEAHORSE benchmark, there are significant variations in the
entropies of the source texts, introducing bias into the comparison of mutual informations estimated as
I(T;S) = H(T)−H(T|S). To address this issue, we propose normalizing the mutual information by
the entropy of the dataset. We show that the normalized version of the mutual information correlates with
the responses to the questions of the SEAHORSE benchmark (cf. Figure 9).

Remark 4. While the SEAHORSE benchmarks contains similar texts for all their models, the models have
been each evaluated on different samples. For instant, in the english subset, only 91 samples out of the
10000 are common to all models. This leads to biaises in the evaluation of the mutual information.

We observed that variations in the source text datasets significantly affect the estimation results of
mutual information. There’s a tendency for smaller models to exhibit higher source text entropies, leading
to misleading comparisons. To address this, we suggest computing the normalized MI between the source
texts and summaries. This normalized MI is defined as follows:

Normalized MI ≜ I(T;S)

H(T)
= 1− H(T|S)

H(T)
, (30)

where H(T|S) ⩽ H(T).
In Figure 9, we observed weak correlations between this normalized MI and the human judgments

reported in the SEAHORSE benchmark. This discrepancy might arise from the evaluation of different
datasets for each model, suggesting that the normalized MI might not be the most suitable normalization
method. Hence, comparing models evaluated on different datasets should be avoided for now. However,
when evaluated on the same datasets, MI correlates well with the metrics trained on the SEAHORSE
benchmark. This indicates that MI is an promising tool for evaluating summarizers.

E.1 SummEval dataset (Fabbri et al., 2021)
The SummEval dataset is well-suited for our task due to its inclusion of both summaries and corresponding
source texts for identical documents. However, its limited size, comprising only 1700 samples, renders it
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Figure 9: Correlation between the normalized mutual information and the answers to the SEAHORSE benchmark.

Table 4: Correlation between MI and ROUGE, and Seahorse metrics and probability of success of the classifcation
task, grouped by datasets for non-trivial decoding strategies. SH. stands for Seahorse metrics and CT. for classifica-
tion tasks.

Metric I(S;T) Attribution BERTScore Main ideas ROUGE-L

SH.

Attribution 0.39 1.00 0.78 0.82 0.38
Comprehensible 0.10 0.38 0.49 0.47 0.08
Conciseness 0.50 0.81 0.83 0.90 0.46
Grammar 0.14 0.28 0.39 0.43 0.04
Main ideas 0.51 0.82 0.90 1.00 0.50
Repetition -0.31 -0.17 -0.14 -0.12 -0.57

CT.

Topic 0.33 0.19 0.28 0.26 0.65
Emotions 0.10 0.06 0.09 0.08 0.37
Sentiment Analysis -0.04 -0.09 -0.10 -0.15 -0.00
GPT Detector 0.51 0.32 0.49 0.42 0.72
Policy 0.69 0.64 0.72 0.74 0.57

Emb.
MPNET 0.69 0.64 0.75 0.76 0.57
all-MiniLM 0.65 0.65 0.74 0.75 0.53
Paraphrase 0.22 0.28 0.22 0.21 -0.07

Common
ROUGE-L 0.54 0.38 0.51 0.50 1.00
BERTScore 0.50 0.78 1.00 0.90 0.51

insufficient for estimating mutual information.

E.2 Additional languages
We performed additional experiments in French, German and Spanish using multlingual embedder to
evaluate the mutual informatio. We obtained mixed-results. While the overall trends are similar, the lack
of good multilingual embedders certainly hinders the results we can hope to obtain. It is a clear limit
of our work since our method is highly dependent on the existence of a viable embedder for the text
distribution at hand.

E.3 Full results

F Deciphering Summarizer Hierarchy

We proposed to evaluate the mutual information I(T;S), where S ∼ pθ(s|t) being a summarizer –
in our case, a finetuned language model– and T is the random variable of source texts. If we have
two summarizers pθ(s|t) and qϕ(s|t), we can evaluate the mutual information I(Sp → Sq), where
Sp ∼ pθ(s|t) and Sq ∼ qϕ(s|t). The mutual information here indicates how much information about
Sq conveys about Sp and vice-versa. Interestingly, this observation enables us to build a hierarchy of
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Table 5: Correlation between MI and ROUGE, and Seahorse metrics and probability of success of the classifcation
task, grouped by datasets for non-trivial decoding strategies. SH. stands for Seahorse metrics and CT. for classifica-
tion tasks.

Metric I(S;T) Attribution Main ideas BARTScore BERTScore ROUGE-L

SH.

Attribution 0.56 1.00 0.26 0.95 0.75 0.42
Comprehensible 0.11 0.07 0.42 0.10 0.02 -0.37
Conciseness 0.80 0.67 0.81 0.66 0.67 0.24
Grammar -0.24 -0.35 0.16 -0.34 -0.30 -0.50
Main ideas 0.77 0.26 1.00 0.23 0.45 0.28
Repetition 0.01 -0.23 0.39 -0.23 -0.08 -0.34

CT.

Sentiment analysis 0.65 0.68 0.34 0.68 0.70 0.54
GPT detector 0.73 0.83 0.39 0.86 0.89 0.65
Policy classification 0.83 0.40 0.69 0.46 0.77 0.71
Emotion classification 0.72 0.68 0.40 0.72 0.75 0.58

Emb. Emb. Paraphrase 0.79 0.76 0.60 0.74 0.69 0.29

Common
ROUGE-L 0.55 0.42 0.28 0.45 0.70 1.00
BERTScore 0.79 0.75 0.45 0.82 1.00 0.70
BARTScore 0.57 0.95 0.23 1.00 0.82 0.45

summarizers. Some summarizers produce very informative summaries that can be used to predict the ones
from other models while being so informative that other summaries cannot provide enough information
to build them. We build the directed graph of the predictive power of the summaries of each model on
the summaries of other models. A model’s average outgoing mutual information is the average mutual
information between this model’s summaries and other models’ summaries. A model’s average incoming
mutual information is the average mutual information between its summaries and those of other models.

OOD models. Underperforming models, which were trained on disparate data distributions such as
Arxiv or medical summarization, generally display low mutual information with other models and
prove challenging to predict from conventional specialized systems (see FFigure 10). This outcome
is unsurprising, given that these models exhibit significantly divergent behavior compared to others.
Consequently, their outputs offer minimal insight into the outputs of other models.

Strong models. Robust models like distilBart and Bart demonstrate high informativeness regarding other
models, while also posing challenges for prediction (refer to Figure 10 and Figure 3). This outcome
is anticipated, given that robust models can encapsulate significantly more information within their
summaries compared to other models. As a result, their summaries prove valuable for predicting the
outputs of weaker summarizers. However, these summaries are also considerably challenging to predict
from the perspectives of those weaker models.
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Figure 11: Correlation with the SEAHORSE metrics on the CNN DailyMail dataset is measured by Pr(Yes), which
represents the average probability across the dataset that the SEAHORSE model predicts the answer "Yes" to the
corresponding question.

Figure 10: The predictive power of each model’s summaries on the summaries of other models is depicted in the
visualization. The central color denotes the average predictive power of that summarizer regarding the others, while
the border color indicates the average predictive power of the other summarizers concerning that summarizer. A
red center and blue border signify high informativeness, indicating a summarizer that is highly informative and
difficult to predict. Conversely, a node with a blue center and red border implies low informativeness about the
other summarizers but easy predictability by them.
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Figure 12: As one would expect, the performance of the classification tasks on the summaries increases with the
decoding size as it allows the model to pack more information into the summary.

G Ablations

G.1 Decoding size
Impact of the length of the summary. The longer a summary, the more likely a downstream classifier
is to produce the same output on the source text and on the summary. However, this trend is not always
verified for weakers or OOD models. In Figure 12 and Figure 11, we can observe that the Pegasus model
finetuned on arxiv papers tends to be less informative even when generating extended summaries when
applied to the CNN-Dailymail dataset. This shows that the mutual information captures more than just the
length of the summary but also its actual informativity.

H Negative Results

H.1 Pointwise mutual information
While the mutual information gives good insights about a summarizer, the point-wise mutual information,
computed for each pair of source texts and summaries did not result in interesting correlations with the
downstream tasks. Previous work have shown that it was a sound metric when the generative model is
used to compute the mutual information (Bugliarello et al., 2020; Ethayarajh et al., 2022), however in our
scenario we fit an ad-hoc mutual information estimator.
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