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Abstract

This paper describes the IOL Research team’s
submission systems for the WMT23 low-
resource Indic language translation shared task.
We participated in 4 language pairs, including
en↔as, en↔mz, en↔kha, en↔mn. We use
transformer based neural network architecture
to train our machine translation models. Over-
all, the core of our system is to improve the
quality of low resource translation by utilizing
monolingual data through pre-training and data
augmentation. We first trained two denoising
language models similar to T5 and BART using
monolingual data, and then used parallel data to
fine-tune the pretrained language models to ob-
tain two multilingual machine translation mod-
els. The multilingual machine translation mod-
els can be used to translate English monolin-
gual data into other multilingual data, forming
multilingual parallel data as augmented data.
We trained multiple translation models from
scratch using augmented data and real parallel
data to build the final submission systems by
model ensemble. Experimental results show
that our method greatly improves the BLEU
scores for translation of these four language
pairs.

1 Introduction

This paper describes our submissions for the
WMT23 low-resource Indic language translation
shared task. We participated in 4 language
pairs, including English↔Assamese (en↔as),
English↔Mizo (en↔mz), English↔Khasi
(en↔kha), and English↔Manipuri (en↔mn).

Our core approach is based on denoising lan-
guage model pre-training(Devlin et al., 2019; Lam-
ple and Conneau, 2019; Song et al., 2019; Raf-
fel et al., 2019; Lewis et al., 2020) and back-
translation(Sennrich et al., 2016a) based data aug-
mentation. Neural machine translation methods
are almost the first choice for implementing trans-
lation systems at present, but they have certain

requirements on the amount of parallel corpora.
Low-resource or even zero-resource neural ma-
chine translation has been a daunting challenge
due to the lack of adequate parallel corpora. Pre-
training methods are popular solutions for low-
resource cases. When the model parameter scale
is large enough and there is enough training data,
this method can even perform well in zero resource
situations. For the machine translation task, as
early as around 2019, XLM(Lample and Conneau,
2019) and MASS(Song et al., 2019) were able to
build unsupervised machine translation systems
with near-supervised effects using only monolin-
gual data. Now, more advanced pre-training meth-
ods like BART(Lewis et al., 2020) and T5(Raffel
et al., 2019) are popular choices for training ma-
chine translation models in low-resource situations.
Therefore, in this paper, referring to the training
methods of BART and T5, we trained a T5-style
pre-training model and a BART-style pre-training
model from scratch using monolingual data. Back-
translation is a commonly used method in the field
of machine translation. Whether it is low-resource,
medium-resource or high-resource, this approach
can almost help the model to obtain further im-
provements on the original basis. Therefore, we
also use back-translation to help us further improve
the translation quality.

The layout of the subsequent paper is as follows:
In Section 2 We introduce the data source and pro-
cessing strategy; In Section 3 we describes the im-
plementation process of our translation systems; In
Section 4 we describe the experimental settings and
results; Finally, the conclusion is drawn in Section
5.

2 Data

2.1 Data Source

Bilingual corpus We just used the official en↔as,
en↔mz, en↔kha, and en↔mn parallel data(Pal
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Data en↔as en↔mz en↔kha en↔mn
Bilingual Data 49808 49575 23996 20990

Table 1: Statistics of bilingual data

Data en as mz kha mn
Monolingual Data 60598321 2206328 1864322 178036 298072

Table 2: Statistics of monolingual data

et al., 2023).
Monolingual corpus of Indic languages We also
used only official monolingual data for Assamese,
Mizo, Khasi and Manipuri.
English monolingual corpus Since the official
did not provide English monolingual data, we ob-
tained English monolingual data from the WMT23
general task. Specifically, we used the English
side of bilingual data (English↔German and
English↔Japanese) in the WMT23 general task
as English monolingual data.

2.2 Data Preprocessing
For English monolingual data, we first filter out
noisy sentences according to following rules:

• Remove invisible characters.

• Remove sentences containing too more than
300 words or more than 1000 characters or
less than 3 characters.

• Remove English sentences containing words
exceeding than 40 characters.

• Remove sentences that contain too many punc-
tuation marks.

• Remove sentences that contain repeated sub-
strings, which refers to a string composed of
a single character that repeats more than 10
times, or two or more character that repeat
more than 5 times.

• Remove sentences that contain HTML tags.

• Convert full-width characters to half-width
characters.

• Remove duplicated sentence pairs.

Since all the officially provided data have been
tokenized, we used the Moses scripts1 to do to-
kenization for English monolingual data. Then

1https://github.com/moses-smt/mosesdecoder/

we use an n-gram language model trained with
KenLM(Heafield, 2011)2 to calculate the perplex-
ity of English monolingual data and remove sen-
tences with high perplexity(more than 10 000). We
just did deduplication for the official data, because
the size of the official data is relatively small and
the quality is high enough. The amount of data
after processing is shown in Table 1 and 2.

We used the Sentencepiece(Kudo and
Richardson, 2018) tool to train a multilin-
gual BPE(Sennrich et al., 2016b) model for
subword segmentation. Its training data includes
all official training data and 2.5 million random
samples from English monolingual data. The
vocabulary size is set to 48 000.

3 System Overview

We chose Transformer(Vaswani et al., 2017) with
pre-norm as our base translation model. In general,
our procedure for improving the quality of low-
resource translations is divided into two phases, an
improvement phase based on pre-training methods
and an improvement phase based on data augmen-
tation. Instead of using the pre-trained model to
initialize the parameters of the translation model,
the pre-training phase merely provides synthetic
data for the data augmentation phase, which means
that the translation model in the data augmentation
phase is trained from scratch. In addition to this, we
also used model ensemble in the final submissions.

3.1 Pre-training

The pre-training phase is divided into two steps. In
the first step, pre-training for the denoising auto-
encoder tasks are performed using monolingual
data. In the second step, the pre-trained models
are fine-tuned using bilingual data. We trained
two denoising pre-training models, namely the T5-
style(Raffel et al., 2019) model and the BART-
style(Lewis et al., 2020) model. The training details

2https://github.com/kpu/kenlm
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Original sentence Since their articles appeared , the price of gold has moved up still further .
T5-style input sentence Since their articles appeared , <span> gold has moved up still further <span>
T5-style target sentence <span> the price of <span> .
BART-style input sentence Since their <span> of gold has up still moved further .
BART-style target sentence Since their articles appeared , the price of gold has moved up still further .

Table 3: Examples of T5-style and BART-style training data

of the two models are as follows.
As shown in Table 3, Both T5-style and BART-

style models are trained by recovering original sen-
tences from corrupted sentences, which are pro-
duced by randomly replacing some fragments in
the sentences with the <span> mark. The most
important difference is that the T5-style target sen-
tence, that is, the label contains only the replaced
part, while the BART-style label is the entire orig-
inal sentence. Another difference is that in this
paper we also randomly swap the two words that
are not masked in BART-style input sentences. For
both models, the proportion of replaced words is
0.15, and the length of replaced segments is 3. We
randomly swap words in BART-style input sen-
tences with a probability of 0.5.

We used monolingual data containing 5 lan-
guages to train the pre-training models, and then
fine-tuned the pre-trained models using parallel cor-
pora containing 4 language pairs in 8 translation
directions. In order to keep the number of all lan-
guages balanced, we only used 3 million additional
English monolingual data at this phase.

3.2 Data Augmentation

The pre-training phase is also divided into two
steps, pre-training on synthetic data and fine-tuning
on the real bilingual data. We employed the ap-
proach inspired by the back-translation(Sennrich
et al., 2016a) and Zan et al. (2022) to generate
synthetic data. Since we planed to train a multilin-
gual translation model, in order to share knowledge
across multiple languages, the synthetic data we
generated contains 5 languages and 20 translation
directions. In detail, by beam search, we trans-
lated an English monolingual sentence into 4 other
languages, where any two sentences in different
languages are also aligned as they are both trans-
lated from the same English sentence. To ensure
the quality of the synthesized data, we also calcu-
lated the translation perplexity score from Indic lan-
guages to English direction via a multilingual trans-
lation model from pre-training phase and removed

sentence pairs with high perplexity scores. For
data diversity, we used both T5-style and BART-
style pre-trained models to generate synthetic data,
and leveraged the other model to compute the per-
plexity score, for example, the data generated by
the T5-style pre-trained model is scored using the
BART-style pre-trained model.

3.3 Model Ensemble

A well-known model ensemble trick is to increase
the diversity between different models. However,
we did not train multiple translation models from
scratch due to time and computational resource
constraints. Instead, we fine-tuned the three mod-
els, many-to-many, one-to-many, and many-to-one,
based on model trained on synthetic data, and then
selected the many-to-many and one-to-many or
many-to-one models to complete the final submis-
sion by model ensemble.

4 Experiments

4.1 Experiment Settings

All of our translation models were implemented
based on fairseq(Ott et al., 2019) and trained on 8
NVIDIA A100 GPUs. During training, we used
the Adam(Kingma and Ba, 2014) optimizer with
β1 = 0.9, β2 = 0.98, the learning rate scheduling
strategy of inverse sqrt, the number of warmup
step set to 4000, the maximum learning rate set to
0.0005 and FP16 to accelerate the training process.

We trained three models, Many2Many(M2M),
One2Many(O2M), Many2One(M2O), with 12-
encoder, 12-decoder transformer-big model as base-
lines. They were trained only on a real parallel
corpus, with a batch size set at 13,000 tokens. For
the models in the Pre-training phase, we used the
same model structure as the baselines but with a
batch size of 1 million. For the models in the data
augmentation phase, we changed the number of
layers of models to 10, and the embedding size to
1536.
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System en→as en→kha en→mni en→mz as→en kha→en mni→en mz→en
O2M Baseline 5.1 11.8 9.1 15.0 - - - -
M2O Baseline - - - - 14.3 10.6 19.8 18.8
M2M Baseline 7.0 14.8 13.4 19.2 15.9 11.7 23.3 20.6
BART-style Pre-training 11.4 19.3 20.1 25.2 22.4 15.1 35.4 26.5
T5-style Pre-training 12.0 19.6 21.5 26.3 23.6 16.4 35.6 26.9
O2M Data Augmentation 13.0 21.3 23.3 27.4 - - - -
M2O Data Augmentation - - - - 28.2 20.1 42.1 31.8
M2M Data Augmentation 12.8 21.0 23.4 27.3 25.2 18.0 40.6 29.1
Model Ensemble 13.4 21.6 23.9 27.8 28.6 20.8 42.9 32.4

Table 4: BLEU scores of all translation direction on validation sets

4.2 Results

All experiments were evaluated using the sacre-
bleu(Post, 2018) tool to calculate BLEU(Papineni
et al., 2002) scores on the official validation sets,
and we did not detok before calculating the BLEU
scores. We used beam search with beam size=5
to decode all models and the results are shown in
Table 4.

According to Table 4, it can be seen that the
many-to-many baseline preforms better than one-
to-many and many-to-one. I believe this is because
the parallel corpus size is too small where the many-
to-many model can share knowledge across dif-
ferent languages. Both BART-style and T5-style
pre-training significantly improved BLEU scores
in all directions, with T5-style slightly better than
BART-style. All translation directions are further
improved after data augmentation. When English is
the source language, the improvement is small, and
when English is the target language, the improve-
ment is larger. This is because this phase is mainly
based on a large amount of real English mono-
lingual data. The one-to-many and many-to-one
models perform equally or better than the many-
to-many model at this phrase, as there is no longer
a severe lack of linguistic knowledge. Finally, the
model ensemble helps the system to obtain further
improvements.

5 Conclusion

In this paper, we describe IOL Research’s submis-
sion to the WMT2023 low-resource Indic language
translation shared task. We participated in four
sub-tasks with a total of eight translation directions.
Our system mainly improves the translation quality
of these languages in the low-resource case through
pre-training and data augmentation. Experimental
results show that we achieved large improvements

in all directions.
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