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Abstract

Many people may find motivation in their lives
by spreading content on social media that is
encouraging or hopeful. Creating an effective
model which helps in accurately predicting the
target class is a challenging task. The prob-
lem of Hope speech identification is dealt with
in this work using machine learning and deep
learning methods. In this paper, we present
the description of the system submitted by our
team(Team-Tamil) to the Hope Speech Detec-
tion for Equality, Diversity, and Inclusion(HSD-
EDI) LT-EDI-RANLP 2023 shared task for the
Bulgarian language. The main goal of this
shared task is to identify the given text into
the Hope speech or Non-Hope speech category.
The proposed method using H20 deep learning
model with MPNet embeddings and achieved
the second rank for the Bulgarian language with
the Macro F1 score of 0.69.

1 Introduction

One of the remarkable human characteristics is
hope, which enables a person to envision future
events and the diversity of outcomes that may be
anticipated (Snyder, 1994). These visions have a
significant effect on a person’s emotions, behaviors,
and mental state, despite the fact that the desired
outcome has a much-reduced likelihood of occur-
ring. Hope is essential to the well-being, recupera-
tion, and restoration of human existence. Greater
optimism is consistently associated with improved
academic, athletic, and physical health, psycholog-
ical adjustment, and psychotherapeutic outcomes.
Hope theory is similar to learned optimism, opti-
mism, self-efficacy, and self-esteem theories (Sny-
der, 2002; Chakravarthi, 2022a,b; Garcia-Baena
et al., 2023).

People are able to freely express their opinions
on numerous social networks today, which has a
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significant impact on human existence (B and Var-
sha, 2022; Subramanian et al., 2022). The sig-
nificant characteristics of social media, including
rapid dissemination, low cost, accessibility, and
anonymity, have increased the popularity of social
media platforms such as Instagram and Twitter (B
and A, 2021; Chakravarthi et al., 2023a). Despite
the numerous advantages of using OSNs, a grow-
ing body of evidence suggests that an increasing
number of malicious actors are exploiting these net-
works to disseminate hate speech and cause harm to
others (Chakravarthi et al., 2023b; Santhiya et al.,
2023). In addition, social media platforms pro-
vide a profound comprehension of people’s behav-
iors and are important sources for Natural Lan-
guage Processing(NLP)-related scientific research
(Chakravarthi et al., 2022a; Shanmugavadivel et al.,
2022; Chakravarthi, 2023).

Examining people’s expressed levels of hope on
social media is therefore believed to be an essen-
tial factor in determining their overall happiness
(Kumaresan et al., 2023; Subramanian et al., 2023).
This type of research can shed light on the pro-
gression of goal-directed activities, resilience in
the face of adversity, and the mechanisms underly-
ing acclimation to both positive and negative life
changes.

In this paper, we present the work carried out
on HSD-EDI - LT-EDI-RANLP 2023 in Bulgar-
ian language. The main goal of the shared task is
to categorize the comments into Hope speech or
Non-Hope speech class. To solve this problem, our
team(Team-Tamil) presents the approach based on
an embedding technique using MPNet(Song et al.,
2020) sentence transformer and deep learning tech-
nique with H20(Candel et al., 2016) deep learning
model. Our approach achieved the second rank
with a macro F1 score of 0.69 in the Bulgarian
language.

The rest of the paper is structured as follows:
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Table 1: Data statistics

Dataset Hope speech Non-Hope speech Total
Train 223 4448 4671
Development 75 514 589
Test 150 449 599

Section 2 provides a brief overview of the studies
related to the Hope speech detection problem, Sec-
tion 3 provides a full explanation of the dataset,
Section 4 shows the proposed approach, and Sec-
tion 5 provides the findings of the experiments that
were conducted and followed by the conclusion in
Section 6.

2 Related Work

Two shared task was released by Chakravarthi and
Muralidaran (2021) and Chakravarthi et al. (2022b).
Mahajan et al. (2021) used RoBERTa for Hope
Speech detection in English and XLM-RoBERTa
for Hope Speech detection in Tamil and Malayalam,
two low-resourced Dravidian languages. Their per-
formance in classifying text into hope-speech, non-
hope, and not-language is demonstrated. Their
methodology was rated first in English(F1 = 0.93),
first in Tamil(F1 = 0.61), and third in Malayalam(F1
= 0.83). Junaida and Ajees (2021) used Deep
learning-based context-aware string embeddings
for word representations and Recurrent Neural Net-
work(RNN) and aggregated document embeddings
for text representation. The authors examined and
contrasted each language’s three models using di-
verse methodologies. Their approach outperforms
baselines, and English, Tamil, and Malayalam mod-
els beat baselines by 3%, 2%, and 11%, respec-
tively. Pre-processing and transfer-learning models
enable the trials.

Dowlagar and Mamidi (2021) used pre-trained
multilingual-BERT with convolution neural net-
works for English, Malayalam-English, and Tamil-
English code-mixed datasets, and they ranked first,
third, and fourth. S et al. (2021) used transformer
models, mBERT for Tamil and Malayalam and
BERT for English, yielded weighted average F1-
scores of 0.46, 0.81, and 0.92 for Tamil, Malay-
alam, and English, respectively. Vijayakumar
et al. (2022) used BERT to do this work, and their
model ranked first in Kannada, second in Malay-
alam, third in Tamil, and sixth in English for the
hope speech 2022 shared task. B et al. (2022)
used m-BERT, MLNet, BERT, XLLMRoberta, and

XLM_MLM to identify and classify them. BERT
and m-BERT had the highest weighted F1-scores of
0.92,0.71, 0.76, 0.87, and 0.83 for English, Tamil,
Spanish, Kannada, and Malayalam, respectively.

Our study varies from the previous research
in which we used MPNet and doc2vec(Le and
Mikolov, 2014) for creating the embedding of the
comments. For detecting the Hope speech, we em-
ployed H20 deep learning model.

3 Dataset and Task Description

We participated in the HSD-EDI task in LT-EDI-
RANLP 2023. The main challenge of this task is to
create a model that automatically detects whether
the comment is a Hope speech or a Non-Hope
speech. For this task, the organizers provided the
dataset with annotated labels for Bulgarian, En-
glish, Hindi, and Spanish languages. Out of these
four languages, we worked only on the Bulgar-
ian language. The comments are annotated with
two labels: True and False for the Hope speech
and Non-Hope speech. The in-depth details of the
dataset are provided in (Chakravarthi, 2020). In the
first phase, a training and development set was re-
leased for creating the model. In the second phase,
test sets were released only with the comments to
make the prediction with the model that was cre-
ated with the training set in the first phase. We need
to submit the prediction that took from the test set
to the organizers. In the last phase, the test set with
the labels will be released test set with labels to
know the performance of the model. The statistics
of the datasets are shown in Table 1.

4 Methodology

We conducted an in-depth analysis of the Bulgarian
Hope speech dataset utilizing a range of classifiers,
from basic machine learning methods to powerful
deep learning algorithms. The manner we carried
out our research is outlined below. We utilized the
scikit-learn! library for building machine learning
algorithms. We used the h2o0 library to implement

"https://scikit-1learn.org
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Table 2: List of parameters that are used for creating embedding using doc2vec

Parameters Values
dm 0
vector_size 300
negative 5
min_count 1
alpha 0.065
min_alpha 0.065

Table 3: The table shows the model results on the Development set using doc2vec(ACC: Accuracy, MAC_P: Macro
Precision, MAC_R: Macro Recall, MAC_F1: Macro F1, WEI_P: Weighted Precision, WEI_R: Weighted Recall,

WEIL_F1: Weighted F1)

MODELS ACC

MACP MACR MACF1 WEIP WEIR WEIF1

H20 0.84 0.63 0.62
DT 0.83 0.58 0.56
LR 0.87 0.72 0.53
RF 0.87 0.44 0.50

SVM 0.87 0.44 0.50

0.62 0.83 0.84 0.84
0.57 0.81 0.83 0.82
0.53 0.84 0.87 0.83
0.47 0.76 0.87 0.81
0.47 0.76 0.87 0.81

Table 4: The table shows the model results on the Development set using MPNet(ACC: Accuracy, MAC_P: Macro
Precision, MAC_R: Macro Recall, MAC_F1: Macro F1, WEI_P: Weighted Precision, WEI_R: Weighted Recall,

WEI_F1: Weighted F1)

MODELS ACC MACP MACR MACF1 WEIP WEIR WEIF1
H20 0.83 0.65 0.68 0.66 0.85 0.83 0.84
DT 0.83 0.56 0.53 0.54 0.80 0.83 0.81
RF 0.87 0.44 0.50 0.47 0.76 0.87 0.81
SVM 0.87 0.44 0.50 0.47 0.76 0.87 0.81
LR 0.87 0.44 0.50 0.47 0.76 0.87 0.81

the deep neural network. We used Google Colab-
oratory? to train the models because of its user
interface and quicker access to GPU resources.
For detecting the hope speech from the text,
Firstly, we remove noise from data in order to im-
prove data quality for improved performance and
remove URLs and Unhelpful expressions(terms
that start with @). Secondly, we converted the
cleaned text to feature vectors using doc2vec and
MPNet. The doc2vec® is also known as para-
graph vectors, an unsupervised method for learn-
ing fixed-length feature representations from texts
with varying lengths, such as paragraphs, sen-
tences, and documents. Each sentence is repre-
sented by a dense vector. We set up parameters with
dm=0(training algorithm with a distributed bag of
words),vector_size=300(dimensionality of the fea-
ture vectors), negative=5 for negative sampling,

https://colab.research.google.com
*https://radimrehurek.com/gensim/
models/doc2vec.html
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and the remaining parameters are listed in Table
2. MPNet is a cutting-edge pre-training technique
that inherits the benefits of BERT and XL Net while
avoiding their drawbacks. We get embedding from
the text using the pretrained model(‘all-mpnet-base-
v2’ from sentence transformer4). Thirdly, we ex-
perimented with the traditional machine learning
techniques, namely, Logistic Regression(LR), Ran-
dom Forest(RF), Decision Tree(DT), and Support
Vector Machine(SVM) Classifier using the scikit-
learn library and the Deep learning technique using
H20 framework® with rectifier as activation func-
tion and [100,100] of hidden layer size. The model
is trained for ten epochs.

In the next section, we explained the perfor-
mance of the models.

*nttps://huggingface.co/
sentence-transformers/all-mpnet-base-v2

Shttps://github.com/h20ai/h20-3/tree/
master
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Table 5: This table shows the result on the Test set with the H20 model using MPNet embeddings

H20_MPNet Scores
Accuracy 0.80
Macro Precision 0.74
Macro Recall 0.67
Macro F1 0.69
Weighted Precision 0.78
Weighted Recall 0.80
Weighted F1 0.78

Figure 1: Confusion matrix of the H20 deep learning
model with MPNet on the test set. Support value for
False(Non-Hope speech) is 449 and True(Hope speech)
is 150.

True label

Predicted label

5 Results and discussion

In this section, we discussed the outcomes of
the experiments of the model that we used. The
performance of the models is evaluated with Ac-
curacy, Macro Precision, Macro Recall, Macro
F1, Weighted Precision, Weighted Recall, and
Weighted F1 score. There are 449 samples of Non-
Hope speech and 150 samples of Hope speech. We
used four machine learning models and one deep
learning model with two embedding techniques:
doc2vec and MPNet. Among all other models,
H20 deep learning model performed well with
both doc2vec and MPNet embeddings on the de-
velopment set with macro F1 scores of 0.62 and
0.66, respectively. The results of the models with
doc2vec and MPNet are shown in Table 3 and Ta-
ble 4. We selected the top-performing model on the
development set, that is H20 deep learning model
with MPNet embeddings, to make predictions on
the test set. The final leaderboard results revealed
that the proposed methodology ranked in second
place in the Bulgarian language with a Macro F1-
score of 0.69. The results of the test set are shown

in Table 5. The confusion matrix in Figure 1 dis-
plays the right prediction as 418 out of 449 is false
and 61 out of 150 is true.

6 Conclusion

Social media platforms have evolved into a fo-
rum for people to discuss their thoughts, successes,
achievements, and errors. Social networking mem-
bers leave comments on various types of content.
Positive words can assist in increasing confidence
and sometimes push you to be strong in difficult
situations. This article describes our model that
was submitted to the HSD-EDI - LT-EDI-RANLP
2023 competition. We used the H20 framework
to build a deep neural network for categorization.
We utilized MPNet from the sentence transformer
for creating embeddings. Our proposed method
comes in second place with a weighted F1 score
of 0.69 which is above the baselines. To improve
performance further, the model can be fine-tuned
with model architecture as well as by doing hyper-
parameter tuning.
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