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Abstract

In the age of (semi-) automated creation, re-
production and dissemination of misinforma-
tion, manual fact-checking can be considered
as a relevant pillar of democracies. To exam-
ine the selection mechanisms of fact-checking
units, the fact-checks provide a valid basis.
Thus, many analyses in the field of natural lan-
guage processing (NLP) regarding the spread
of misinformation are based on the evaluation
of fact-checks. We analyze a large German-
language fact-check corpus from four special-
ized newsrooms over the last five years and
provide scripts to reproduce the corpus and es-
sential preprocessing steps needed to ensure
comparability over time. Our topic model anal-
ysis utilizing LDA reveals a strong correlation
between current events like Covid and the top-
ics covered by fact-checks in that time. It
also shows striking patterns between claims
on specific topics and the ratings given by the
fact-checkers. In addition, we can show that
all considered fact-checking organizations fo-
cus primarily on Facebook as a source for the
claims they investigate. Cross-cutting topics
such as image/video analysis and data-focused
fact-checking remain consistent throughout the
period.

1 Introduction

In times of dynamic digital publics with signifi-
cant impacts on reality, quality media cannot ig-
nore the phenomenon of disinformation. Delib-
erately spreading misinformation poisons public
discourse spaces (Lewandowsky et al., 2020) and
undermines trust in journalistic actors and insti-
tutions by discrediting them or questioning their
methods through fabricated arguments (Ognyanova
et al., 2020; Giglietto et al., 2019). To counter these

Equal contribution.

negative effects, specific routines and formats have
developed in journalism. Probably the best known
is the fact-check, in which claims are examined
for their degree of truth based on often extensive
investigations (Li et al., 2022).

Due to their widespread distribution and the
mostly difficult access to often incoherent platform
data, it is difficult to examine disinformation cam-
paigns in a comprehensive manner (Bastos, 2022).
While, to a certain extent, the topics of the pub-
lished fact-checks can be used as a proxy variable
(cf., Vosoughi et al., 2018) to assess relevant dis-
information campaigns, it should be taken into ac-
count that the contents of fact-checks may also
reflect the media’s topic selection criteria, their
working routines as well as prevailing trend topics.
Consequently, a derivation to the field of disinfor-
mation campaigns can only be made to a limited
extent.

In this paper, we aim to gain a deeper understand-
ing of the topics covered by fact-checkers in Ger-
many and Austria and their selection mechanisms
with regard to the topics and origins of the claims
investigated. Therefore, we built, preprocessed, an-
alyzed and provide an extensive German-language
fact-check corpus including publications from the
past five years from four newsrooms specialized in
this beat. The underlying research was made possi-
ble by a collaboration within the German-Austrian
Digital Media Observatory (GADMO), a cooper-
ation of fact-checkers and scientists co-funded by
the European Union, see Section 1.2 for more de-
tails and related efforts.

The results show a strong relation of the fact-
checks to current events — especially those with
a potential for politically motivated campaigns.
Clearly assignable switches in the priority topics
also point to the limited resources of the news-
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rooms, as well as attention-economy effects. In ad-
dition, all fact-checking organizations focus, with
varying degree, on facebook as a source for claims
investigated. Cross-cutting themes, on the other
hand, appear consistently throughout the period
studied — for example, research on images and
videos or the focus on data and figures in the fact-
checks.

1.1 Related work

In the last three years, the fear of disinformation
in Germany has increasingly risen (Hirndorf and
Roose, 2023). Whereas in a 2021 survey around
56% indicated that they had great or very great fear,
in 2023 this proportion rose to 64%. At the same
time, media confidence has declined continuously
over the past 8 years (Austria: 48% in 2015 → 41%
in 2022, Germany: 60% in 2015 → 50% in 2022),
meanwhile at least stagnating again for a few years
(Newman et al., 2022).

Along with greater public awareness of the prob-
lem of disinformation, the number of fact-checking
organizations worldwide has increased in recent
years (Amazeen, 2020). While the Duke Reporters’
Lab, which maintains a database of fact-checking
organizations worldwide, counted 113 such orga-
nizations in 2016 (Graves and Cherubini, 2016),
it lists 391 active groups as of May 20231, ten of
which are located in Germany and Austria. How-
ever, the effectiveness of fact-checking in counter-
ing the belief in disinformation has been widely
debated. In some cases, this has led to the con-
clusion that debunking has no significant effect
on reducing belief in disinformation (Schwaiger,
2022). Meta-studies show that fact-checking gen-
erally has a positive effect in correcting political
disinformation (Walter et al., 2020). It should be
noted, however, that the effect is moderated by pre-
existing beliefs, ideology and knowledge, and that
the evidence on the effect on behavior and knowl-
edge is equivocal (Ecker et al., 2022).

In addition to research on the effectiveness of
fact-checking, another body of literature has fo-
cused on fact-checkers, their motivations, prin-
ciples, and purposes, but “virtually no research
has conducted a systematic content analysis of
fact-checking” (Kim et al., 2022, p. 781). Blum
(2020) therefore asks: “Who checks the fact-
checkers?” (translated from German). One excep-

1https://reporterslab.org/fact-checkin
g/

tion is Humprecht (2020), who analyzes a sample
of eight fact-checkers from the United States, the
United Kingdom, Austria and Germany with re-
gard to the degree of source transparency provided.
She finds that source transparency varies accord-
ing to the level of journalistic professionalism and
organizational differences. However, she uses man-
ual quantitative content analysis, which allows for
a more precise understanding of individual texts,
but limits the number of observations that can be
analyzed.

Automated content analysis, which enables the
viewing of a larger number of texts, is used more
frequently for viewing disinformation. With regard
to the methodological evaluation of alternative me-
dia, topic models, such as the latent Dirichlet allo-
cation (LDA, Blei et al., 2003), are often used. For
example, Müller and Freudenthaler (2022) analyze
a selection of semi-professional German language
alternative media using LDA. They show that be-
tween 45% and 50% of the content is related to
right-wing or populist politics. von Nordheim et al.
(2021) were able to show that right-wing populist
parties in countries with high media trust tend to
share links with a lower source insularity if they are
integrated into the party landscape (e.g., Austria),
while non-integrated parties (e.g., AfD in Germany)
rely more heavily on (their own) alternative media.
For both type of parties, the authors were able to
detect a high level of thematic insularity by using
LDA.

1.2 GADMO

The basis of this study is a project funded by
the European Union on combating disinformation.
The German-Austrian Digital Media Observatory
(GADMO) began its work at the end of 2022 and is
the largest alliance of fact-checkers and academic
researchers in Germany and Austria. For the first
time, the leading fact-checking organizations in
Germany and Austria are collaborating closely: the
German Press Agency (dpa), the international news
agency Agence France-Presse (AFP), the Austrian
Press Agency (APA) and the non-profit indepen-
dent newsroom CORRECTIV. Their work forms
the core of the project and is constantly being pub-
lished on the GADMO website as a new central
platform for fact-checks in German2.

The objectives of the GADMO project also in-

2https://gadmo.eu/en/gadmo-online-pla
tform-launched/

521

https://reporterslab.org/fact-checking/
https://reporterslab.org/fact-checking/
https://gadmo.eu/en/gadmo-online-platform-launched/
https://gadmo.eu/en/gadmo-online-platform-launched/


clude fostering media literacy, monitoring the plat-
forms regarding overarching policies3 and research-
ing the field of disinformation. The latter is ad-
dressed by two project partners: The Austrian
Institute of Technology explores ways in which
AI-driven systems can assist journalists to iden-
tify manipulated multimedia contents. The team at
TU Dortmund University is dedicated to research
at the interface between media and data science:
On the one hand, the team is interested in fact-
checkers, their selection processes, what they cover
compared to traditional media and how this differs
between different organizations. Therefore, we pro-
vide and analyze the German-language fact-check
corpus presented in this paper. On the other hand,
further work will use network analysis to inves-
tigate whether disinformation campaigns can be
identified through targeted dissemination patterns4.

Being part of the European Digital Media Ob-
servatory (EDMO), GADMO is integrated into a
Europe-wide network of media and research affili-
ates5. In addition, there are close links to projects
funded in the Federal Government’s research frame-
work program on IT security, which are also in-
tended to counteract the massive spread of disinfor-
mation6. In this context, the noFAKE7 project, also
aiming at developing an assistance system for the
early detection of false information, is particularly
worth mentioning.

1.3 Contribution
Our contribution to research is threefold: First, we
provide a corpus of about 5000 German-language
fact-checks that is reproducible and extensible, thus
enabling researchers to carry out further (content)
analyses. This is important, as outlined in Section 1,
because there is a lack of research on the texts
of fact-checks and their characteristics, such as
sources and topic decisions. Second, during our
data collection process we identified issues such as
missing (meta) data or poor comparability between
different fact-checking organizations, for which we
provide solutions how to address these. Third, we

3https://digital-strategy.ec.europa.eu
/en/policies/code-practice-disinformatio
n

4https://gadmo.eu/en/research-develop
ment/

5https://edmo.eu/edmo-at-a-glance/
6https://www.bmbf.de/bmbf/shareddocs/

kurzmeldungen/de/2022/02/fake-news-bekae
mpfen.html

7https://www.forschung-it-sicherheit-k
ommunikationssysteme.de/projekte/nofake

give insights into the topics being considered, the
ratings being given, the sources of the claims being
investigated and how these differ between different
fact-checking organizations.

2 Data

Our corpus consists of data from four German-
language fact-checking organizations: The German
language service of Agence France-Presse (AFP),
the Austrian Press Agency (APA), the non-profit
newsroom CORRECTIV and the German Press
Agency (dpa). In the following, we provide a brief
overview of the data collecting process. All scrap-
ing and analysis scripts are available under https:
//github.com/GADMO-EU/DiTox2023.

2.1 Composition

We allocated the data in a three-step approach: As
a starting point for data acquisition, we used the
R (R Core Team, 2023) package httr (Wickham,
2022) to access a Google API referencing Claim-
Review8, a tagging system that provides fact-check
results and their metadata such as publication date,
source, and claim rating in a structured way. In a
next step, we scraped the texts corresponding to the
metadata directly from the respective websites us-
ing the R package rvest (Wickham, 2021). As the
dpa stopped using ClaimReview in July 2020 when
it changed its publication platform, we also scraped
the available metadata (publication date and claim).
In a third step, we compared the resulting corpus
with data provided by the fact-checking organiza-
tions as part of our GADMO collaboration. Finally,
we restricted the corpus to fact-checks until the end
of January 2023.

2.2 Cleaning

Due to the heterogeneous nature of the corpus,
some cleaning was necessary. First, we removed
duplicate texts identified by the same URL or the
same text. In some cases, especially for fact-checks
authored by CORRECTIV, we kept very similar
texts if they refer to different URLs. As the dpa did
not use ClaimReview throughout the whole analy-
sis period, we identified the URL of the analyzed
claim manually for most of the data. The same
applies to some of the other organizations’ fact-
checks. In some cases, e.g., when fact-checkers
have debunked a phenomenon that was widespread
on social media, they did not provide a specific

8https://schema.org/ClaimReview
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AFP APA CORRECTIV dpa
Period |D| |W | N̄ |D| |W | N̄ |D| |W | N̄ |D| |W | N̄

2018/1 · · · · · · 132 23 983 182 · · ·
2018/2 · · · · · · 151 34 382 228 · · ·
2019/1 · · · · · · 147 33 318 227 20 3281 164
2019/2 · · · · · · 190 58 297 307 211 31 996 152
2020/1 · · · 40 10 155 254 223 75 839 340 179 33 294 186
2020/2 86 35 875 417 59 17 677 300 215 84 335 392 376 70 069 186
2021/1 191 79 118 414 46 18 914 411 232 81 597 352 300 59 464 198
2021/2 185 93 891 508 36 15 273 424 238 72 155 303 340 64 800 191
2022/1 145 70 726 488 25 8942 358 234 58 087 248 323 65 948 204
2022/2 127 67 169 529 29 9669 333 238 75 604 318 384 76 414 199
2023/1 26 15 311 589 5 1207 241 34 8720 256 62 13 406 216
Total 760 362 090 476 240 81 837 341 2034 606 317 298 2195 418 672 191

Table 1: Number of fact-checks |D|, number of words in fact-checks |W | (after all preprocessing steps), and mean
number of words per fact-check N̄ , for the four fact-check organizations per half-year.

URL and therefore left this entry blank. Sometimes
more than one URL was mentioned in the text, in
which case we decided to consider only the first
one mentioned. In contrast, there are fact-checks,
in which no specific URL has been mentioned, but
the source was given. For these cases, we decided
to include the domain, e.g. facebook.com, in the
dataset.

2.3 Preprocessing

For the later modeling of the texts we applied com-
mon preprocessing steps including lowercasing,
stopword removal, punctuation removal, number
removal, resolving umlauts and tokenization. Then,
we kept only those words that contain at least two
letters and occur at least five times in the whole
dataset, which results in 27 606 vocabularies.

For referencing the set of fact-checks (cf., Sec-
tion 3.1), we use the notation D = {Dm | m =
1, . . . ,M}, where M denotes the number of all
documents. Moreover, W =

⋃
Dm denotes the set

of all words.
Figure 1 shows how the total of 5229 fact-checks

(with an average of 281 words per document, af-
ter preprocessing) are distributed among the four
different organizations. Table 1 provides further
insight into the distribution of fact-checks and their
length over time. It can be seen that all 283 fact-
checks from 2018 in our corpus were authored by
CORRECTIV. We observed dpa’s first fact-checks
for June 2019, from APA for February 2020, and
from AFP for September 2020. The fact-checks
from dpa are on average the shortest with (rela-
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Figure 1: Share of the organizations on the total corpus
of fact-checks.

tively consistently) 191 words, while AFP uses on
average more than twice as many words (476) per
fact-check.

3 Analysis

In the following, we use LDA as a topic model
method to automatically present the thematic con-
tent from the fact-checks in an unsupervised man-
ner. We also relate the topics identified in this
way to the ratings assigned and the sources of the
claims examined. Based on the findings from our
data analysis we suggest further research questions
for future investigations using specialized advanced
NLP methods.

3.1 Topic Modeling

To analyze the given dataset, we make use of prob-
abilistic topic modeling, which is used in many
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application domains (Blei, 2012). In comparison to
transformer-based methods (Vaswani et al., 2017),
the modeling idea is rather intuitive: a set of docu-
ments is described by distributions of topics over
time, where each word in each of these documents
is assigned to one of the topics. These assignments
yield word distributions for each topic, which make
the topics interpretable.

Probably the best known topic model is LDA
(Blei et al., 2003). The underlying probabilistic
model (Griffiths and Steyvers, 2004) can be written
as

W (m)
n | T (m)

n , ϕk ∼ Discr(ϕk), ϕk ∼ Dir(η),

T (m)
n | θm ∼ Discr(θm), θm ∼ Dir(α),

where α and η are Dirichlet priors for the topic
and word distributions, respectively. The number
of modeled topics, K, is chosen by the user and
each document is considered a bag of words set
Dm = {W (m)

n | n = 1, . . . , N (m)} with observed
words W

(m)
n ∈ {W1, . . . ,WV }. Then, T (m)

n de-
scribes the corresponding topic assignment for each
word. Only the words are observable, while all
other variables and parameters are latent. The main
result, the latent word and topic distributions are
represented by ϕ and θ, respectively.

For modeling topics in our German fact-check
corpus, we use a reliable variant of classical LDA,
estimated with the Gibbs sampler (Griffiths and
Steyvers, 2004), named LDAPrototype (Rieger
et al., 2022). It selects the medoid LDA — the
LDA with the highest mean of pairwise similarities
to all other LDAs — from a set of candidate models
with independently and randomly initialized topic
assignments.

We model all M = |D| = 5229 documents to-
gether, the vocabulary set is of size V = 27 606.
Since Chang et al. (2009) show that the use of com-
mon likelihood-based measures, such as perplexity,
correlates poorly or even negatively with human
perceptions of well partitioned topics, and Hoyle
et al. (2021) show that alternative automated mea-
sures based on coherence also lead to incoherent
decisions, we do not choose automated evaluation
measures for parameter tuning. We tried differ-
ent numbers of topics 5, . . . , 25 showing K = 12
with α = η = 1/K to be appropriate in terms
of granularity and coherence of topics via human
eye-balling.

In the following analysis, we make use of the
more reliable medoid LDA (cf., Rieger et al., 2022),

which was selected out of 100 independent replica-
tions using the R package ldaPrototype (Rieger,
2020).

3.2 Topics

For a better understanding of the automatically gen-
erated topics, we let human coders label them. Fig-
ure 3 shows the relative frequencies of all K = 12
topics in the fact-checks, per organization and over-
all. Accordingly, Pictures & Videos is the most fre-
quently associated topic in AFP fact-checks with
21% of the words assigned to it, while 28% of the
words in APA fact-checks are assigned to the topic
Laws & Legal Status. For CORRECTIV (15%
Corona) and dpa (12% Quotes), the distributions
tend to be more balanced, which can to some ex-
tent be explained methodologically by the higher
number of fact-checks in the analysis, raising the
possibility that the smaller subcorpora realize more
skewed distributions. From a contents perspective,
the connection of AFP fact-checks to image content
is plausible since according to their own statements
they put a focus on uncovering image manipulation
and deep fakes.

One advantage of topic modeling compared to
traditional (hard) clustering methods is that the as-
signment of topics to words, which makes it a soft
clustering method, allows, for example, the analy-
sis of co-occurring topics. At the same time, this
soft-clustering poses a challenge in determining a
precise co-occurrence operationalization. For our
analysis, we consider co-occurring topics always
in reference to a dominant topic in a particular
document. We understand a dominant topic per
fact-check as the one that received more than half
of all topic assignments in that document. The
co-occurrence with other topics can then be com-
puted using the occurrence of all other topic as-
signments in these associated fact-checks. Using
this approach, we obtain the distributions in Fig-
ure 2, where NA refers to those fact-checks where
no dominant topic could be determined.

It can be seen that the topics Medicine & Health,
Vaccination and Corona strongly co-occur with
each other. For all three (dominant) topics the cor-
responding two other topics account for about half
of the co-occurring assignments. Another observa-
tion concerns the topics Russo-Ukrainian War and
Pictures & Videos. While in fact-checks that the-
matically mainly deal with the war 37% of the re-
maining words are associated with the topic of im-
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Figure 3: Distribution of the topics in fact-checks of the
different organizations; cf., Fig. 2 for legend.

age manipulation, the other way around it is “only”
19%. Furthermore, as a typical side topic, Pictures
& Videos accounts for 30% of the co-occurrences in
Crimes fact-checks, for 21% in each of Quotes and
Data Theft & Fake Websites, and for 20% in fact-
checks on the topic of Climate Change & Energy
Supply. The distribution of topics in fact-checks
without a dominant topic does not show any partic-
ular peculiarities (cf., Total bar in Fig. 3).

In addition to the global topic distributions, the
changes over time are of special interest. For this
purpose, we calculate smoothed values of the num-
ber of topic assignments per day and organization
using rolling sums over 90 days. To standardize the
values, we divide each time series by the maximum
of all smoothed values per organization. The inten-
sity of each of the 12 topics over time is shown in
Figure 4.

There is a clear focus of CORRECTIV and dpa
in particular on Corona-related fact-checks in 2020.
Due to the continuously high prevalence of the
Pictures & Videos topic in AFP fact-checks, this
impact is not so clearly visible for their fact-checks.

However, the topic Vaccination shows a clearly
increased prevalence in the second half of 2021,
while for APA the topic already becomes more
prevalent at the beginning of 2021. The general
focus of APA fact-checks on regulations by the
state rather than Corona itself is also evident, which
in turn explains the high share of this topic Laws &
Legal Status in Fig. 3. With the start of the war in
February 2022, all organizations show a shift in the
prioritization of their fact-checks toward the topic
Russo-Ukrainian War. Overall, the dpa shows the
most balanced distribution of topics over the entire
period, while the APA shows the clearest focus on
one of the modeled topics (cf., Fig. 3).

3.3 Ratings

The analysis of the checked claims’ ratings in the
fact-checks is only possible for AFP and COR-
RECTIV, since APA and dpa do not use a rating
scale, but only free-text ratings. Manual review and
comparison of the ratings with the textual ratings
revealed that there may be occasional incorrect en-
tries. For instance, there was one observation with
a rating of 5 and a textual rating of “falsch” (incor-
rect), while, in general, the AFP fact-checks ratings
range from 1-5, with 1 for incorrect and 5 for cor-
rect. By correcting this one observation from 5 to
1, AFP fact-checks only realize ratings 1–3 and NA
(1: 557, 2: 115, 3: 67, NA: 21). In Figure 5, the
distributions of the ratings in the AFP fact-checks
are presented depending on the topic.

According to this, AFP fact-checks assigned to
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the topic Data Theft & Fake Websites obtain in over
75% of the cases the lowest possible rating. This
topic is thus most often associated with incorrect
rated claims. Overall, it can be seen that for all
topics more than 50% of the correspoding fact-
checks obtain rating 1, which can be explained
by the global concentration of this rating (73% of
the fact-checks). The greatest tendency of a topic
to less pronounced degrees of disinformation, i.e.,
ratings of 2 and 3, can be observed for Climate
Change & Energy Supply.

In contrast, fact-checks by CORRECTIV are
rated on a broader scale of a total of 7 levels identi-
fied by us. It is known that CORRECTIV has used
a new scale for their rating from October 16, 2020.
In this context, the textual ratings missing context
and unproved were added to the scale, which cor-
respond to 4 in the new rating scheme. Table 2

gives the list of textual ratings that occur, their fre-
quencies, and their associated numerical ratings in
ClaimReview. The left column in bold reflects the
ratings we merged from the old and new schemes.

A manual investigation of individual fact-checks
has shown that the numerical rating 2 is also as-
sociated with the textual ratings falscher Kontext
(wrong context) and manipuliert (manipulated).
Moreover, the ratings missing context are also
found in fact-checks with the (merged) rating 3,
4, and rarely 6; for all especially for fact-checks
before the change of the scheme.

Accordingly, Figure 6 shows that the category
missing context in light blue has been assigned
frequently since its implementation, almost com-
pletely replacing partially incorrect ratings for
some topics. The figure shows the distribution of
the ratings over time in relation to the topic. For
some topics, the rating 5 temporarily reaches over
50% of the assignments.

A striking pattern is the high number of NA val-
ues during the Covid pandemic period. We explain
this as a result of the inability to check the associ-
ated claims conclusively and reliably and because
the existing scale did not contain the required rat-
ing. With the implementation of rating 5, no more
NA values occur.

It is notable that assignments to the topic Data
Theft & Fake Websites occur in up to 50% of cases
from fact-checks about claims that are purely fic-
tional. Over time, it also becomes apparent that
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Figure 6: Distribution of the processed merged CORRECTIV ratings (cf., Table 2) per topic over time.

Our Textual rating Old New |D|

1 frei erfunden
1 0 261

(purely fictional)

2 falsch
2 1 733

(incorrect)

3 größtenteils falsch
3 2 306

(largely incorrect)

4 teilweise falsch
4 3 249

(partially incorrect)

5 fehlender Kontext* · 4 294
(missing context)

6 größtenteils richtig
5 7 75

(largely correct)

7 richtig
6 8 77

(correct)

NA · · · 54

Table 2: Number of CORRECTIV fact-checks in re-
lation to our processed merged ratings 1 to 7 and NA.
Until Oct. 15, 2020, an old rating scheme was used, after
that a new one. *also includes “unbelegt” (unproved).

Pictures & Videos, beginning in 2021 and probably
also due to the co-occurrences in fact-checks on the
topic of Russo-Ukrainian War, is associated con-
siderably more frequently with false claims from
2022 onward. For the latter topic, we observe an

abrupt increase in severe disinformation (ratings 1
& 2) at the beginning of the war.

The topic that is overall less strongly associated
with false claims (ratings 1 & 2), but more with
misleading claims (3–5) and partly also with cor-
rectly rated (6 & 7) claims is Numbers & Data.
An interpretation is that it seems easy to make a
statement with only a few erroneous information
or an incorrect integration of percentage, relative
or absolute numbers, which either already contains
a misinterpretation or consciously accepts this mis-
interpretation by the reader.

3.4 Domain

We investigated which websites were the source
of the claims that were fact-checked. As Table 3
shows, Facebook is the dominant source of claims,
accounting for almost 3579 of the 5229 fact-checks
in our corpus. This is not surprising, given that
three of the four fact-checking organizations exam-
ined in this paper cooperate with Meta/Facebook:
CORRECTIV since 20179, dpa since early 2019,
and AFP since 2020. The other 1650 entries are
spread across a number of other sites, with only
Twitter having more than 200 entries. An NA en-

9https://correctiv.org/faktencheck/ue
ber-uns/2018/12/17/ueber-die-kooperation
-zwischen-correctiv-faktencheck-und-fac
ebook/
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Figure 7: Number of fact-checks per month, organization and the source of the claim.

Domain AFP APA CORR. dpa

facebook.com 714 130 1156 1579
twitter.com 7 33 108 63

t.me (Telegram) 8 5 95 25
youtube.com 1 5 46 20

instagram.com 13 0 19 24
anonymousnews.org 0 0 27 18

journalistenwatch.com 0 0 21 13
wochenblick.at 1 2 22 4
report24.news 3 4 13 4
reitschuster.de 0 0 9 12

truth24.net 0 0 17 4
Other 11 23 448 226

NA 2 38 53 203

Total 760 240 2034 2195

Table 3: Number of fact-checks per organization de-
pending on the source of the claim.

try often indicates that a fact-check is dealing with
a general phenomenon or a claim that is widely
spread in different variations. In some cases, it also
indicates that the claim was not made by a web-
site or social media platform, for example when
politicians make a claim in a public speech.

Figure 7 shows the distribution of claim sources
over time for each fact-checking organization. A
striking aspect is the almost absolute dominance of
Facebook as a source of claims checked by AFP.
This contrasts in particular with the APA, which has
a greater variance in sources but also does not work
with Facebook. They also have relatively more fact-
checks with an NA entry as the source. The share of
Facebook as a source for claims checked by COR-

RECTIV starts to rise significantly a few months
before they start cooperating with Facebook. Nev-
ertheless, both CORRECTIV and dpa also look for
other sources of disinformation besides Facebook.
Still, the effect of Meta’s funding is visible and
raises media economics questions about the fund-
ing of fact-checking and the incentives that come
along.

We also examined which claim sources are asso-
ciated with particular topics. Figure 8 shows that
Telegram has the largest share of the topic Russo-
Ukrainian War. This supports the findings of a
report by the Ukrainian analytical platform Vox
Ukraine and its fact-checking section Vox checks,
in which the authors show how widespread Rus-
sian propaganda is on Telegram (Vox Check, 2022).
The other platforms have different focuses: While
Facebook, Instagram and Twitter have similar topic
shares, the topic Corona has by far the largest share
on Youtube. The focus on Corona can also be seen
on the non-platform domains report24.news and
reitschuster.de, which also have high shares of as-
signments to the topic Vaccination. Truth24.net fo-
cuses on the topic of Crimes, which contains many
statements with a xenophobic or racist tone, as it
deals with real or faked crimes that are (sometimes
erroneously) blamed on migrants.

Reitschuster.de and truth24.net also stand out
when looking at the ratings given to them by COR-
RECTIV (see Figure 9). The “lack of context”
rating was given relatively more often to the non-
platforms than to the platforms whose claims were
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Figure 8: Distribution of the topics in fact-checks de-
pending on the source of the claim; cf., Fig. 2 for legend.

more likely to be rated as incorrect or largely incor-
rect by the fact-checkers. However, the analysis of
claims that do not originate from Facebook should
be treated with caution. There are two reasons
for this: First, as mentioned above, the number
of claims from platforms other than Facebook is
much lower, and even lower for the non-platforms.
Their observations are therefore much more likely
to be highly sensitive to outliers. Second, claims
associated with the platforms may have originally
been made by other sites that either posted their
articles themselves, e.g., on Facebook, or had their
articles shared by other users.

4 Conclusion

The topic model analysis using LDA on a dataset
of 5229 German-language fact-checks from AFP,
APA, dpa and CORRECTIV in the period from
2018 to January 2023 shows that in 2020 all four
organizations — unsurprisingly — have a strong
focus on (various) Covid related topics. In addi-
tion, there is a smooth transition to more mentions
of words related to vaccination, resulting in Vac-
cination being the top topic in 2021. Then, at the
beginning of 2022, a sudden shift of attention to
the Russo-Ukrainian war can be identified. In par-
ticular, AFP increasingly combines fact-checks on
this topic with visual content checks. At the same
time, AFP fact-checks consistently result in neg-
ative ratings, and CORRECTIV rarely publishes
fact-checks with (partially) positive ratings as well.
For the analysis of CORRECTIV’s ratings, it is
important to merge the ratings of the old and new
scales in a meaningful way to avoid false conclu-
sions.

4.1 Discussion
Faceboook claims are clearly checked most fre-
quently (> 68%). The distribution over time
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Figure 9: Distribution of the processed merged COR-
RECTIV ratings (cf., Table 2) depending on the source
of the claim; cf., Fig. 6 for legend.

suggests that this might also be due to funding
from Meta’s (now also including Instagram) fact-
checking program. Survey data collected from 93
organizations worldwide show that Meta’s third
party fact-checking program is still the leading
funding source in 2022 with 45.2%, while grants
cover 29.0% (IFCN, 2023).

This raises several questions: What is the direc-
tion of the cause-effect relationships? Is there an
unfavourable bias towards current news topics or
particular sources? And what consequences can
result from this? On the one hand, one can propose
that more (independent) money is necessary to en-
sure a broader attention of the fact-checkers and to
slightly loosen the focus from Facebook. It could
be a strategic decision that claims that also circu-
late on Facebook are preferably associated with
itself. On the other hand, it can be assumed that
most claims are in fact circulating on Facebook, so
maybe this is not a even a restriction of the thematic
range for the general debunking.

4.2 Limitations

The distribution of ratings of AFP shows that often
claims are checked for which it is likely in advance
that they are false due to the focus on manipulated
pictures and videos. This indicates a prioritization
of resources and raises the question whether ad-
ditional financial resources would lead to a better
coverage of all checkworthy claims, and not only
certain misinformation.

In principle, checked sources are still often
used as a proxy for topical disinformation spread.
Humprecht (2019), for example, uses fact-checks
to distinguish between the spread of disinformation
in the United States, the United Kingdom, Ger-
many, and Austria. This raises the question to what
extent fact-check corpora are representative for dis-
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information spread. At the same time, there are
other approaches to form disinformation corpora,
e.g., based on less trustworthy sources, identified
using NewsGuard10 scores (Carrella et al., 2023).

Since we focused on topic modeling in the
present analysis, the findings are mainly limited to
their inductive character (Chen et al., 2023). Nev-
ertheless, we can extract research questions for
further analysis.

4.3 Further Research

Further analyses should take into account the chal-
lenges and pitfalls of misinformation research (Al-
tay et al., 2023), according to which, for example,
misinformation is by no means just a social media
phenomenon. Rather, other digital as well as of-
fline media are also prone to misinformation. This
is especially important when creating a reference
disinformation dataset, which can be used to an-
alyze under-fact-checked topics. By including a
reference quality media dataset, the relation and
the dissemination of (dis)information between low
and high quality media can be analyzed. With the
help of modern large language models (cf., Groo-
tendorst, 2022; Conneau et al., 2020), it is possible
to measure and compare differences in terms of
the stance, sentiment and intensity of statements
in typical quality media, alternative media, and
fact-checks.
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