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Message from the Organisers

The ability to generalise well is often mentioned as one of the primary desiderata for models of natural
language processing (NLP). However, how generalisation should be defined and evaluated, or when it is
particularly important, is a far from trivial question. The GenBench workshop on generalisation (ben-
chmarking) in NLP aims to provide a platform to discuss challenging questions related to generalisation
in NLP and establish a shared platform for state-of-the-art generalisation testing. We invited submitters
to contribute work discussing generalisation in NLP and also held a collaborative benchmarking task, for
which we called for submissions of challenging generalisation tests.

The first edition of the workshop was held at EMNLP 2023 in Singapore. For this edition, we accepted
11 archival papers in our main track, 7 archival papers for our collaborative benchmarking track, and 6
extended abstracts. The workshop also provided a platform for the authors of 29 EMNLP findings papers
related to the workshop’s topic to present their work as a poster at the workshop.

The workshop would not have been possible without the dedication of the programme committee, whom
we would like to thank for their contributions. We would also like to thank Amazon for their sponsorship
of 5000 dollars, which we used to fund one of our invited speakers, to grant travel awards to allow
participants that could otherwise not have attended to participate in the workshop, and to grant two
awards, to the best submitted paper and best submitted benchmark. Lastly, we are grateful to our invited
speakers, Adina Williams, Anna Rogers, and Tatsunori Hashimoto, for contributing to our programme.
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Keynote Talk: Invited Talk 1
Anna Rogers

IT University of Copenhagen

2023-12-06 – Time: 555 –

Abstract: One of the frequent points in the mainstream narrative about large language models is that
they have “emergent properties” (sometimes even dangerous enough to be considered existential risk to
mankind). However, there is much disagreement about even the very definition of such properties. If
they are understood as a kind of generalization beyond training data - as something that a model does
without being explicitly trained for it - I argue that we have not in fact established the existence of any
such properties, and at the moment we do not even have the methodology for doing so.

Bio: Dr. Anna Rogers is an assistant professor at IT University of Copenhagen working on analysis,
interpretability, and evaluation of NLP models, their societal impact, and NLP research methodology.
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Keynote Talk: Invited Talk 2
Adina Williams

Meta AI

2023-12-06 – Time: 675 –

Bio: Adina is a Research Scientist at Meta on the Fundamental AI Research (FAIR) team in NYC. Her
research spans several topics in NLP and computational linguistics, with a focus on dataset creation and
model evaluation for humanlikeness, fairness, generalization and robustness.
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Keynote Talk: Invited Talk 3
Tatsunori Hashimoto

Stanford University

2023-12-06 – Time: 840 –

Abstract: Instruction following language models have shown a remarkable ability to perform a wide
range of tasks with little to no additional training data. Do these abilities come from a revolution in pre-
training and instruction-following, or are there other more mundane explanations for how these models
work? In this talk, I will discuss our efforts to answer these questions by replicating instruction-following
models that generalize across tasks, studying the consistency of these models across different task for-
mats, and building tests for benchmark contamination in pretraining.

Bio: Tatsunori Hashimoto is an Assistant Professor in the Computer Science Department at Stanford
University. He is a member of the statistical machine learning and natural language processing groups
at Stanford, and his research uses tools from statistics to make machine learning systems more robust
and trustworthy — especially in complex systems such as large language models. He is a Kavli fellow,
a Sony and Amazon research award winner, and his work has been recognized with best paper awards
at ICML and CHI. Before becoming an Assistant Professor, he was a postdoctoral researcher at Stanford
with Percy Liang and John Duchi and received his Ph.D. from MIT under the supervision of Tommi
Jaakkola and David Gifford.
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