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Abstract

Cross-lingual natural language understand-
ing (NLU) is one of the fundamental tasks
of NLP. The goal is to learn a model which
can generalize well on both high-resource and
low-resource language data. Recent pre-trained
multilingual language models, e.g., multilin-
gual BERT, XLM, have shown impressive per-
formance on cross-lingual NLU tasks. How-
ever, such promising results request the use
of sufficient training data, which is a diffi-
cult condition to satisfy for low-resource lan-
guage.When the data is limited in those low
resource languages, the accuracy of existing
models will drop. In light of this challenge,
we investigate the important task of how to
train the cross-lingual model with abundant
high-source language data and limited low-
resource language data. Existing methods typ-
ically learn language-agnostic representation
via adversarial training and mutual information
estimation. Existing approaches may suffer
When data is very limited (e.g., low-resource
language) because it is challenging to estimate
data distribution accurately. To tackle this is-
sue, we propose a conceptually innovative ap-
proach to remove language-associated informa-
tion via minimizing representation coding rate
reduction (Macedon). Specifically, Macedon
avoids using extra codes to encode language-
related information, which is measured by the
rate-distortion function. To validate the effec-
tiveness of Macedon, we conduct extensive ex-
periments on three tasks, including paraphrase
identification, natural language inference, and
query advertisement matching. The experiment
results show that the proposed Macedon out-
performs state-of-the-art cross-lingual NLU ap-
proaches.

1 Introduction

Globally, there are about 7,106 living languages
spoken1, but only 91 languages have at least 10

1https://www.ethnologue.com/

million first language speakers counted in 20222.
Therefore, most languages (i.e., low-resource lan-
guages) have limited data when considered in nat-
ural language understanding (NLU) tasks (Joshi
et al., 2020), which covers a variety of sub-tasks
dealing with machine reading comprehension such
as sentiment classification, named entity recogni-
tion, and part-of-speech tagging. As a result, mod-
els trained on such limited data may have poor
performance. An immediate solution one can think
of is to collect more labeled data for low-resource
languages. However, it could be infeasible due to
the prohibitively intensive human annotation pro-
cess that is both time-consuming and costly. Thus,
cross-lingual NLU has gained increasing interests
in recent years (Nooralahzadeh et al., 2020; Wang
et al., 2021b; Mao et al., 2021; Wu and Dredze,
2019), in which the model is trained with abundant
high-resource language data and limited annotated
low-resource language data to make the model gen-
eralize well for all languages.

Recently, pre-trained multilingual language mod-
els (MLMs), such as multilingual BERT (Devlin
et al., 2018) and XLM (Lample and Conneau,
2019), have shown promising results in transfer
learning across different languages in multiple
downstream tasks (Hu et al., 2020; Liang et al.,
2020). In MLMs, different languages are able to
share one vocabulary table, enabling the model
to learn information that is shared among those
languages. Typical MLMs, however, require paral-
lel corpora in order to fine-tune downstream tasks,
which can be difficult to achieve when there exist
low-resource languages. Additionally, it may be
difficult to align different languages and yield satis-
fying transfer performance when there are huge dif-
ferences between low-resource and high-resource
languages in morphology, syntax, or semantics (Ah-
mad et al., 2019; Hu et al., 2020).

2https://en.wikipedia.org/wiki/List_of_
languages_by_number_of_native_speakers
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Prior studies have shown that aligning differ-
ent language representations is effective for cross-
lingual transfer. The key idea is to enforce sim-
ilar representations for sentences that share simi-
lar semantics across languages. Existing methods
fall into two categories. The first line of methods
has to be based on parallel corpora. The method
aligns different languages in the latent space in
accordance with parallel sentences (Yang et al.,
2021; Gritta and Iacobacci, 2021; Cao et al., 2020;
Pan et al., 2020; Dou and Neubig, 2021). For lan-
guages with limited resources, however, parallel
corpora are extremely difficult to obtain. Therefore,
another line of approaches leverages adversarial
training and employs Generative Adversarial Net-
works (GAN) (Goodfellow et al., 2014) to learn
language-independent representations (Chen et al.,
2021, 2018b,a; Keung et al., 2019; Lee and Lee,
2019; Wang et al., 2021a; Zou et al., 2018). It is
worthwhile to note that adversarial training-based
methods rely on an accurate estimation of data dis-
tributions, which may be infeasible with limited
labeled examples in low-resource languages.

In this paper, we solve the cross-lingual NLU
tasks from another perspective. The goal is still
to align different languages. However, different
from adversarial training, we do not need to align
the distributions of different language representa-
tions strictly. We propose to relax the condition and
simply force different language representations to
overlap in the representation space. To achieve
this goal, we propose Macedon which minimizes
representation coding rate reduction. Macedon
is built upon the coding rate function, which mea-
sures the minimal average number of bits to encode
a set of vectors (Ma et al., 2007; Yu et al., 2020).
Specifically, we measure two kinds of coding rates:
the coding rate of all language representations and
the average coding rate of each language repre-
sentation. We encourage the two coding rates to
be almost the same value. Intuitively, the learned
representation does not use extra codes to encrypt
language information, and can be considered as
language irrelevant approximately. In addition, the
coding rate function uses empirical covariance ma-
trix to compute rate-distortion function directly,
which is likely to be singular and highly biased.
In Macedon, we employ a simple but effective
method to modify the empirical covariance matrix
to make it positive definite and reduce its bias.

The contributions of the paper are summarized

as follows:

• We propose a novel method for cross-lingual
NLU tasks. To the best of our knowledge, this is
the first attempt to leverage coding rate function
in cross-lingual NLU tasks.

• We provide a new perspective of modeling cross-
lingual representations. We leverage data com-
pression to mix different language representa-
tions in the latent space. It is a more effective
way to align different languages compared with
adversarial training under limited data.

• We conduct extensive experiments on three pub-
lic datasets. Results show that the proposed
Macedon outperforms the state-of-the-art base-
lines. Furthermore, experimental results show
that the proposed Macedon is able to reduce the
distance between different language representa-
tion distributions.

2 Related Work

2.1 Cross-lingual NLU
Cross-lingual NLU tasks has been studied from
two major perspectives: 1) multilingual word em-
bedding (Doval et al., 2019; Ormazabal et al., 2019;
Ruder et al., 2019; Shi et al., 2015; Søgaard et al.,
2019; Wada and Iwata, 2018; Xu et al., 2018; Cao
et al., 2020; Dou and Neubig, 2021), and 2) pre-
trained multilingual language models, such as mul-
tilingual BERT (Devlin et al., 2018), and XLM-
RoBERTa (Lample and Conneau, 2019). Some
studies (Devlin et al., 2018; Wu and Dredze, 2019)
have shown pre-trained multilingual language mod-
els (MLM) have much better performance than
traditional word embedding methods for multiple
NLU tasks. Therefore, recent works (Hu et al.,
2020; Liang et al., 2020) usually fine-tune MLMs
for downstream NLU tasks. Specifically, works
based on MLMs can be roughly categorised as data
augmentation-based and language alignment-based
methods.

For the data augmentation-based methods, they
are to solve the key challenge of cross-lingual NLU:
lack of low-resource language data. For exam-
ple, Code-switch (Qin et al., 2020) proposes to
randomly replace the phrase of high-resource lan-
guages to corresponding low-resource language
phrase; Dong et al. (2021) augments the data via
reordering; Ahmad et al. (2021) proposes the aug-
mentation method based on syntax; and Bari et al.
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Figure 1: The framework of proposed Macedon.

(2020) generates augmented data directly from
MLMs based on the vicinity distribution of high-
resource and low-resource language data samples.
They are effective to improve cross-lingual NLU
performance. However, they usually need to draw
on additional resources such as bilingual dictionary.

Another category is to align different languages.
Some works attempt to align the contextual word
embedding of different languages, such as learning
projection transformations (Aldarmaki and Diab,
2019; Wu et al., 2019) and forcing model into hav-
ing similar predictions for parallel sentences (Yang
et al., 2021; Gritta and Iacobacci, 2021; Cao et al.,
2020; Pan et al., 2020; Dou and Neubig, 2021).
And there are also a lot of works exploring adver-
sarial training to align different languages (Chen
et al., 2021, 2018b,a; Keung et al., 2019; Lee and
Lee, 2019; Wang et al., 2021a; Zou et al., 2018).
Their motivation is to learn language-agnostic rep-
resentation to make model focus more on under-
stand text semantics and generalize better on low-
resource languages. However, this line of work
usually needs parallel corpus or large amount low-
resource language data, which are expensive to
obtain and may be not always available.

2.2 Coding Rate-distortion Function for
Representation Learning

Coding rate-distortion (Berger, 2003; Ma et al.,
2007) is a concept about data compression from
information theory. Recently, it is introduced into
representation learning. Chan et al. (2021) is the
first work using coding rate-distortion function as
an objective function for designing interpretable

deep neural networks. Recently, Yu et al. (2020)
shows maximizing coding rate reduction can be
considered as an alternative to traditional objective
function such as cross entropy. Li et al. (2022) and
Chowdhury and Chaturvedi (2022) also apply the
maximizing coding rate reduction method to mani-
fold clustering and fairness representation respec-
tively. Different from previous work, our proposed
Macedon is to minimize coding rate reduction
function to learn language-agnostic representation.

3 Preliminaries

3.1 Rate Distortion for Finite Data

Rate distortion is a concept for lossy compression
used in information theory. Given learned represen-
tation X = [x1, ...,xm] ∈ Rd×m and a precision
ϵ2, where d is the representation dimension and
m is number of data samples, the rate distortion
R(X, ϵ) is to measure the minimal number of bi-
nary bits to encode X averagely with the precision
constraint E[∥x − x̂∥2] ≤ ϵ2. Yu et al. (2020)
and Ma et al. (2007) show that if xi is sampled
from a subspace-like distribution, the precise esti-
mation (tight bound) of R(X, ϵ) is

R(X, ϵ) =
1

2
log det(I +

d

mϵ2
XXT ), (1)

where 1
mXXT is the empirical covariance matrix

of X . Intuitively, the R(X, ϵ) is proportional to
the logarithm of the volume of region spanned by
X . If X is very concentrated, then the volume of
region they span will be small, i.e. the value of
R(X, ϵ) will be small, and vice versa.

12428



3.2 Rate Distortion for Data with Mixed
Distribution

Generally, the representation X may lie in multi-
ple subspaces, e.g. multi-class, which means the
representation corresponds to a mixed distribution,
i.e. X = X1

⋃
...
⋃
Xk, where Xi corresponds

to the representation in the class i. We use a set
of diagonal matrices Π = {Πj ∈ Rm×m}kj=1 to
indicate the probability that sample i belongs to Xj

by its diagonal entry Πj [i, i]. The Πj satisfies that∑
iΠj [i, i] = 1 and

∑
j Πj = I . Yu et al. (2020)

and Ma et al. (2007) indicate that the rate distortion
function for data with such mixed distribution is:

Rc(X, ϵ|Π)

=

k∑

j=1

tr(Πj)

2m
log det(I +

d

tr(Πj)ϵ2
XΠjX

T ).

Here, we just consider that each example belongs
to one category.

4 Minimizing Representation Coding
Rate Reduction

4.1 Problem Formulation

The cross-lingual natural language understand-
ing (NLU) aims to learn a model f(ti) → yi on
the training set D = {(ti, yi)}ni=1, which consists
of large amount of high-resource language (e.g.,
English) data and limited low-resource language
data. Here ti is the text of training example i, yi
is the corresponding label, and n is the number of
training examples. In Macedon, we aim to learn a
model fθ(·) that can generalize well to both high-
resource and low-resource languages.

In the next sections, we use X to denote the rep-
resentation of the whole training data, and use Xi

to denote the representation of the i-th language in
the training set. We also denote ni as the number
of training data for the i-th language. In the fol-
lowing, we first overview the entire framework of
Macedon and introduce the detail of rate reduction
function and the whole loss function in Section 4.3.

4.2 Overview

The goal of Macedon is to learn an effective cross-
lingual model which can generalize well to all lan-
guages, including high-resource languages and lim-
ited low-resource languages. The framework of
Macedon is shown in Figure 1. It is to align differ-
ent languages via encouraging them to overlap in

the representation space, which can be considered
as language irrelevant approximately. The objec-
tive function of the proposed Macedon includes
two terms: 1) cross entropy loss to classify data
accurately, and 2) coding rate reduction loss, which
is to make different language representation mixed
in the latent space. We introduce the proposed
Macedon in the following section in detail.

4.3 Coding Rate-Distortion Maximization
To enable the learned representation to be transfer-
able among different languages, we hope the model
can focus on understanding the language-agnostic
semantics of text following (Chen et al., 2021,
2018b; Keung et al., 2019; Wang et al., 2021a;
Zou et al., 2018). In the other word, the sentence
representation should preserve semantic informa-
tion while removing language-related information.
Therefore, we propose the following two criteria
for the representation learning:

• The learned representation should contain
enough information for the NLU task. It should
be informative for the target label yi.

• The distribution of representations from different
languages should be similar. It is to make it more
transferable among different languages.

For the first criterion, it corresponds to a stan-
dard classification problem and we minimize the
cross entropy between the prediction and label. To
satisfy the second criterion, we need to make the
representation of different languages mixed and
overlap in the representation space. Usually, adver-
sarial training such as Generative Adversarial Net-
work (GAN) can be used to learn feature-invariant
representation, which has shown their effectiveness
on domain adaptation (Tzeng et al., 2017). How-
ever, when there are very limited target domain
data, it is difficult to estimate target domain distri-
bution. Therefore, adversarial training and mutual
information estimation may be not effective in the
cross-lingual setting, which is shown in the Sec-
tion 5.3. In our paper, we propose an alternative
method to solve this problem based on rate distor-
tion. The key motivation is that the average bit
number used to encode all language representation
almost equals to the average bit number used to
encode each language representation respectively.
In other words, it nearly does not need to use extra
bits to encode (remember) language. To achieve
this goal, we control the absolute value of the rate
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reduction R(X, ϵ)−Rc(X, ϵ|Π) to be smaller than
a small value δ. Therefore, we loss function can be
represented as

min
1

n

n∑

i=1

CE(ti, yi)

s.t.|R(X, ϵ)−Rc(X, ϵ|Π)| ≤ δ, (2)

where CE represents the cross entropy loss. Be-
cause R(X, ϵ)−Rc(X, ϵ|Π) ≥ 0 (Yu et al., 2020),
we can rewrite the loss function as

min
1

n

n∑

i=1

CE(ti, yi)

s.t.R(X, ϵ)−Rc(X, ϵ|Π) ≤ δ. (3)

However, in cross-lingual setting, the empirical
covariance matrix in R(X, ϵ) and Rc(X, ϵ|Π) may
result in large bias because there are very limited
samples. Because the representation of multilin-
gual BERT is larger than number of low-resource
language training data, their empirical covariance
matrix may be even not positive definite. To re-
duce the bias under such limited data condition, we
modify the empirical covariance matrix XXT as

(1− α)XXT + α
tr(XXT )

d
I, (4)

and it has two great properties: 1) it is a posi-
tive definite matrix shown in Proposition 1, and
2) R̂(X, ϵ)− R̂c(X, ϵ|Π) ≥ 0 shown in Proposi-
tion 2, where R̂(X, ϵ) and R̂c(X, ϵ|Π) are modi-
fied rate-distortion functions respectively.

Proposition 1. The matrix (1 − α)XXT +

α tr(XXT )
d I is positive definite.

The proof is shown in the appendix.

Proposition 2. R̂(X, ϵ)− R̂c(X, ϵ|Π) ≥ 0. The

equality holds when (1− α)
X1XT

1
n1

+ α
X1XT

1
d I =

... = (1− α)
XkX

T
k

nk
+ α

XkX
T
k

d I .

The proof is shown in the appendix.
Therefore, we can rewrite the objective function

as an unconstrained optimization problem:

1

n

n∑

i=1

CE(ti, yi) + η(R̂(X, ϵ)− R̂c(X, ϵ|Π)),

where η is a positive hyper-parameter.

5 Experiment

In this section, we evaluate the proposed Mace-
donwith the goal of answering the following ques-
tions:

RQ1 How does Macedon perform compared to
state-of-the-art baselines?

RQ2 What is the relationship between the proposed
Macedon and adversarial training?

RQ3 Is the proposed Macedon effective to align
different language representations?

RQ4 How does the performance change with re-
spect to different coefficients of the proposed
Macedon?

5.1 Datasets and Experiment Settings
5.1.1 Datasets
To evaluate the performance of the proposed Mace-
don comprehensively, we conduct experiments on
three public cross-lingual benchmark datasets, in-
cluding PAWS-X (Hu et al., 2020), QADSM (Liang
et al., 2020), and XNLI (Hu et al., 2020). The
three datasets correspond to paraphrase identifica-
tion, query advertisement matching, and natural
language inference. For the three datasets, we ran-
domly sample 100 few-shot data for each language
other than English. In XNLI, we add an extra exper-
iment using 2.5k data instances as few-shot data for
low-resource languages, namely Macedon 2.5k, to
compare with the results in (Nooralahzadeh et al.,
2020) fairly. We tune hyper-parameters and evalu-
ate the developed models on the pre-split validation
and testing set. The statistics of datasets are summa-
rized in Table 2. PAWS-X is public release but the
Licence information is not presented in the source
website3. QADSM and XNLI are available under
Creative Commons Attribution 4.0 International
and Attribution-NonCommercial 4.0 International
Licenses respectively. We follow the licence of
datasets for research use.

5.1.2 Baselines
We adopt the following state-of-the-art methods as
baselines:

• mbert (Devlin et al., 2018) is the multi-lingual
version of BERT (Devlin et al., 2018), which
uses the same architecture of BERT and is trained
on Wikipedia corpora with 104 widely used lan-
guages. It is one of the most effective methods

3https://github.com/google-research-datasets/
paws/tree/master/pawsx
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Dataset Method en ar bg de el es fr hi ru sw th tr ur vi zh ja ko AVG

PAWS-X

mbert⋆ 94.0 - - 85.7 - 87.4 87.0 - - - - - - - 77.0 73.0 69.6 82.0
mbert+wTD 94.1 - - 86.4 - 88.3 87.1 - - - - - - - 79.7 75.8 74.9 83.8
Syn.♡ 94.0 - - 87.8 - 85.9 89.1 - - - - - - - 80.7 75.8 76.3 84.3
X-MAML♡ 94.0 - - 86.5 - 87.6 87.3 - - - - - - - 80.3 76.2 76.5 84.1
mbert-adv 94.1 - - 86.5 - 89.2 88.0 - - - - - - - 79.9 75.4 76.5 84.2
Macedon-NoCM 93.8 - - 87.0 - 89.3 88.5 - - - - - - - 81.3 77.1 77.0 84.9
Macedon 93.9 - - 87.0 - 89.2 88.8 - - - - - - - 81.3 78.3 77.8 85.2

QADSM

mbert∗ 68.3 - - 60.3 - - 64.1 - - - - - - - - - - 64.2
mbert+wTD 68.0 - - 60.9 - - 62.8 - - - - - - - - - - 63.9
Syn.♡ 68.4 - - 60.8 - - 64.0 - - - - - - - - - - 64.4
X-MAML♡ 68.2 - - 63.7 - - 64.4 - - - - - - - - - - 65.4
mbert-adv 67.7 - - 59.1 - - 64.6 - - - - - - - - - - 63.8
Macedon-NoCM 67.3 - - 63.8 - - 63.0 - - - - - - - - - - 64.7
Macedon 68.6 - - 64.0 - - 64.9 - - - - - - - - - - 65.8

XNLI

mbert⋆ 80.8 64.3 68.0 70.0 65.3 73.5 73.4 58.9 67.8 49.7 54.1 60.9 57.2 69.3 67.8 - - 65.4
mbert+wTD 81.0 66.5 70.4 72.4 68.0 74.6 74.2 64.1 70.0 51.3 58.3 63.3 61.4 71.4 71.7 - - 67.9
Syn.♡ 81.6 65.4 69.3 70.7 66.5 74.1 73.2 60.5 68.8 - - 62.4 58.7 69.9 69.3 - - -
X-MAML♡ 82.7 68.4 72.8 74.1 70.7 76.5 76.0 65.8 72.1 59.9 62.5 65.7 64.6 73.9 74.9 - - 70.7
mbert-adv 82.6 66.8 71.1 72.3 69.1 75.2 74.2 64.2 70.2 51.7 57.2 63.1 60.9 72.6 71.6 - - 68.2
Macedon-NoCM 81.1 66.2 70.6 72.7 68.5 74.7 73.9 63.1 70.3 51.9 56.8 64.0 60.6 71.5 71.6 - - 67.8
Macedon 82.1 66.6 70.6 73.3 68.6 75.1 74.6 64.3 70.8 52.2 58.1 63.6 60.9 72.7 71.6 - - 68.3
Macedon 2.5k 82.9 69.2 74.6 75.0 70.7 76.7 77.3 67.2 73.4 59.9 63.5 67.8 65.1 74.5 75.7 - - 71.6

Table 1: Performance comparison on the three datasets. "AVG" means the average accuracy of all languages. The
highest scores per category are in bold. Results of ⋆ are taken from (Liang et al., 2020), and results of ∗ are taken
from (Hu et al., 2020). Results of ♡ are taken from (Nooralahzadeh et al., 2020) and (Ahmad et al., 2021) or obtain
based on their official code release.

Dataset # of languages Task |Train|all |Dev|all |Test|avg

PAWS-X 7 PI 50,004 14,000 14,000
QADSM 3 QADSM 100,200 30,000 10,000
XNLI 15 NLI 425,202 2,490 5,010

Table 2: Statistics of datasets.

for cross-lingual natural language understanding
tasks.

• mbert-wTD (Hu et al., 2020) fine-tunes mbert
with both English data and few-shot data, which
can be considered as a multi-task training and is a
strong baseline.

• Syn. (Ahmad et al., 2021), one of the state-of-the-
art approaches for cross-lingual NLU tasks, takes
advantage of the universal dependency tree struc-
ture in mbert to benefit cross-lingual tasks. We
use the official release of Syn. implementation 4.

• X-MAML (Nooralahzadeh et al., 2020) proposes
a cross-lingual meta learning architecture based
on MAML (Finn et al., 2017) to learn a good
initialization which can be adapted for other lan-
guages easily. It has shown its effectiveness on PI
and NLU tasks. We adopt their official release of
X-MAML implementation 5.

• mbert+adv (Chen et al., 2018b) learns language
invariant representation based on adversarial train-

4https://github.com/wasiahmad/Syntax-MBERT
5https://github.com/copenlu/X-MAML

ing with generative adversarial networks (Good-
fellow et al., 2014).

• Macedon-NoCM, a variant of Macedon, does
not use covariance matrix modification.

5.1.3 Evaluation and Implementation Details
We use Accuracy to evaluate paraphrase identifi-
cation, query advertisement matching, and natural
language inference, following previous work (Hu
et al., 2020; Liang et al., 2020). In implementation
details are shown in the appendix.

5.2 Performance Comparison

In this section, we report the results of baselines
and the proposed Macedon in Table 1.

First, according to Table 1, we find that the pro-
posed Macedon outperforms all the state-of-the-
art methods on three datasets with respect to all
language average accuracy. Compared to Syn.,
it is a data augmentation method. It augments
source language data to simulate target domain
data as closely as possible. However, if the qual-
ity of the data is not high enough, it is difficult
to align high-resource language and low-resource
languages very well. However, the proposed Mace-
don does not rely on the augmented data. Com-
pared to X-MAML, which is different from Syn., it
is one of the state-of-the-art methods based on meta
learning. However, based on Nooralahzadeh et al.
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Figure 2: Figure 2(a): KL-divergence between different low-resource languages and English. Figure 2(b): Accuracy
of different languages with respect to the KL-divergence between them and English.

(2020), X-MAML still needs hundreds or thou-
sands low-resource language data to align them.
When there are extremely limited low-resource lan-
guage data, the proposed Macedon can be more
effective to align different language data.

Second, fine-tuning mbert with both English data
and limited target language data may only pro-
vide very little benefit for accuracy. Compared
to mbert, mbert+wTD only achieves improvement
on PAWS-X and XNLI dataset. On QADSM
dataset, mbert+wTD even performs worse than that
of mbert.

Third, covariance modification is effective to
improve the performance of Macedon. Com-
pared to Macedon-NoCM, Macedon has bet-
ter performance on the three datasets. Because
low-resource language data is limited, which is
much smaller than the representation embedding,
the estimated empirical covariance matrix is ill-
conditioned. However, the covariance modification
makes the empirical covariance matrix positive def-
inite and provides a more accurate estimation under
limited data. Therefore, the proposed Macedon
shows better performance than Macedon-NoCM.

10 100 500 1000

the number of translated data

0.835

0.84

0.845

0.85

0.855
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Figure 3: Accuracy of Macedon and adversarial train-
ing with different number of translated data

5.3 Macedon and Adversarial Training
In this section, we study the relationship between
the proposed Macedon and mbert+adv (adversar-
ial training method) to answer the second research

question. We show the accuracy of Macedon and
mbert+adv with different number of few-shot data
in Figure 3.

According to Figure 3, we find that both Mace-
don and mbert+adv can have better performance
as the number of few-shot data increases. With the
increment of few-shot data, both Macedon and
mbert-adv can achieve richer useful supervision to
align different languages, so they can have better
performance. On the other hand, when the trans-
lated data is limited, such as 10, 100, Macedon
significantly outperforms than mbert+adv. The pos-
sible reason is that the discriminator of mbert+adv
suffers from overfitting and can not distinguish dif-
ferent languages, so it can not provide effective
supervision signal to update the classifier. How-
ever, when the amount of few-shot data increases to
1000, mbert+adv has better performance than that
of Macedon. When mbert-adv can achieve enough
target domain data, it can align languages better
than Macedon, because Macedon just aligns the
second-order moment (covariance matrix). In prac-
tical use, if there is only limited low-resource data,
we suggest using Macedon.

5.4 Effectiveness of Aligning Different
Languages

In this section, we show the empirical KL-
divergence (Pérez-Cruz, 2008) between target lan-
guages and English representation on PAWS-X
dataset in Figure 2 to answer the third research
question.

Based on Figure 2(a), we find that the proposed
Macedon is much more effective to align low-
resource languages and high-resource languages
than mbert. The KL-divergence between all low-
resource languages and English of Macedon is
significantly smaller than that of mbert. It shows
that the distributions of low-resource languages
and English representation is very close, which can
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Figure 4: Representation visualization via t-SNE on PAWS-X . Figure 4(a) is the visualization of mbert on English
and German; Figure 4(b) is the visualization of Macedon on English and German; Figure 4(c) is the visualization
of mbert on English and Korean; Figure 4(d) is the visualization of Macedon on English and Korean.
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Figure 5: Accuracy with different values of coefficients.

provide explanation that Macedon shows higher
accuracy than mbert.

The accuracy of different low-resource lan-
guages is almost inversely proportional to the KL-
divergence according to Figure 2(b). For both
the Macedon and mbert, if the KL-divergence be-
tween one low-resource language and English is
small, the low-resource language may have high
accuracy, vice versa. Because English has rich data,
model usually can predict accurately on English
dataset. Therefore, if the low-resource language
representation is close to English representation,
it can borrow more information from English to
make accurate predictions. We also find one more
interesting phenomenon. Usually, if a low-resource
language is closer to English with respect to lin-
guistic distance, it may be aligned to English bet-
ter (Nooralahzadeh et al., 2020; Zhao et al., 2020).
For example, Spanish, French, and German have
shorter linguistic distance to English than Chinese,
Korean, and Japanese, and Spanish, French, and
German have smaller KL-divergence. One poten-

tial reason is that if the language has shorter lin-
guistic distance to English, it will share more char-
acteristics with English and be easier to align.

5.5 Sensitivity w.r.t. Hyper-parameter
In this section, we show the accuracy of Macedon
with different values of coefficients on PAWS-X
dataset in Figure 5 to answer the fourth research
question. According to the Figure 5, we can find
that for the averaged accuracy, it has similar values
when changing the coefficient from 1e−4 to 1e−1.
However, the accuracy will drop a lot when the
coefficient is 1e0. When the coefficient becomes
1e0, the loss function focuses too much on the
maximizing coding rate-distortion while ignoring
the classification loss. Therefore, it will lead to the
decline in model accuracy.

5.6 Case Study
In this section, we visualize the representa-
tion of Macedon and mbert respectively via t-
SNE (Van der Maaten and Hinton, 2008) on PAWS-
X dataset in Figure 4 to show how different lan-
guage representation distributes. In Figure 4, there
are two language pairs: 1) English and German
in Figure 4(b), and 2) English and Korean in Fig-
ure 4(d). Figure 4 shows that the representation of
mbert on English and German is not aligned well.
Most of data with different languages can be classi-
fied easily. And this phenomenon is also shown on
English and Korean data for mbert. However, for
the proposed Macedon, its representation is mixed
well among different languages, which intuitively
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shows it can align different languages effectively.

6 Conclusion
In this paper, we study a practical scenario, i.e.,
learning a model with abundant high-resource lan-
guage data and limited low-resource language data,
for cross-lingual NLU tasks. We follow the gen-
eral idea of aligning different languages, but differ-
ent from widely used adversarial training models,
we propose a novel approach named Macedon,
which minimizes representation coding rate reduc-
tion among different languages. The motivation
is to make model not to use extra codes to encode
language information. The advantage compared to
adversarial training methods is that the proposed
Macedon does not rely on a large amount of low-
resource language data because it does not need to
estimate data distribution accurately. We conduct
extensive experiments on three public datasets in-
cluding paraphrase identification, natural language
inference, and query advertisement matching. Ex-
periment results show that the proposed Macedon
outperforms the state-of-the-art baselines.

Limitations

The proposed Macedon may be computational in-
tensive in some cases. The proposed method needs
to compute two terms R̂(X, ϵ) and R̂c(X, ϵ|Π).
In the two terms, the complexity of determi-
nant function might be high. If the matrix is a
d-dimensional square matrix, the complexity is
O(dω), where ω ≥ 2. Therefore, when repre-
sentation dimensionality is high, such as XLM-
RoBERTa-XL (Goyal et al., 2021), or the number
of languages is very large (over hundreds or thou-
sands of languages), the computation complexity
of the proposed method may be high. How to re-
duce its computation complexity is our future work
in the next step.

Ethics Statement

Although our framework makes significant ad-
vancements in the field of cross-lingual natural lan-
guage understanding, it also raises concerns about
the societal impacts of automation, including job
loss for those who work in annotation services and
other industries that rely on human labor.

Acknowledgement

This work is supported in part by the US National
Science Foundation under grant NSF IIS-2226108.

Any opinions, findings, and conclusions or recom-
mendations expressed in this material are those
of the author(s) and do not necessarily reflect the
views of the National Science Foundation.

References
Wasi Uddin Ahmad, Haoran Li, Kai-Wei Chang, and

Yashar Mehdad. 2021. Syntax-augmented multilin-
gual bert for cross-lingual transfer. arXiv preprint
arXiv:2106.02134.

Wasi Uddin Ahmad, Zhisong Zhang, Xuezhe Ma, Kai-
Wei Chang, and Nanyun Peng. 2019. Cross-lingual
dependency parsing with unlabeled auxiliary lan-
guages. arXiv preprint arXiv:1909.09265.

Hanan Aldarmaki and Mona Diab. 2019. Context-
aware cross-lingual mapping. arXiv preprint
arXiv:1903.03243.

M Saiful Bari, Tasnim Mohiuddin, and Shafiq Joty.
2020. Uxla: A robust unsupervised data augmen-
tation framework for zero-resource cross-lingual nlp.
arXiv preprint arXiv:2004.13240.

Toby Berger. 2003. Rate-distortion theory. Wiley Ency-
clopedia of Telecommunications.

Steven Cao, Nikita Kitaev, and Dan Klein. 2020. Multi-
lingual alignment of contextual word representations.
arXiv preprint arXiv:2002.03518.

Kwan Ho Ryan Chan, Yaodong Yu, Chong You, Haozhi
Qi, John Wright, and Yi Ma. 2021. Redunet: A white-
box deep network from the principle of maximizing
rate reduction.

Weile Chen, Huiqiang Jiang, Qianhui Wu, Börje F
Karlsson, and Yi Guan. 2021. Advpicker: Effec-
tively leveraging unlabeled data via adversarial dis-
criminator for cross-lingual ner. arXiv preprint
arXiv:2106.02300.

Xilun Chen, Ahmed Hassan Awadallah, Hany Hassan,
Wei Wang, and Claire Cardie. 2018a. Multi-source
cross-lingual model transfer: Learning what to share.
arXiv preprint arXiv:1810.03552.

Xilun Chen, Yu Sun, Ben Athiwaratkun, Claire Cardie,
and Kilian Weinberger. 2018b. Adversarial deep
averaging networks for cross-lingual sentiment clas-
sification. Transactions of the Association for Com-
putational Linguistics, 6:557–570.

Somnath Basu Roy Chowdhury and Snigdha
Chaturvedi. 2022. Learning fair representations
via rate-distortion maximization. arXiv preprint
arXiv:2202.00035.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

12434



Xin Luna Dong, Yaxin Zhu, Zuohui Fu, Dongkuan Xu,
and Gerard de Melo. 2021. Data augmentation with
adversarial training for cross-lingual nli. In Proceed-
ings of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 5158–5167.

Zi-Yi Dou and Graham Neubig. 2021. Word alignment
by fine-tuning embeddings on parallel corpora. arXiv
preprint arXiv:2101.08231.

Yerai Doval, Jose Camacho-Collados, Luis Espinosa-
Anke, and Steven Schockaert. 2019. On the ro-
bustness of unsupervised and semi-supervised cross-
lingual word embedding learning. arXiv preprint
arXiv:1908.07742.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. 2017.
Model-agnostic meta-learning for fast adaptation of
deep networks. In International conference on ma-
chine learning, pages 1126–1135. PMLR.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza,
Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron
Courville, and Yoshua Bengio. 2014. Generative
adversarial nets. Advances in neural information
processing systems, 27.

Naman Goyal, Jingfei Du, Myle Ott, Giri Ananthara-
man, and Alexis Conneau. 2021. Larger-scale trans-
formers for multilingual masked language modeling.
arXiv preprint arXiv:2105.00572.

Milan Gritta and Ignacio Iacobacci. 2021. Xeroalign:
Zero-shot cross-lingual transformer alignment. arXiv
preprint arXiv:2105.02472.

Junjie Hu, Sebastian Ruder, Aditya Siddhant, Gra-
ham Neubig, Orhan Firat, and Melvin Johnson.
2020. Xtreme: A massively multilingual multi-task
benchmark for evaluating cross-lingual generalisa-
tion. In International Conference on Machine Learn-
ing, pages 4411–4421. PMLR.

Pratik Joshi, Sebastin Santy, Amar Budhiraja, Kalika
Bali, and Monojit Choudhury. 2020. The state and
fate of linguistic diversity and inclusion in the nlp
world. arXiv preprint arXiv:2004.09095.

Phillip Keung, Yichao Lu, and Vikas Bhardwaj. 2019.
Adversarial learning with contextual embeddings
for zero-resource cross-lingual classification and ner.
arXiv preprint arXiv:1909.00153.

Guillaume Lample and Alexis Conneau. 2019. Cross-
lingual language model pretraining. arXiv preprint
arXiv:1901.07291.

Chia-Hsuan Lee and Hung-Yi Lee. 2019. Cross-lingual
transfer learning for question answering. arXiv
preprint arXiv:1907.06042.

Zengyi Li, Yubei Chen, Yann LeCun, and Friedrich T
Sommer. 2022. Neural manifold clustering and em-
bedding. arXiv preprint arXiv:2201.10000.

Yaobo Liang, Nan Duan, Yeyun Gong, Ning Wu, Fenfei
Guo, Weizhen Qi, Ming Gong, Linjun Shou, Daxin
Jiang, Guihong Cao, et al. 2020. Xglue: A new
benchmark datasetfor cross-lingual pre-training, un-
derstanding and generation. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6008–6018.

Yi Ma, Harm Derksen, Wei Hong, and John Wright.
2007. Segmentation of multivariate mixed data via
lossy data coding and compression. IEEE transac-
tions on pattern analysis and machine intelligence,
29(9):1546–1562.

Zhuoyuan Mao, Prakhar Gupta, Chenhui Chu, Mar-
tin Jaggi, and Sadao Kurohashi. 2021. Lightweight
cross-lingual sentence representation learning. arXiv
preprint arXiv:2105.13856.

Farhad Nooralahzadeh, Giannis Bekoulis, Johannes
Bjerva, and Isabelle Augenstein. 2020. Zero-shot
cross-lingual transfer with meta learning. arXiv
preprint arXiv:2003.02739.

Aitor Ormazabal, Mikel Artetxe, Gorka Labaka, Aitor
Soroa, and Eneko Agirre. 2019. Analyzing the limi-
tations of cross-lingual word embedding mappings.
arXiv preprint arXiv:1906.05407.

Lin Pan, Chung-Wei Hang, Haode Qi, Abhishek Shah,
Saloni Potdar, and Mo Yu. 2020. Multilingual
bert post-pretraining alignment. arXiv preprint
arXiv:2010.12547.

Fernando Pérez-Cruz. 2008. Kullback-leibler diver-
gence estimation of continuous distributions. In 2008
IEEE international symposium on information theory,
pages 1666–1670. IEEE.

Libo Qin, Minheng Ni, Yue Zhang, and Wanxiang Che.
2020. Cosda-ml: Multi-lingual code-switching data
augmentation for zero-shot cross-lingual nlp. arXiv
preprint arXiv:2006.06402.

Sebastian Ruder, Ivan Vulić, and Anders Søgaard. 2019.
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A Proof of Proposition 1

Proof. For any non-zero vector v, we have

(1− α)vTXXTv + α
tr(XXT )

d
vTv

=(1− α)(XTv)T (XTv) + α
tr(XXT )

d
vTv.

Because (XTv)T (XTv) ≥ 0, and tr(XXT )
d > 0,

we have (1−α)vTXXTv+α tr(XXT )
d vTv > 0.

Therefore, (1−α)XXT +α tr(XXT )
d I is positive

definite.

B Proof of Proposition 2

Proof. Because log det(·) is strictly concave, for
βj > 0,

∑k
j=1 = 1 and Zj ∈ Sd++, we have

log det(
k∑

j=1

βjZj) ≥
k∑

j=1

βj log det(Zj), (5)

and the equality holds iff Z1 = ... = Zk. Here, we
take βj =

nj

n and Zj = I + d
njϵ

((1− α)XjX
T
j +

α
tr(XjX

T
j )

d I). Therefore, we have

k∑

j=1

βjZj

=I +
d

nϵ
((1− α)

k∑

j=1

XjX
T
j

+α
tr(

∑k
j=1XjX

T
j )

d
I).

Because
∑k

j=1XjX
T
j ) = XXT , we have

R̂(X, ϵ) = log det(

k∑

j=1

βjZj), (6)

R̂c(X, ϵ|Π) =
k∑

j=1

βj log det(Zj). (7)

Therefore, the proposition holds.

C Implementation Details

For batch size and learning rate, we tune them on
a validation set with grid search over {8, 16, 32}
and {1e − 5, 2e − 5, 3e − 5} respectively. For η,
we tune it on a validation set with grid search over
{1e − 4, ..., 1e0}. For all experiments, we run 3
times and report the average results. We run our
experiments on 4 NVIDIA RTX A6000.

12436


