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Abstract

(#1) Speaker 0: Ok, I know this is gonna sound really stupid, but I feel that if I can do this,
you know, if I can actually do my own laundry, there isn't anything I can't do. (Scared)

(#2) Speaker 1: That does not sound stupid to me. You know, it's like the first
time I had to make dinner for myself, after Carol left me? I'm sorry, that's all
the time we have. Next on Ross... Uh-oh. (Peaceful)

Multiple knowledge (e.g., co-reference, topics,

emotional causes, etc) has been demonstrated (#3) Speaker 0 What uh-oh? (Peaceful
1 1 1 — (#4) Speaker 1: Uh-oh, uh-oh, the laundry's done. It's, uh, it's a song. The
effe?tlve for emOthIl d'EteCtIOI.L HOWCVCI:, 'eX laundry song that we sing. Uh-oh the laundry's done, uh-oh,uh-oh.(I’ca&'cﬁ\l)l
ploring this knowledge in Emotion Recognition ((75) Speaker 0 Ross, what's the matier? (Peaceful)
in Conversations (ERC) is currently a blank ((#6) Speaker I: Nothing, nothing. Lee-lo, the laundry's done. (Mad))
slate due to the lack of annotated data and the (¢#7) Speaker 0: Come on, show me. (Peacefub)
. . . .. (#8) Speaker 1: All right, all right, it's just that you left a red sock in with all
high cost involved in obtaining such knowledge. your whites, and now, everything's kinda pink. (Sad)
Fortunately, the emergence of Large Language ({#9) Speaker 0: O, everything's pink. (Sad) )
. . . . (#10) Speaker 1: Yeah, uh, except for the red sock, which is still red.
MOdels (LLMS) hOldS promlse m ﬁlllng thlS |l'm sorry, please don't be upset, it could happen to anyone. (Sad) |
void. Therefore, we propose a Multiple Knowl- (#11) Speaker 0: Except it didn't. It happened to me. Oh, god, I'm gonna looK|
. . . like a big marshmallow peep. What am I doing? What am I doing? My
edge FU.SIOH MOdel (MKFM) tO effeCtIVely m- father's right. I can't live on my own! I can't even do laundry! (Sad)
Knowledge 1: ALK Knowledge 2: AUK Knowledge 3: ACK
tegrate such knowledge generated by LLMs for R R I A TR BT o semeayrrr e wrry e 0
ERC and empirically study its impact on the T.0.0.1) | Ak ne i (16wt | CR o0 amd 1k 0
model. Experimental results on three public EC of #10: Apologizes and reassures Speaker 0 that it's a common mistake and can happen to anyone.
: p p EC of #11: Expresses self-doubt and anxiety, feeling incapable of living on her own or even doing
datasets have demonstrated the effectiveness of .
mu]tip]e knowledge for ERC. Furthermore. we CS of #10: Speaker 1 tries to console Speaker 0, acknowledging the mistake and reassuring them that
. K o it could happen to anyone. The emotion behind this statement is empathy and reassurance.
conduct a detailed analySIS of the contribution CS of #11: Speaker 0 becomes overwhelmed with self-doubt, questioning their ability to live
. . 1 independently and even do simple tasks like laundry. The emotion behind this statement is frustration
and complementarity of this knowledge". and self-deprecation.
A
ACS of #10: Attempt to console and nor - Ross tries to console Speaker 0 by saying that such
1 IntrOduction mishaps can happen to anyone, implying it is a common mistake.

ACS of #11: Self-criticism and doubt - Speaker 0 expresses self-doubt and criticizes their ability to live
independently based on the laundry mishap.

Emotion recognition in conversations (ERC) has
garnered considerable research interest in recent
years, as evidenced by several studies such as (Tu
et al., 2022b; Xie et al., 2021; Mao et al., 2021; Tu
et al., 2023b). The goal of ERC is to identify the
emotion of each utterance in conversations.
Existing efforts in ERC have traditionally fo-

cused on modeling context- and speaker-sensitive
dependencies (Lian et al, 2021), including the external knowledge base ConceptNet (Speer

recurrent-based network (Hazarika et al., 2018; etal., 2017) or SenticNet (Cambria et al., 2020).

Majumder et al., 2019; Ghosal et al., 2020; Jiao However, relying solely on commonsense knowl-
et al., 2020; Li et al., 2022b), transformer-based ~ €dge as background information (Bauer et al.,
network (Lian et al., 2021; Shen et al., 2021a; Ong ~ 2018) is insufficient for a deep understanding and
et al., 2022), and graph-based network (Ghosal ~ recognition of emotions. Multiple knowledge (e.g.,
etal., 2019; Shen et al., 2021b; Saxena et al., 2022).  co-reference, topics, emotional causes, etc) are also
Additionally, recent ERC models (Tu et al., 2022a; crucial for emotion detection, but integrating this
Ghosal et al., 2020; Zhong et al., 2019; Jiang et al., knowledge into the ERC model poses challenges
2022) have begun to leverage commonsense knowl- due to the limited availability of annotated data and

edge, which mainly includes two categories. Oneis  the high cost of manual tagging. Fortunately, Large
— . Language Models (LLMs) such as ChatGPT pro-
Corresponding authors.

'The code is available at https://github.com/ vides an opportunity to overcome these limitations,
TuGengs/MKFM. as illustrated in Fig. 1. We divide this knowledge
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Figure 1: Examples of utterances, reflecting the process
of introducing multiple knowledge for ERC.

generative knowledge generated by the pre-trained
commonsense transformer (COMET) (Bosselut
et al., 2019). The other is concepts retrieved from


https://github.com/TuGengs/MKFM
https://github.com/TuGengs/MKFM

from ChatGPT into three categories based on data
formats, namely Auxiliary Contextual Knowledge
(ACK with index list format): Co-reference (CR)
is crucial for modeling multi-party dialogue in im-
proving the dialogue understanding (Li and Zhao,
2021); Emotional Cause (EC2) reasoning involves
identifying the reasons behind emotions and how
contextual utterances contribute to them (Poria
et al., 2021); Context (CT) is indicated as im-
portant in emotion generation theory (Gross and
Barrett, 2011), Auxiliary Label Knowledge (ALK
with label format): Topics (TP) play a significant
role as emotions are closely tied to specific sub-
jects, and the same words can have different emo-
tional meanings depending on the topic (Zhu et al.,
2021); Sarcasm (SC) is an important linguistic
tool that uses irony to express contempt and af-
fects the accurate prediction of emotional mean-
ing (Poria et al., 2019b); Metaphor (MP) is com-
mon language expression that conveys nonliteral
meanings and emotions by comparing or connect-
ing concepts (Mohammad et al., 2016), and Aux-
iliary Utterance Knowledge (AUK with sentence
format): Commonsense knowledge (CS) related to
the utterances; Affective commonsense knowledge
(ACS) that bridges the cognitive and affective gap
between word-level natural language data and the
concept-level sentiments conveyed by them (Cam-
bria et al., 2012); Another format of Emeotional
Cause (EC). Then we introduce a Multiple Knowl-
edge Fusion Model (MKFM) that combines three
types of knowledge via utterance-level encoder for
AUK, graph context encoder for ACK, and Super-
vised Contrastive Learning (SCL) module for ALK.

Our main contributions are (1) the first explo-
ration of multiple knowledge for ERC, (2) the
proposed MKFM for integrating this knowledge,
which outperforms state-of-the-art baselines, and
(3) conducting further analysis on the contribution
and complementarity of multiple knowledge.

2 Related Work

Emotion Recognition in Conversations: The
emotion generation theory (Gross and Barrett,
2011) emphasizes the role of contextual informa-
tion in identifying emotions. RNN-based mod-
els (Poria et al., 2017) are commonly used to cap-
ture context dependencies but struggle with distin-
guishing between historical utterances (Lian et al.,
2021). Memory networks have been proposed to
address this limitation (Hazarika et al., 2018; Jiao

et al., 2020). Furthermore, the participants in ERC
are crucial (Wen et al., 2023), leading to the de-
velopment of speaker-specific models (Kim and
Vossen, 2021; Majumder et al., 2019; Ghosal et al.,
2020), graph-based models (Nie et al., 2021; Shen
et al., 2021b; Ghosal et al., 2019), and so on. How-
ever, these approaches lack commonsense knowl-
edge, which is important for human-like perfor-
mance (Tu et al., 2023a). Therefore, researchers
have integrated external knowledge sources like
COMET (Bosselut et al., 2019), SenticNet (Cam-
bria et al., 2022), and ConceptNet (Speer et al.,
2017) into their models (Zhao et al., 2022; Ghosal
et al., 2020; Fu et al., 2021; Jiang et al., 2022).

Contrastive Learning: Chen et al. (2020) intro-
duced SimCLR, a comparative learning network
for visual representation using image augmenta-
tion. In NLP, Yan et al. (2021) proposed a self-
supervised CL method for fine-tuning BERT, ad-
dressing BERT’s poor performance in semantic
text similarity tasks. To incorporate label informa-
tion, Gunel et al. (2020) extended self-supervised
CL to a fully-supervised CL framework, which im-
proved performance in few-shot learning scenarios.
In ERC, Li et al. (2022a) and Song et al. (2022)
applied SCL to separate utterances with different
emotions, enhancing emotion identification. How-
ever, there is no effort on unsupervised CL in ERC.

3 Methodology

3.1 Task Definition

Let C be a conversation consisting of n utter-
ances. Each utterance u; is spoken by one of the
speakers in the set S, which contains m speakers:
{s1,82, ..., Sm }. The objective of ERC is to predict
the emotion label y; for each utterance u;.

3.2 Overview

In the MKFM shown in Fig. 2, we incorporate
multiple knowledge. Based on how the model inte-
grates these knowledge types, we categorize them
into three classes. In the following sections, we
provide detailed descriptions of each module.

3.3 Utterance-level Encoder

Following Ghosal et al. (2020), we utilize the pre-
trained model RoBERTa (Liu et al., 2019) to en-
code the input vector u;. To enhance the utterance
representations using AUK, we include this knowl-
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Figure 2: Illustration of MKFM, where mathematical symbols are consistent with the formulas in this paper.

edge by utilizing the concatenation operation.

HEO) = Linear(x;) (1)
x; =u; ® EC; ® CS; ® ACS; 2)
u; = RoBERTa(u,) 3)

where 1; is the d,, dimension hidden states of
u;. HEO) € R% is the vector representation af-
ter linear transformation Linear. & represents
the concatenation operation. EC; € R% rep-
resents the emotion cause of the i-th utterance,
CS; € R% represents the commonsense knowl-
edge, and ACS; € R% represents the affective

commonsense knowledge.

3.4 Graph Context Encoder

In ERC, extracting contextual information from
surrounding utterances is crucial. However, rely-
ing on future utterances to determine the emotion
of the current utterance is not practical in real-life
situations (Poria et al., 2017; Ghosal et al., 2021a).
Therefore, we define the context of the current ut-
terance as the preceding utterances u;,Vj < i.
Previous research has focused on modeling intra-
and inter-speaker context dependencies to capture
emotional dynamics in conversations (Poria et al.,
2019b). To enhance the contextual information, we
employ a graph network that utilizes different edge
types guided by ACK to integrate contexts.

3.4.1 Graph Construction

Unlike the previous graph construction (Ghosal
etal., 2019; Li et al., 2021; Tu et al., 2022b), they
incorporate future utterances to update the current
utterance node. Following Shen et al. (2021b), we
build a directed graph G = (V, &, R, A) to model

context dependencies. u; € V and r; € R repre-
sent the utterance node and edge type, respectively.
e;j = (u;, 1y, u;) € € denotes the edge between
node ¢ and j, where j > ¢. The weight of e; ; is
denoted as av; ; € A. The utterance-level encoder
initializes each node u;. The edge types in R are
determined by the speaker and various ACK.

3.4.2 Information Aggregation

For each node at layer £, the graph context encoder
aggregates its neighboring nodes as follows.

HE =Y M(Q)+M(Q) @

Q¥ = /S WORHY (5)
afi) = Softmax(Wg) [Hﬁg‘” D Hf)]) (6)
H — GRU,(H) @

where N, denotes the set of neighboring nodes.
Qf) is the context representation of u;. ng) €

R *2dn and W € Rnxdn represent projection
parameters of the model. M,() = 1y, and
M, (-) = 1y, denote the indicator function,
used to model the different context dependencies.
In previous methods,  was generally equal to s,

used to model inter- and inter-speaker context rep-

resentation ITII@). However, by utilizing ACK, 1

can represent the CR relationship, CT semantic cor-

relation, and EC2 to obtain the knowledge-enriched
9

i

contextual representation KH

H,© — GRU,(CH, H)) 8
caY — w© HE @ KA 9)
(&)

KH, =cT® ¢ cRY @ EC2¥  (10)

i =
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where CT( ) CR( ), and EC2§£) denote the
context representation by using ACK-enriched 7.

&)

CH, "~ denotes the knowledge-enriched contextual

representation. W& € R *4dn represents pro-
jection parameters of the model.

3.5 Contrastive Learning Module

For the classifier, we employ a feed-forward neural
network to predict the distributions of emotions.

Y, = Argmax(Softmax(W,0; + by)) (11)
O; = ReLU(W,.0; + b,) (12)

0,=H" 0o HYa ..o H 0 x, (13)
where W, € RI>(((+Ddrtddu) gnd W, €
R xdn are projection parameters. b, and by, are
biases. Y € RY is the predicting emotional label
set, where NV is the total number of utterances.

Loe = CrossEntropy(?, Y)+ B0, (14)

where L. is the classification loss. © is a set of
projection parameters. 3 represents the coefficient
of Lo-regularization. To distinguish between ordi-
nary utterances and SC utterances, as well as MP
utterances, and to obtain vector representations for
utterances related to the TP. we introduce the SCL
loss items L, L, and L;, as follows.

L=Le+ wsﬁ + 0Ly + oL (15)
Lojtjm=—— Zlog (S/T/M))  (16)
P(A) = ijl ﬂ[is«éﬂlmi:Aj]f(Oqu) an

Doty 1z £(04, Op)

where ny is the size of a mini-batch sample.
vs, Y and Y, are tuned hyper-parameters.
{;/m;/t;}*, € S/M/T indicates whether the
t-th utterance is a satirical expression, metaphori-
cal expression, and its topic, respectively. S/T /M
is the subset of ALK, generated by ChatGPT to
promote the utterance representations. £(x,*) =
eSmit*)/7T where 7 is the temperature parameter
and simi(.) denotes the cosine similarity function.

4 Experiments

4.1 Datasets

We conduct experiments on three datasets: IEMO-
CAP (Busso et al., 2008), EmoryNLP (Zahiri and
Choi, 2018), and MELD (Poria et al., 2019a). The
dataset statistics are presented in Table 1.

Dialogues Utterances
Dataset - -
train ‘ val | test | train ‘ val test
IEMOCAP 120 31 5,810 1,623
MELD 1039 | 114 | 280 | 9,989 | 1,109 | 2610
EmoryNLP | 659 89 | 79 | 7,551 | 954 984

Dataset | Classes Metric
IEMOCAP 6 Weighted Avg. F1

MELD 7 Weighted Avg. F1
EmoryNLP 7 Weighted Avg. F1

Table 1: Statistics of experimental datasets.

IEMOCAP comprises dyadic sessions where ac-
tors engage in improvisations or scripted scenarios.
Each utterance in this dataset is labeled with one of
the following emotions: happy, angry, neutral, sad,
excited, or frustrated. As there is no validation set
in this dataset, we adopt the approach from Shen
et al. (2021b) by utilizing the last 20 dialogues from
the training set for validation.

MELD is a multi-party conversation dataset col-
lected from the TV show Friends, which is an ex-
tension of the EmotionLines dataset (Hsu et al.,
2018). Each utterance is annotated with one emo-
tion from the set: surprise, fear, disgust, anger,
sadness, neutral, or joy, along with one sentiment
from the set: neutral, negative, or positive.

EmoryNLP consists of multi-party sessions
from the TV show Friends and each utterance is la-
beled with one emotion from the set: joyful, scared,
peaceful, sad, powerful, mad, or neutral, along with
one sentiment, as suggested in Ghosal et al. (2020),
from the set: neutral, negative, or positive.

4.2 Comparison Models

We compare our proposed framework with vari-
ous ERC baselines, including RNN-based models:
CauAIN (Zhao et al., 2022), COSMIC (Ghosal
et al., 2020), DialogueRNN (Majumder et al.,
2019); Memory networks: ICON (Hazarika et al.,
2018), AGHMN (Jiao et al., 2020); Graph-based
models: DialogueGCN (Ghosal et al., 2019), DAG-
ERC (Shen et al., 2021b), SKAIG (Li et al.,
2021); Transformer-based models: KET (Zhong
etal., 2019), BERT _BASE (Kenton and Toutanova,
2019), RoBERTa (Liu et al., 2019); Genera-
tive models: CoG-BART (Li et al., 2022a),
Curie (Olmo et al., 2021), ChatGPT (Ouyang et al.,
2022).

2Appendix A.1 details the prompt of ChatGPT and Curie
for ERC, and Appendix A.2 explains the prompt used to obtain
multiple knowledge mentioned in this paper.
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Methods IEMOCAP MELD EmoryNLP
Baseline 67.45 64.76 38.46
w/ TP 67.74 64.89 38.72
w/ SC 67.64 65.07 38.56
Ll wMP | 6826 61 386
j w/ TP + SC A 6790 A65.02 A38.89
w/ TP + 6773 A65.16 A 38.88
w/ SC + MP A 6831 A6519 43890
w/ TP + SC + MP A 67.66 A6517 A 3895
w/ EC 67.80 65.13 38.70
w/ CS 67.86 65.16 39.07
Ll wacs | esBs 6328 3855
3 w/ EC + CS N 6785 A6525 A 38.87
w/ EC + ACS 6753 A65.16 43872
w/ CS + ACS A 6797 A6527 A 39.06
w/EC+CS+ACS| A67.88 A6534 A 3889
w/ CR 68.02 65.15 38.78
w/ CT 67.66 65.19 38.66
Sl wEC | eres 6507 3879
3 w/ CR +CT N 67.87 A6525 43920
w/ CR + EC2 A 6849 A6528 A 38383
w/ CT + EC2 A 6846 A 6524 A 38.89
w/CR+CT+EC2| 26759 A6534 A 38.86

Table 2: Average weighted F1 score (%) of Baseline
(MKFM w/o any knowledge) based on homologous
knowledge. The best test scores are highlighted with an
underline. A, A, and & represent performance greater
than any individual knowledge, not less than certain
knowledge, and lower than any knowledge, respectively.

4.3 Experimental Settings

We perform a hyper-parameter search for MKFM
on each dataset with a validation set, including
learning rate, batch size, dropout rate, tuned hyper-
parameters W/, /p,, Ny, and ny. And we let d,, =
1024, 7 = 0.07, d, = 768, and dj, = 300 on each
dataset®. The reported results are all based on the
average weighted F1 score of 5 runs on the test set.

5 [Experimental Results

5.1 Contributions of Multiple Knowledge

Table 2 presents the performance of the model us-
ing each piece of knowledge. We can observe that
almost all of the knowledge sources have a positive
impact on the ERC task. Additionally, based on
the results from the three datasets, we can see that
for ALK, MP shows the most significant improve-
ment on the IEMOCAP dataset, with an increase
of 0.81%. For AUK, ACS exhibits the most pow-
erful performance improvement on the [IEMOCAP
dataset, with an increase of 1.43%. As for ACK,

3Appendix A.3 details more hyper-parameter settings.
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Figure 3: Lifting performance of the model on different
positions in conversations.
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Figure 4: Lifting performance of the model on ES prob-
lems and different emotional categories.

CR demonstrates the most significant performance
improvement on the [IEMOCAP dataset, with a rise
of 0.57%. Most importantly, to further investigate
the contributions of MP, ACS, and ACS in enhanc-
ing performance, we present their effects across
different emotional categories, various positions in
conversations, and their impact on utterances w/
emotion shift (ES) and w/o ES.

Contribution of knowledge to utterances in dif-
ferent positions: Fig. 3 show that improvements
become noticeable after the 100th utterance and
become significant after the 120th utterance. How-
ever, there is a slight dip in performance between
the 80th and 100th utterances, followed by a grad-
ual recovery and stabilization. The utterances of
performance enhancement are mainly observed to-
ward the end of conversations, possibly because
ERC models prioritize context in immediate prox-
imity (Ghosal et al., 2021b) due to their similar
semantics, making it challenging to detect utter-
ances requiring longer contexts. By incorporating
knowledge, the model can consider semantic ele-
ments of utterances from greater distances, which
is crucial for handling long conversation data.

Contribution of knowledge to utterances in dif-
ferent emotional categories: Regarding different
categories, as depicted in Fig. 4, all this knowledge
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consistently boosts the performance of minority
classes, such as ‘happy’. On the other hand, for
the majority classes, such as ‘neutral’, except for
the model w/ ACS, leveraging other knowledge ex-
hibits a decline in performance. Notably, the model
w/ ACS achieves promising performance across all
classes, except for a slight decrease in the emotion
“frustrated’, which further explains its significant
performance improvement. Overall, the incorpora-
tion of external knowledge appears to alleviate the
issue of class imbalance in ERC.

Contribution of knowledge to utterances in ES
problems: Concerning ES problems, although us-
ing this knowledge contributes to performance im-
provements, we find that the enhancements are
more prominent for utterances w/o ES. This sug-
gests that the ES problem in ERC remains a chal-
lenge, and solely relying on the introduced knowl-
edge is not sufficient for effective resolution.

5.2 Complementarity of Knowledge

Complementarity of homologous knowledge: In
Table 2, we can observe that there is a strong syn-
ergy between the homologous knowledge sources
ALK and ACK. However, the complementarity
performance of the model with AUK is notably
poor, which could be attributed to the introduction
of excessive noise associated with this knowledge
source (Jiang et al., 2022; Tu et al., 2022a).

Complementarity of non-homologous knowl-
edge: Moving on to non-homologous knowledge
sources, in Table 3, the combination of TP per-
forms poorly in the IEMOCAP dataset. In con-
trast to other knowledge types, some utterances
may lack specific topic assignments during anno-
tation. This inconsistency in annotation hinders
the complementarity of the model, and this phe-
nomenon is further amplified in long conversations.
This observation holds true even when combined
with three knowledge sources ALK + AUK + ACK.
Furthermore, we also explore a simpler approach
to integrating knowledge without considering the
complementarity of heterogeneous knowledge, as
shown in Table 5. This approach selects the best-
performing knowledge or combination of knowl-
edge from each homogeneous source. Experimen-
tal results show that this method further improved
the MELD and EmoryNLP datasets. However, per-
formance is slightly decreased on the long dialogue
dataset IEMOCAP. This decrease can be mainly
attributed to the dominance of ACS knowledge on

Methods IEMOCAP MELD EmoryNLP
Baseline 6745 6476  38.46

w/ TP + EC A67.82 16509 43930
w/ TP + CS 26720 6510 A 39.50
- w/ TP + ACS A67.84 16516 43922
= w/ SC + EC A6770 A6524 43933
+ w/ SC +CS AG8.04 46525 A39.17
é w/ SC + ACS A 6847 16522 43929
w/ MP + EC A68.19 46534 43890
w/ MP + CS A68.58 46538 43921
w/MP+ACS | ©6816 A6519 43927

L W/EC+CR | A6829 46531 43923
w/ EC + CT A G838 46534 A39.11
v w/ EC + EC2 A 6805 46532 439.06
> w/ CS + CR AG8.18 46533 43953
+ w/ CS +CT A6822 46539 439.19
é w/ CS +EC2 A G845 46539 43928
w/ACS+CR | A68.02 A6538 A39.08
w/ ACS + CT A 6851 A6534 43926
w/ACS+EC2 | A68.08 46550 A39.76

L w/TP+CR | ©6739 46543 43897
w/ TP + CT 26736 A6535 A39.22
v wi/ TP + EC2 A67.84 A6541 439.02
> w/ SC + CR AG8.55 A6544 439.40
+ w/ SC + CT A G879 46536 43930
é w/ SC + EC2 A G834 A6534 43925
w/ MP + CR A 6857 A6548 439.07
w/ MP + CT A G851 46546 439.17
w/ MP + EC2 AG8.65 46540 43924

| W/TP+EC+CR | ©67.66 46519 43920
w/TP+EC+CT | ©67.05 A6526 A 39.06
w/TP+EC+EC2 | 26699 46529 439.17
w/TP+CS+CR | ©67.44 A6529 A39.04
w/TP+CS+CT | 26674 46534 £39.00
w/TP+CS+EC2 | ©66.64 46527 439.11
w/TP+ACS+CR | ©67.34 46543 439.07
w/TP+ACS+CT | ©67.38 46526 43894
w/TP+ACS+EC2| 16775 A6537 43899
w/SC+EC+CR | 46856 A6538 43897
w| W/SC+EC+CT | A6826 A6532 439.12
S| W/SC+EC+EC2 | 6843 46537 439.17
S| WISC+CS+CR | A6842 AG6541 £39.00
S| W/SC+CS+CT | A68.38 A6545 43925
+|  W/SC+CS+EC2 | A6832 46547 439.05
4| W/SC+ACS+CR | 46826 A6551 43956
| WISC+ACS+CT | 46865 A6546 A 39.44
w/SC+ACS+EC2| 16822 A6547 43934
w/MP+EC+CR | 46827 AG6541 43897
w/MP+EC+CT | A6833 46537 39.07
w/MP+EC+EC2 | A68.17 46540 43896
Ww/MP+CS+CR | A6853 46536 43925
W/MP+CS+CT | A68.69 46538 43945
w/MP+CS+EC2 | A68.00 46544 43945
w/MP+ACS+CR | 16841 46546 43952
w/MP+ACS+CT | 16843 A6544 43928
w/MP+ ACS +EC2| A68.67 A6547 A 39.6

Table 3: Average weighted F1 score (%) of Baseline
based on non-homologous knowledge.
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SC + MP — SC SC +MP «+ SC #Ratio
= 9465% | 9520% ___| 0.9946
< SC + MP — MP SC + MP + MP #Ratio
94.69% 95.20% 0.9946
CS + ACS — CS CS + ACS + CS #Ratio
2 N4 | 9154% ___| 10000
< | CS+ACS — ACS CS + ACS < ACS | #Ratio
91.54% 91.89% 0.9962
CR + EC2 — CR CR+EC2 + CR | #Ratio
gl MI3% | u82% ___| 0.9928
<| CR+EC2—EC2 CR +EC2 <+ EC2 | #Ratio
94.40% 95.70% 0.9865
% MP + CS — MP MP + CS + MP #Ratio
f 91.87% 93.03% 0.9875
- | MP+CS—CS | MP+CS«CS | #Ratio
< 91.96% 94.66% 0.9714
= SC + CT — SC SC + CT « SC #Ratio
PN e N 9548% | 0.9964
5 SC+CT — CT SC+CT + CT #Ratio
< 94.23% 95.26% 0.9892
% ASC +EC2 — ASC | ASC +EC2 + ASC | #Ratio
I 3% | 9272% ___| L0152
M | ASC+EC2—EC2 | ASC+EC2+«+ EC2 | #Ratio
3 92.61% 92.44% 1.0019
5 MP + CS + CT — MP | MP + CS + CT < MP | #Ratio
f 94.67% 94.84% 0.9982
= | MP+CS +CT — CS | MP+CS + CT + CS | #Ratio
) 4d9% | 9623% ___| 0.9819
» | MP+CS+CT — CT | MP +CS + CT < CT | #Ratio
= 93.59% 94.44% 0.9910

Table 4: Complementarity of the model based on ho-
mologous and non-homologous knowledge. — and <+
correspond to elements 1 and 2, respectively. A smaller
ratio of elements 1 and 2 indicates stronger complemen-
tarity of the model using this knowledge.

Methods IEMOCAP MELD EmoryNLP
Baseline 67.45 64.76 38.46
B w/ ALK + AUK | 6827 6541 3943
w/ ALK + ACK 68.66 65.66 38.84
w/ AUK + ACK 68.67 65.34 39.61
w/ AUK + AUK + ACK 68.01 65.54 38.84

Table 5: Performance of the model based on the combi-
nation of best homologous knowledge.

that dataset, which makes simple concatenation in-
effective in complementing other knowledge. This
aspect is further demonstrated in the complemen-
tary heterogeneous knowledge.

Metrics for complementarity of knowledge:
To quantify the complementarity of knowledge
sources, a ratio of two elements was introduced.
Element 1 denotes the diversity of the model by
dividing the number of correctly predicted samples

The number of utterances correctly predicted in the model w/ MP + CS
but not in the model w/ CS on different positions in conversations

L
Els
Z 0.0 T T T T e
0 20 40 60 80 100 120
The number of utterances correctly predicted in the model w/ MP+CS
but not in the model w/ MP or CS on different positions in conversations
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Figure 5: Lifting performance of the model on different
positions in conversations.

Performance of the model on the validation set of the IEMOCAP dataset
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Figure 6: Lifting performance of the model based on
different coefficients of loss items.

using single or multiple knowledge (TT) by those
correctly predicted using multiple knowledge alone
(TF). Element 2 represents the consistency of the
model by dividing the number of TT by those cor-
rectly predicted using single knowledge alone (FT).
Ideally, higher consistency and lower diversity are
desired, indicating smaller ratios of Element 1 to 2
representing better complementarity. The reported
results in Table 4 highlight the most significant
performance improvement from different types of
knowledge and their combinations. The results
indicate that using MP + SC yields a stronger com-
plementary effect, while ASC + EC2 shows the
least favorable complementarity.

Further analysis to the complementarity of
knowledge: To provide a specific analysis, a set
of utterances is obtained that could be correctly
recognized by the model with SC but not by the
model with MP + SC. Among these utterances, 27
have no ES, while 31 have ES. The similar num-
bers indicate that ES has a negligible impact on
model consistency. However, a significant portion
of these utterances (70%) belong to the ‘frustrated’
and ‘happy’ classes, indicating challenges in en-
suring effective consistency for extreme classes
during the fusion process. Additionally, in Fig. 5,
we visualize the utterances correctly identified by
MP + SC but not by SC alone, as well as the sam-
ples correctly identified by MP + SC but not by
SC or MP alone. Interestingly, the distribution of
these samples did not show significant changes,

12166



suggesting that the diversity of the model with MP
+ SC primarily arises from coordinating the two
types of knowledge rather than supplementing a
distinct knowledge type. This further confirms the
strong complementarity between the two knowl-
edge sources.

5.3 Analysis of Loss Coefficients

In Fig. 6, we show the impact of different loss coef-
ficients on model performance. Increasing s and
1, results in a fluctuating pattern but overall con-
sistent improvement in the model’s performance.
However, the behavior of v is different. Initially,
increasing its value improves the model’s perfor-
mance, but then it rapidly declines. Even with
some improvement afterward, the performance re-
mains lower than that of the original model. This is
because not every utterance is assigned a specific
topic. Increasing 1, amplifies the semantic gap be-
tween utterances with and without a topic, leading
to a degradation in performance.

5.4 Comparison with Various Baselines

In Table 6, fine-tuning at the utterance level alone
is inadequate for ERC due to its reliance on context
and the speaker’s state information. EmoBERTa,
a modified version of RoBERTa, addresses this
limitation by adjusting input structures and improv-
ing performance. Graph-based models outperform
RNN-based models in IEMOCAP and EmoryNLP
datasets by effectively capturing local context in
lengthy conversations. However, in the MELD
dataset (TV show data), the coherence between con-
secutive utterances may be lacking, reducing the
advantage of graph-based models. Large models
struggle in ERC, possibly due to difficulties in cap-
turing intricate interactions, especially in lengthy
conversations, as seen in their performance on the
IEMOCAP dataset. And prompt-tuning the Curie
model alone is insufficient for comprehensive emo-
tional comprehension. Generative methods are not
ineffective for ERC, but task-specific factors like
imbalanced samples and long-term context model-
ing need to be considered (Li et al., 2022a).
Although LLMs often struggle to outperform
smaller models in complex tasks like ERC, they
can still contribute to advancements in ERC by
leveraging rich knowledge. Therefore, we utilize
ChatGPT to acquire diverse knowledge and pro-
posed MKFM, a graph-based model for integrating
this knowledge. We select several representative
results from Table 2, 3, and 5 to conduct a compari-

Methods IEMOCAP MELD EmoryNLP
ChatGPT? 40.07 54.37 37.55
Curie 57.33 65.01 37.40
BERT_BASE! 61.19 56.21 33.15
RoBERTz" 54.55 62.02 37.29
EmoBERT2 68.57 65.61 -
DialogueRNN 61.21 56.27 31.70
AGHMN’® 62.70 58.10 -
KET! 59.56 58.18 34.39
DAG-ERC? 68.03 63.65 39.02
COSMIC! 65.28 65.21 38.11
SKAIGP 66.96 65.18 38.88
CoG-BART’ 66.18 64.81 39.04
CauAIN’ 67.61 65.46 -
Baseline® 67.45 64.76 38.46
"~ Baseline w/ACS | 68.88 6528 3855
Baseline® w/ ALK + ACK |  68.66 65.66 38.84
Baseline’ w/ ACS + EC2 68.08 65.50 39.76

Table 6: Average weighted F1 score (%) of different
methods. ¥ represents our implemented model. Results
with # and ¥ are respectively retrieved from Zhong et al.
(2019) and Ghosal et al. (2020). Results with > are
retrieved from the original papers.

Performance of the KET model on Different Knowledge
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Figure 7: Lifting performance of different ERC models
based on various knowledge.

son with existing methods. The results, reported in
Table 6, clearly indicate that our method surpasses
state-of-the-art benchmarks, which demonstrates
both the feasibility of the proposed MKFM and the
efficacy of such knowledge for the ERC task. Ad-
ditionally, we conduct a paired t-test on the results,
revealing a significant p-value (< 0.05) between
the original baseline results and the baseline results
enhanced with different knowledge.

5.5 Generalization Analysis

To validate the generalization of multiple knowl-
edge in other ERC methods, we conduct exper-
iments using the RNN-based approach COSMIC
and the Transformer-based approach KET. In Fig. 7,
our findings indicate that while the KET model and
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ACK do not fit well in the MELD dataset, lever-
aging this knowledge demonstrates significant per-
formance improvements in other cases. This ob-
servation proves the generalization ability of this
knowledge for the ERC methods.

6 Conclusion

In this paper, we propose MKFM for integrating
multiple knowledge sources in ERC, which sur-
passes state-of-the-art baselines. We also conduct
further analysis of the contribution and comple-
mentarity of this knowledge. The contribution
of knowledge focuses on end-of-conversation ut-
terances, particularly those from minority classes.
However, there are still unresolved ES issues.
When it comes to the complementarity of homol-
ogous knowledge, apart from AUK’s performance
decline caused by noise, other cases generally show
satisfactory results. As for the complementarity
of non-homologous knowledge, the combination
including TP struggles with inconsistent annota-
tions leads to persistently poor performance in long
conversations. other cases show satisfactory results.
While the complementary improvement does not
address ES problems effectively, it has a notable im-
pact on utterances from minority classes, aligning
with the contribution of this knowledge. Addition-
ally, we showcase the impressive generalization
ability of this knowledge in other ERC models.
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Limitations

Our approach requires diverse knowledge encom-
passing co-reference, topics, and emotional causes,
which can be time-consuming, labor-intensive, and
resource-demanding to acquire. As a result, the
availability of knowledge for the MKFM model

may be limited, leading to potential performance
limitations. While the emergence of ChatGPT has
made accessing such knowledge easier, adjusting
prompts remains an unavoidable challenge, intro-
ducing a different form of "annotation" cost. Fur-
thermore, except for AUK and ALK, the introduc-
tion of ACK necessitates certain modifications to
the structure of non-graph-based models, which
adds to the workload of incorporating knowledge.
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Here is a new dialogue with 58 utterances.
1. Speaker 0: Guess what?

2. Speaker 1: what?

3. Speaker 0: I did it, I asked her to marry me. 4. Speaker 0: Yes, I did it.

5. Speaker 1: When?

6. Speaker 0: Oh my god, it was just last weekend.

7. Speaker 1: Oh, what, how- where how did you do it?

8. Speaker 0: She--well, she said yes, first of all, let me say that right off the bat. Well, T would

like to assume, too. But you never know these things, right?

9. Speaker 1: Okay good. I I assumed.

10. Speaker 1: oh-

11. Speaker 0: I did it up at Yosemite. We went camping right like we usually do. You know we

g0 camping up there all the time. But, um- the waterfalls had died down a little bit, you know. And so uh- we-I had her climb up.

12. Speaker 0: You know- we did some- you know some rock climbing up the waterfalls and went up to this little pool that was up there.
And then, I- it's great. Um- You have to climb this little rock-

13. Speaker 1: uh-huh.

14. Speaker 0: and you can climb it and it’s covered in algae you know. So, I wanted her to climb it to go take a picture, like, back in this
little waterfall area, and she got back there and she took her picture. And then, T had her come back. And I was going to do the same thing.

56. Speaker): it's great. I'm a lucky man.
57. Speakerl: That's incredible yeah Congratulations.

58. Speaker0: Thank you. Predicting the emotion of the above utterances.

Predicting the emotion of the above each utterance according to its historical utterances. Write your answer in the form of id: emotion.
Each utterance is one of the emotions: 'happy’,'sad', 'neutral', angry', 'excited', or ‘frustrated"

Figure 8: Prompt template for ChatGPT.

d. it was just last weekend. ->" "completion":" excited"}
how- where how did you do it? ->" "completion":" excited"}
awell, she said yes, first of all, let me say that right off the bat. Well, I would like to assume, too. But you never

{"prompt’"
know these things, right? -
{"prompt":"9. Speakerl: OF

: completion’:" excited"}
":"10. Speaker: oh- ->" "completion”:

ppy"}

{"prompt":"11. Speaker0: I did it up at Yosemite. We went camping right like we usually do. You know we go camping up there all the time.
But, um- the waterfalls had died down a little bit. you know. And so uh- we-I had her climb up. ->""completion":" happy"}

{"prompt":"12. Speaker0: You know- we did some- you know some rock climbing up the waterfalls and went up to this litle pool that was up
there. And then, I- it's great. Um- You have to climb this little rock- >","completion":" happy"}

{"prompt":"13. Speaker: uh-huh ->" "completion":" neutral"}

{"prompt""14. Speaker0: and you can climb it and it's covered in algae you know. So, I wanted her to climb it to go take a picture, like, back in
this little waterfall area, and she got back there and she took her picture. And then, 1 had her come back. And I was going to do the same thing.
->" "completion”:" happy"}

{"prompt""56. Speaker(): i's great. I'm a lucky man. ->","completion":" happy"}
{"prompt""57. Speakerl: That's incredible yeah Congratulations. ->""completion":" happy"}
{"prompt":"58. Speaker0: Thank you. ->","completion":" happy"}

Figure 9: Prompt template for the Curie model.

A Prompt Templates for ERC

In this section, we primarily focus on explaining
the methodology used to obtain the results for the
ChatGPT and prompt-tune Curie model in this pa-
per. For ChatGPT, we employ a prompt template,
as depicted in Fig. 8, to extract the emotion of
each utterance in a conversation. This approach en-
sures the utilization of contextual information and
facilitates the generation of well-formatted output
results. On the other hand, for the Curie model,
we directly access OpenAl’s API for implementa-
tion. We utilize the prompt example presented in

You are an invaluable assistant in analyzing which utterances are likely to have similar topics in the conversation.
The formats are as follows:

Tnput format :

utterance index. Speaker : sentence

Your reply format:

{'topic 1 id. 's id...],'topic 2" id,utterance's id.utterance's id...]....}
You should use 'utterance's id' instead of the concrete utterance.

You must answer in the format I gave you.

You should reply nothing but the format I gave you.

Figure 10: Prompt template for TP.

You are an invaluable assistant in analyzing which utterance is the expression of sarcasm in the conversation. Give
"Yes" or "No".

The formats are as follows:
Input format : On
utterance index. Speaker : sentence

Your reply format:
{41 Yes or No'\#2':'Yes or No' #3':'Yes or No'...}

For each utterance, you should reply an answer 'Yes' or 'No'
You must answer in the format I gave you.
You should reply nothing but the format I gave you

Figure 11: Prompt template for SC.

You are an invaluable assistant in analyzing which utterance is the expression of metaphor in the conversation. Give
"Yes" or "No".

The formats are as follows:
Input format : On
utterance index. Speaker : sentence

Your reply format:
{'#1":'Yes or No',#2":'Yes or No',#3"'Yes or No'...}

For each utterance, you should reply an answer 'Yes' or 'No'
“You must answer in the format I gave you.
You should reply nothing but the format T gave you

Figure 12: Prompt template for MP.

In a conversation, the emotion reflected in the current utterance may be influenced by the previous utterances.
Explain where the previous utterances influenced the emotion of the current utterance. Write your answer in the
form of id of the each utterance : the emotional reasons for the current utterance.

Figure 13: Prompt template for EC.

Fig. 9 to perform prompt-tuning, which enhances
the model’s performance in generating emotionally
appropriate responses.

B Prompt Templates for Knowledge

In this section, we explain the methodology used to
obtain multiple knowledge. We mainly use various
prompt templates (Figs. 10-18) to extract the rele-
vant knowledge from each utterance in a conversa-
tion. Due to the diversity of outputs from ChatGPT,
we also introduce some cases to standardize the for-
mat of generated knowledge such as CR, as shown
in Fig. 16. Especially, we conduct a manual eval-
uation of extracted knowledge. Specifically, we
randomly select 10% conversations to evaluate the
quality of this knowledge. Three human evaluators
rate each extracted knowledge on a scale of 0 to 5:
0 for extremely poor, 1 for poor, 2 for fair, 3 for
good, 4 for very good, and 5 for excellent quality.
The weighted average of these scores determines
the knowledge quality. Only knowledge with an av-
erage score above 3 is retained. Otherwise, adjust
the prompt template if necessary, re-extract, and
reevaluate.
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You are an invaluable assistant in analyzing commonsense knowledge in each utterance in the conversation.

Methods IEMOCAP MELD EmoryNLP

Commonsense Knowledge refers to people's normal, general Knowledge of the everyday world.C

knowledge is the general knowledge about things, behaviors, relations and events that people accumulate in their
daily life.It is the basis of ing and anticipation of the envi in which people live.For example, it is
commonly known that fire is hot, water is wet, and a sad person may cry.

The formats are as follows:
Input format :
sentence index. Speaker : sentence

Your reply format:

{1 2 3 '}
For each utterance, reply a sentence of commonsense knowledge limited 25 words

You must answer in the format I gave you.

You should reply nothing but the format I gave you.

Figure 14: Prompt template for CS.

You are an invaluable assistant in analyzing affective commonsense knowledge in each utterance in the
conversation.

Affective commonsense knowledge refers to the common cognitive understanding of emotions and their expression.
It involves people’s general ge of i ing, and icating emotions. Affective
commonsense knowledge includes people's ing of I responses and changes in social
interactions. For example, people generally know that laughter usually indicates happiness and crying usually
indicates sadness.

The formats are as follows:
Input format :
utterance index. Speaker : sentence

Your reply format:
{#1'affective commonsense knowledge'#2'affective
knowledge'...}

! #3' affective

For each utterance, reply a sentence of affective commonsense knowledge limited 25 words.

Figure 15: Prompt template for ACS.

Your work is to find an entity (pronoun or noun or noun phrase) with antecedents (pronoun or noun or noun phrase)
co-referring to the entity, \

which means the entity and the antecedents refer to the same underlying real-world entities. Please answer the
entities in the current utterance, the and the ids of where the are located.

Please answer the entities in the current utterance, the antecedents and the ids of utterances where the antecedents
are located.

Now I give you some task examples:

For example :

#1. Speaker 0 : Hello, nice to meet you.

#2. Speaker 1 : I am fine, thank you.

#3. Speaker 0 : Tom is cating fish.

#4. Speaker 1 : So am I! T also like eating it like him.

the correct answer is :

‘Speaker 0 1#1':
['you','#2'],

1.

‘Speaker 1 1#2': [
you #1']

[ Tom',%3'],
[ him', '#4' ]
1.
fish 1#3': [
[ fish','#3'],
[t #4']
1
}

Figure 16: Prompt template for CR.

In a conversation, we can understand the above each utterance according to its relevant history utterances. Write
your answer in the form of id of the each utterance: {ids of most relevant historical utterances}.

Figure 17: Prompt template for CT.

In a conversation, the emotions of the current utterance can be influenced by specific utterances before it. Your job
entails identifying an index of utterances that may be the emotional cause of the current utterance. Write your
answer in the form of : id of the each utterance: {ids of utterances that affect the emotions of the current utterance}.

Figure 18: Prompt template for EC2.

C Hyper-parameter settings

We perform a hyper-parameter search for Baseline
(MKFM w/o any knowledge) on each dataset with
a validation set, including learning rate, batch size,
dropout rate, and so on. The seeds are 200, 201,
202, 203, and 204. The detailed search results of
hyper-parameters are shown in Table 7. Addition-
ally, each training and testing process is run on a

Learning rate 0.0005 0.00001 0.0005
Batch size 16 8 32
Dropout rate 0.2 0.1 0.3
The number of layers ¢ 6 2 2
[n 0.5 0.3 0.2
s 0.8 0.5 0.5
UVm 1.0 0.8 0.8

Table 7: Search results of hyper-parameters.

single NVIDIA A100-PCIE-40GB GPU and the
reported results are all based on the average score
of 5 random runs on the test set.

D Glossary of acronyms

In this section, we compile a thorough glossary of
acronyms, as shown in Table 8, to assist readers in
comprehending the concepts in the paper.
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Acronym

Explanation

ERC Emotion Recognition in Conversations, the research task of this paper.
ES Emotion Shift, where two consecutive utterances in a conversation exhibit different emotions.
SCL Supervised Contrastive Learning, a training methodology for classification tasks.
MKFM | Multiple Knowledge Fusion Model, integrates three different knowledge: Utterance-level
Encoder for AUK, Graph Context Encoder for ACK, and Contrastive Learning module for
ALK.
AUK Auxiliary Utterance Knowledge, a category of knowledge represented by one or several
sentences for each utterance in a conversation.
CS CommonSense knowledge of utterances, a type of AUK.
ACS Affective CommonSense knowledge of utterances, a type of AUK with a focus on emotions
and sentiments.
EC Emotional Cause of utterances, a type of AUK focusing on context clues or triggers giving
rise to emotions and sentiments.
ACK Auxiliary Context Knowledge, a category of knowledge represented by an index list for each
utterance in a conversation.
CR Co-Reference relationships between utterances, a type of ACK represented as an index list
of historically related utterances.
EC2 Emotional Cause relationships between utterances, a type of ACK represented as an index
list indicating emotional causes behind the current utterance.
CT Context for a better understanding of utterances, a type of ACK represented as an index list
of historically relevant utterances.
ALK Auxiliary Label Knowledge, a category of knowledge represented by a label for each
utterance in a conversation.
TP Topics of utterances, a type of ALK represented as the topic label of each utterance in a
conversation.
SC Sarcasm indication for utterances, a type of ALK denoted by labels 1 or 0.
MP Metaphor indication for utterances, a type of ALK denoted by labels 1 or 0.

Table 8: Glossary of acronyms.
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