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Abstract

Recent work has shown that infusing layout
features into language models (LMs) improves
processing of visually-rich documents such as
scientific papers. Layout-infused LMs are often
evaluated on documents with familiar layout
features (e.g., papers from the same publisher),
but in practice models encounter documents
with unfamiliar distributions of layout features,
such as new combinations of text sizes and
styles, or new spatial configurations of textual
elements. In this work, we test whether layout-
infused LMs are robust to layout distribution
shifts. As a case study, we use the task of scien-
tific document structure recovery, segmenting
a scientific paper into its structural categories
(e.g., TITLE, CAPTION, REFERENCE). To emu-
late distribution shifts that occur in practice,
we re-partition the GROTOAP2 dataset. We
find that under layout distribution shifts model
performance degrades by up to 20 F1. Sim-
ple training strategies, such as increasing train-
ing diversity, can reduce this degradation by
over 35% relative F1; however, models fail to
reach in-distribution performance in any tested
out-of-distribution conditions. This work high-
lights the need to consider layout distribution
shifts during model evaluation, and presents a
methodology for conducting such evaluations.'

1 Introduction

Humans use layout to understand the organizational
structure of visually-rich documents such as scien-
tific papers, newspaper articles, and web pages. For
instance, a reader might use fontsize and boldfac-
ing to recognize a section title, while they might
use spatial location to recognize a footnote. Based
on the intuition that layout aids in document un-
derstanding, recent work introduced layout-infused
language models (LMs). To improve document pro-
cessing, these models incorporate layout features
*Work primarily done during internship at AI2.

'Our code and evaluation suite are available at
https://github.com/cchen23/layout_distribution_shift.
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Figure 1: Model performance on document structure
recovery, comparing training and testing in-distribution
vs out-of-distribution. Error bars indicate standard de-
viation across runs. Layout distribution shifts degrade
model performance by up to 20 F1 (Section 5.2). Sim-
ple training strategies such as few-shot fine-tuning and
increasing training diversity partially mitigate the drop
shown here (Section 5.3, Section 5.4).

such as the styling, size, and spatial configuration
of document text. However, these features often
change between documents — are layout-infused
LMs robust to shifts in layout distribution?

With rising interest in processing visually-rich
documents, some language models have been aug-
mented with components specifically designed to
process layout features (e.g., Xu et al., 2020).
Layout-infused models accurately process docu-
ments with similar layouts to those seen during
training (Shen et al., 2022; Huang et al., 2022b),
and can leverage visual information to better un-
derstand long-range dependencies (Nguyen et al.,
2023). But in practice, models often encounter doc-
uments with different layouts — for instance, pages
with a different number of columns, a different den-
sity of words on the page, and different locations of
textual elements. In order to realistically evaluate
model performance, we study model performance
under layout distribution shifts. Although robust-
ness to text-distribution shifts has been relatively
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Figure 2: Differences in layout between publishers (ACTA, BMC, PLOS, and RU). A. One representative page
from each publisher. Each word is colored according to structural category. Abstracts (orange) are structured in one
(ActA, BMC, PLOS) or two (RU) columns, spanning half (ACTA) or full (BMC, PL0S, RU) page widths. Author
affiliations (pink) may appear at the top (ACTA, PLOS, RU) or bottom (BMC) of the page. B. Spatial distribution
of metadata categories (e.g., AUTHOR_TITLE, PAGE_NUM). C. Boxplots showing number of words per page and

section, for each publisher.

well-studied, layout distribution shifts pose unique
challenges and may require unique solutions; there-
fore, we focus specifically on robustness to layout
distribution shifts.

Here we present a case study to evaluate model
robustness to layout distribution shifts. Our case
study focuses on the task of segmenting a scientific
paper into its structural categories. For example, a
scientific paper might be segmented into categories
such as TITLE, AUTHORS, CAPTION, PARAGRAPH,
and REFERENCE. We refer to this task as docu-
ment structure recovery.> We chose to focus on
this task because it serves as a testbed to deter-
mine whether layout-infusion remains beneficial
under layout distribution shifts. Document struc-
ture recovery requires grasping the organizational
structure of a document, a key piece of informa-
tion that layout conveys. Moreover, layout-infused
models have been shown to reach state-of-the-art

2Other names for this task include layout analysis (Li et al.,
2020; Zhong et al., 2019), logical structure recovery (Huang
et al., 2022a), zone classification (Tkaczyk et al., 2014), and
text classification (Shen et al., 2022).

performance on this task, in settings where the lay-
out distribution is the same between training and
testing (Shen et al., 2022; Huang et al., 2022b).

To test model robustness, evaluations must train
and test on examples drawn from different layout
distributions. However, existing datasets for docu-
ment structure recovery use random train-test splits,
and thus are ill-suited for evaluating model robust-
ness. In this work we leverage publisher meta-
data to construct train-test splits that reflect layout
distribution shifts. Publisher metadata is a proxy
for layout distribution shifts because publication
venue is a key driver of layout differences — dif-
ferent publishers adhere to different style guides
and templates (e.g., Figure 2). Moreover, layout
differences across publishers reflect layout distri-
bution shifts faced in practice as new publishers,
templates, and style guides arise. We use publisher
metadata to propose new train-test splits of an exist-
ing dataset (GROTOAP2, Tkaczyk et al. (2014)) for
scientific document structure recovery. These splits
are designed to reflect Layout Distribution Shifts;
hence we refer to the splits as GROTOAP2-LDS.
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Using GROTOAP2-LDS, we evaluate a set of
layout-infused LMs and find that model perfor-
mance degrades by up to 20 F1 under layout dis-
tribution shifts (Figure 1). We show that layout-
infused models can quickly adapt to new distri-
butions, and that increasing training diversity can
improve model robustness. However, even with
diverse training sets and fewshot fine-tuning, per-
formance on out-of-distribution layouts remains
more than 2 F1 below in-distribution performance.
Although layout-infusion aids in processing docu-
ments with in-distribution layouts, layout-infused
LMs may overfit on features seen during training.
We release our code and evaluation suite to enable
future evaluations and to facilitate expansions of
our evaluation suite.

2 Background and Related Work

Recent work established that models are often sen-
sitive to distribution shifts. Shifts in the distribu-
tion of text or image statistics have been shown
to substantially degrade model performance (e.g.,
Geirhos et al., 2020; Bai et al., 2021; Ye et al., 2021;
Miller et al., 2020; Koh et al., 2021), even in cases
when human performance is robust to these dis-
tribution shifts (Miller et al., 2020). For example,
question-answering models struggle to generalize
from text in Wikipedia to text in newspaper articles
(Miller et al., 2020), and image classification mod-
els struggle to generalize between images taken
from different cameras (Koh et al., 2021). We ex-
tend this line of research to study robustness to
shifts in the distribution of layout features.
Document structure recovery provides an op-
portune setting for evaluating robustness to layout
distribution shifts. Solving this task requires un-
derstanding how the text and visual layout of a
page convey the organizational structure of the doc-
ument, and layout-infused LMs have been shown
to reach near-human performance on this task
(Tkaczyk et al., 2014; Shen et al., 2022). Prior work
has shown that models transfer poorly across dif-
ferent document types (e.g., from scientific papers
to financial documents) (Pfitzmann et al., 2022).
Although different document types exhibit differ-
ences in layout, they also exhibit large differences
in other features, such as the textual domain and
the distribution of structural categories. It is there-
fore unclear whether poor transfer across document
types is due to layout distribution shifts or other
factors. In this work, we experiment using train-

test splits exhibiting different layout distributions
but with documents of the same type (i.e., scientific
papers from biomedical journals).?

Existing evaluation datasets for document struc-
ture recovery include many document types, such
as scientific papers (Tkaczyk et al., 2014; Li et al.,
2020; Zhong et al., 2019), forms (Jaume et al.,
2019), receipts (Park et al., 2019), and long-form
business documents (Grali’nski et al., 2020; Pfitz-
mann et al., 2022). We focus on scientific papers,
where layout distribution shifts are prevalent (Fig-
ure 2). Although existing datasets for scientific
document structure recovery contain documents
with different layouts, existing train-test splits do
not reflect layout distribution shifts.

3 Evaluation Methodology

To evaluate model robustness, we propose a set of
new train-test splits of GROTOAP2. These splits re-
flect layout distribution shifts that occur in practice,
and we refer to this set of splits as GROTOAP2-LDS.
In this section we formally define our task (Section
3.1), describe our procedure for partitioning data
into splits that emulate layout distribution shifts
(Section 3.2), and present a specific benchmark for
evaluating robustness to layout distribution shifts
(GROTOAP2-LDS, Section 3.3).

3.1 Task Definition

For each page, a model receives N words
wp, ..., wy in detected reading order. Layout-
infused models receive additional page features,
such as the x- and y- coordinates of the bounding
box of each word or an image of the page. Given
these inputs, the model must predict category labels
%0, ---» YN, one for each word, where y; is selected
from a set of structural page categories (e.g., TITLE,
CAPTION, AUTHORS)

3.2 Dataset Construction Procedure

We focus on layout distribution shifts within sci-
entific papers, but our data partitioning procedure
is agnostic to the particular document type. In the
future, this procedure could be used to evaluate

3Concurrent work (Wang et al., 2022) evaluates how well
models extract information on unseen form types (e.g., train-
ing on “Amendment" and “Short Form" foreign agent registra-
tion forms from the US government, and testing on “Dissemi-
nation Report" forms). In contrast, our experiments evaluate
transfer on documents of the same type (scientific articles
from biomedical journals), and experiment on a wider variety
of layout transfer settings (e.g., varying the amount of layout
diversity seen during training) (Section 5.4).
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model robustness with other types of documents,
such as receipts from different vendors or articles
from different newspapers.

Document-Level Layout Assignments Previous
evaluation setups assigned dataset splits at the
page level, sometimes placing different pages of
the same document in both the train and the test
set (Tkaczyk et al., 2014; Li et al., 2020). However,
layout formatting decisions are often made at the
document-level, and the layout of different pages
in a multi-page document are often highly depen-
dent on each other. We therefore consider layout
in terms of whole documents, and assign dataset
splits at the document level.

Provenance Metadata as a Proxy for Layout
Distribution Shifts For scientific papers, differ-
ent publishers format papers with different lay-
outs (Tkaczyk et al., 2014), and layout differences
across publishers reflect distribution shifts that may
occur in practice. We therefore use publisher meta-
data to partition documents into different dataset
splits. Existing datasets often do not preserve
provenance metadata, instead including only the
content and task labels for each document (e.g.,
Tkaczyk et al., 2014; Li et al., 2020; Zhong et al.,
2019). Fortunately, scientific literature citation
tools provide a way to recover publisher metadata
for scientific papers. To link each paper to its asso-
ciated publisher, we access the Semantic Scholar
database to obtain the journal based on the title of
each publication in GROTOAP2, and then map from
each journal to the corresponding publisher.

3.3 The GROTOAP2-LDS Benchmark

We use the procedure described in Section 3.2 to
construct GROTOAP2-LDS, a set of train-test splits
that evaluate model performance under different
training conditions.

Test splits We construct four test sets, each of
which contains papers from a held-out publisher
(AcTA, BMC, PLOS, RU). GROTOAP2 contains
a large number of papers from each of these pub-
lishers (at least 300 papers per publisher, or about
1 million words), ensuring enough data to com-
pute reliable estimates of in-distribution and out-
of-distribution performance.* Each of these four

“Other publishers also met the minimum number of pa-
pers/words (e.g., Nucleic Acids Research). We focused on
four publishers to keep the number of experiments tractable.

Test publisher  Train papers  Test papers
ACTA 2039 44
BMC 1886 63
RU 1893 62
PLOS 1349 130

Table 1: GROTOAP2-LDS split sizes.

publishers contains papers from a qualitatively dis-
tinct layout distribution (Figure 2). The same four
test sets are used to evaluate models under each
train condition.

For each publisher, 20% of papers were used as
a held-out test set, and the remaining 80% of pa-
pers were used in certain training conditions (e.g.,
to compute an estimate of in-distribution perfor-
mance). The test sets contain an average of 75
papers (~=500,000 words) each.

GROTOAP2-LDS includes 12 label categories
(ABSTRACT, ACKNOWLEDGEMENTS, AFFILIA-
TION, AUTHOR_TITLE, BIBLIOGRAPHIC_INFO,
BODY, DATES, FIGURE, PAGE_NUM, REFER-
ENCES, TABLE, UNKNOWN). Train/test split sizes
are included in Table 1.

In-Distribution (ID) Training For each of the
four held-out test publishers, we construct a train-
ing set with papers from the same publisher. Papers
from the same publisher exhibit different layouts,
but layout differences between papers within the
same publisher are small relative to differences
between papers from different publishers. We
therefore refer to settings in which models are
trained and tested on papers from the same pub-
lisher as the “in-distribution” setting, and settings
involving transfer across publishers as the “out-of-
distribution” setting. Model performance in this
setting is used to estimate the performance drop
between in-distribution and out-of-distribution lay-
outs.

Out-of-Distribution (OOD) Training We con-
struct training sets that evaluate model perfor-
mance under layout distribution shift. The number
of train papers is matched between training sets.
Each training set contains roughly 2,000 papers
(~10,000,000 words). We construct training sets
reflecting different levels of layout diversity. Our
default training approach (“LIMITEDPUBLISHER”)
is a leave-one-publisher-out setting in which each
model is trained on three publishers and tested on
the held-out fourth publisher. To evaluate the im-
pact of training set diversity on robustness to layout
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Data split B (%)
In-Distribution 50.13
LIMITEDPUBLISHER 64.54
LIMITEDPUBLISHER+ 75.47
LIMITEDPUBLISHER++  78.46

Table 2: Breadth of layouts in each training set. B
denotes the percentage of spatial page locations covered
by each structural category, averaged over categories.

distribution shifts, we construct datasets with 25
publishers (“LIMITEDPUBLISHER+") or 125 pub-
lishers (“LIMITEDPUBLISHER++").

To quantify the diversity of spatial configurations
in each training set, we measure the breadth (B)
of spatial locations covered by each structural cate-
gory. To compute B, for each structural category
we count the proportion of spatial x-y positions
where that category occurs,’ and then compute the
mean across categories. The value of B for each
data split is included in Table 2.

Few-shot Adaptation In practice, it may be pos-
sible to cheaply annotate a few papers from a new
layout distribution (e.g., when a trained model is
applied to papers from a new publisher.) To test
how quickly models can adapt to a new layout
distribution, we additionally evaluate models in
settings in which models are first trained on an out-
of-distribution training set, and are then fine-tuned
on a small amount of in-distribution data. Specif-
ically, before testing models on each of the test
sets, we perform few-shot fine-tuning with a few
annotated examples (10 papers, ~ 50, 000 words)
from the held-out test publisher.

4 Experiment Details

4.1 Models

We evaluate on BERT, LayoutLM, LayoutLMv?2,
LayoutLMv3, and SciBERT (we use the base un-
cased version of each model).® The three layout-
infused models (LayoutLM, LayoutLMv2, Lay-
outLLMv3) share the same model size and underly-
ing architecture as BERT (Devlin et al., 2019). The
equivalence in model size facilitates direct com-
parisons between different methods of incorporat-
ing layout features. Each layout-infused model is

Sx-y positions are determined using pixel locations in im-
ages of each page.

Because of computational constraints we evaluate on a
subset of all existing layout-infused models. We release our
code and train-test splits to aid evaluations of other models.

adapted to use layout features such as text position
or page image embeddings on top of the standard
BERT architecture. These layout-infused models
have previously been shown to achieve state-of-the-
art performance for processing visually-rich text
documents with in-distribution layouts (Xu et al.,
2020, 2021; Huang et al., 2022b; Shen et al., 2022).
We briefly describe these layout-infused models,
and defer to the original papers for more specific
details about model architecture and training.

LayoutLM (Xu et al., 2020): LayoutL.M is initial-
ized from BERT, and then adapted to incorporate
information about spatial text position. Masked
visual-language modeling and multi-label docu-
ment classification are used to adapt the model
to incorporate the layout-specific components.

LayoutLMv2 (Xu et al., 2021): LayoutLMv?2 is
initialized from BERT, and then adapted to incor-
porate spatial text position as well as image em-
beddings of page regions. Masked visual-language
modeling and text-image alignment are used to
adapt the model to incorporate the layout-specific
components.

LayoutLMv3 (Huang et al., 2022b): Lay-
outLMv3 is initialized from RoBERTa, and then
adapted to incorporate spatial text position as well
as image embeddings of page patches. Masked
language modeling, masked image modeling, and
word-patch alignment are used to adapt the model
to incorporate the layout-specific components.

We additionally evaluate on SciBERT (Beltagy
et al., 2019), which is pretrained with the same pre-
training tasks as BERT, but instead with data from
scientific texts. SCiIBERT allows us to compare the
benefit of layout-infusion with the benefit of simply
using a model pretrained on in-domain text.

I-VILA tokens, which provide a textual indica-
tion of visual group boundaries as part of model
input, have been shown to improve performance
on document structure recovery (Shen et al., 2022).
Our preliminary experiments showed that I-VILA
tokens improve performance across all experimen-
tal settings. Therefore for all reported experiments,
we use block-level I-VILA tokens provided by
Shen et al. (2022).

4.2 Implementation Details

We implemented experiments in PyTorch, using
the transformers library to access pretrained mod-
els (Paszke et al., 2019; Wolf et al., 2020). The
learning rate for each model was selected by train-
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ing each model with a learning rate of 1e-04, 1e-05,
and 1e-06, and selecting the learning rate with the
best dev set performance. This learning rate sweep
was done separately for the initial training phase
and for few-shot fine-tuning (see Appendix for de-
tails). The initial training stage included a linear
warmup schedule with 2000 steps. The adamW
optimizer with 81 = 0.9, B2 = 0.999 was used dur-
ing training. During each episode of few-shot fine-
tuning, eight papers were used as the train set and
two papers were used as the dev set. No warmup
was used during few-shot fine-tuning. Batch size
four was used throughout training. Models were
trained for a maximum of 10 epochs during the ini-
tial training phase and a maximum of 250 epochs
during few-shot fine-tuning. Dev set performance
was used for early stopping. For each model, the
initial training phase was performed over three ran-
dom seeds. For each random seed, few-shot fine-
tuning was performed over three different episodes.
Tables in Section 5 show the mean and standard
deviation over random seeds and episodes. Full
experimental results are included in the Appendix.

Test split Base model ID
BERT 93.81 +0.42
LayoutLM 94.33 +o0.18
SPLIT AVG  LayoutLMv2  94.28 +o.57
LayoutLMv3  94.58 +o0.32
SciBERT 94.24 +o0.52
BERT 86.78 +0.84
LayoutLM 86.71 +0.23
ACTA LayoutLMv2  87.40 +o.69
LayoutLMv3  88.67 +0.34
SciBERT 87.58 +£1.12
BERT 95.82 +0.41
LayoutLM 96.14 +0.09
BMC LayoutLMv2  95.77 +1.09
LayoutLMv3  95.79 +o0.63
SciBERT 96.23 +o0.19
BERT 95.38 +0.32
LayoutLM 96.64+0.20
RU LayoutLMv2  96.55 +o0.17
LayoutLMv3  96.36 +0.09
SciBERT 95.85 +0.37
BERT 97.24 +o0.12
LayoutLM 97.84 +o0.19
PLOS LayoutLMv2  97.38 +o0.32
LayoutLMv3  97.48 +o0.22
SciBERT 97.30 +0.42

Table 3: In-distribution performance. Test macro-F1
on document structure recovery. Mean and standard
deviation over trials is reported. The best performance
is highlighted in blue. Layout-infused models achieve
the highest in-distribution test performance.

5 Results

We use GROTOAP2-LDS (Section 3.3) to evaluate
robustness to layout distribution shifts. For each
experimental condition, models are evaluated on
four test sets, each containing papers from a held-
out layout distribution. Unless indicated other-
wise, model performance is reported as the average
across these four test sets.

5.1 Layout-infused LMs Perform Best on
In-Distribution Layouts

In-distribution performance of each model is shown
in Table 3. Consistent with prior work, we find
that layout-infused LMs reach the highest perfor-
mance for documents with in-distribution layouts.’
In subsequent sections, we use Ajp to refer to
the difference between model performance on this
in-distribution training condition, and on out-of-
distribution training conditions.

5.2 Models Overfit to Layout Distributions
Seen During Training

To evaluate model robustness to layout distribu-
tion shifts, we train models on papers from three
publishers (LIMITEDPUBLISHER), and then test
on papers from a held-out test publisher. Model
performance for each of the test sets is shown in
Table 4. Compared to in-distribution performance
(Table 3), out-of-distribution performance drops be-
tween 15.38 and 20.22 F1 (A;p). Layout-infused
models perform worse than SciBERT, a model not
pretrained with layout-specific components. Al-
though layout-infused models achieve the highest
performance for in-distribution layouts, these mod-
els overfit to layout distributions seen during train-
ing. In settings in which models need to gener-
alize to out-of-distribution layouts, models with
in-distribution text pretraining (as with SCiBERT)
may be more effective.

5.3 Models Can Quickly Adapt to Layout
Distribution Shifts

In practice, it may sometimes be possible to
cheaply annotate a few papers from a target dis-
tribution (e.g., when a system ingests papers from
a new publisher). To test how well models can
quickly adapt to a new layout distribution, we
first train models on out-of-distribution layouts
(LIMITEDPUBLISHER). For each of the four test

"Note that the inference-time costs of LayoutLMv2 and
LayoutLMv3 are around 10x more than other tested models.
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Test split Base model OOD Arp Test split Base model 00D Aip
BERT 74.52 +1.22 —19.29 BERT 89.64 +o.67  —4.16

LayoutLM 74.11 +1.30 —20.22 LayoutLM 90.14 +0.60  —4.19

SPLIT AVG  LayoutLMv2  74.65 +2.09 —19.63 SPLIT AVG LayoutLMv2 90.95 +0.65 —3.32
LayoutLMv3  76.50 +1.39 —18.07 LayoutLMv3  90.28 +o.63 —4.3

SciBERT 78.86 +0.74 —15.38 SciBERT 90.50 +0.58 —3.73

BERT 51.89 +1.20 —34.89 BERT 79.03 +0.93  —7.75

LayoutLM 51.15 +1.20 —35.56 LayoutLM 80.49 +1.11  —6.22

ACTA LayoutLMv2  55.83 +o0.98 —-31.57 AcCTA LayoutLMv2  81.45 +o.s86 —5.95
LayoutLMv3  55.83 +3.21 —32.84 LayoutLMv3  79.89 +o.85  —8.78

SciBERT 60.66 +to.28 —26.92 SciBERT 80.30 +0.73  —7.28

BERT 72.74 +1.19 —23.09 BERT 92.10 +1.02  —3.73

LayoutLM 74.84 +0.50 —-21.3 LayoutLM 93.32 +o.73 —2.82

BMC LayoutLMv2  73.26 +1.86 —22.51 BMC LayoutLMv2 94.22 +0.70 —1.55
LayoutLMv3  74.83 +o.86 —20.96 LayoutLMv3  93.19 +o0.57 —2.6

SciBERT 7810 +1.13 —18.13 SciBERT 93.74 +0.59  —2.49

BERT 83.68 +2.02 —11.7 BERT 91.57 +0.19 —3.81

LayoutLM 82.91 +1.52 —-13.73 LayoutLM 90.72 +0.41 —5.92

RU LayoutLMv2  81.62 +3.49 —14.93 RU LayoutLMv2  91.99 +0.47 —4.56
LayoutLMv3  84.13 +1.24 —12.23 LayoutLMv3  91.64 +o.7s  —4.72

SciBERT 87.36 +0.79 —8.49 SciBERT 91.79 +0.44  —4.06

BERT 89.76 +0.48 —7.48 BERT 95.88 +0.54 —1.36

LayoutLM 87.55 +1.96 —10.29 LayoutLM 96.04 +o0.52 —1.8

PLOS LayoutLMv2  87.87 +2.03 -9.51 PLOS LayoutLMv2  96.15 +o0.58  —1.23
LayoutLMv3  91.23 +o.23 —6.25 LayoutLMv3 96.38 +0.36 —1.1

SciBERT 89.32 +o.76 —7.98 SciBERT 96.19 +0.56  —1.11

Table 4: Out-of-distribution performance. Test macro-  Table 5: Out-of-distribution performance (test

F1 on document structure recovery. Layout distribution
shift substantially degrades performance of all models,
with SciBERT achieving the best out-of-distribution
test performance. For generalization to new layouts,
in-domain text pretraining may be more effective than
layout-infusion.

splits, we perform few-shot fine-tuning with ten
papers from the held-out test publisher, and then
evaluate on the test set for that publisher.

Table 5 shows model performance in this setting.
From the in-distribution to out-of-distribution set-
tings, model performance drops between 3.3 and
4.3 F1 (A1p). Although model performance falls
substantially below in-distribution performance,
few-shot adaptation to the target distribution re-
duces the performance drop by over 80% com-
pared to settings in which models must directly
generalize to the new distribution (Table 4). Af-
ter few-shot adaptation, LayoutLMv?2 achieves the
highest out-of-distribution test performance, sug-
gesting that layout-infusion may help models adapt
more quickly to new layout distributions.

5.4 Increasing Layout Diversity Observed
During Training Can Improve Robustness

To determine whether layout-diverse training can
improve model robustness, we train models on
papers from more publishers while holding the
total number of papers constant (the LIMITED-

macro-F1), after few-shot adaptation. Performance
on OOD layouts falls below ID performance, but few-
shot fine-tuning reduces the performance drop by up to
80%. LayoutLMv2 achieves the best out-of-distribution
test performance. Layout infusion may facilitate adapta-
tion to new layout distributions.

PUBLISHER+ and LIMITEDPUBLISHER++ train-
ing sets described in Section 3.3). Model per-
formance for each training diversity condition is
shown in Figure 3. Performance is shown sepa-
rately for settings in which models must generalize
directly to papers from a different layout distribu-
tion (as in Section 5.2), and for settings in which
models are fine-tuned on a few annotated examples
from the target distribution (as in Section 5.3).
When models must generalize directly to pa-
pers from a different layout distribution, a change
from training on LIMITEDPUBLISHER to LIMIT-
EDPUBLISHER+ increases test performance on out-
of-distribution layouts by a mean of 9.91 F1 over
models. A further increase in diversity from LIM-
ITEDPUBLISHER+ to LIMITEDPUBLISHER++ in-
creases performance by an additional 0.28 F1. In
settings where models receive a few annotated ex-
amples to adapt to the target distribution (e.g., Sec-
tion 5.3), training on LIMITEDPUBLISHER+ rather
than LIMITEDPUBLISHER yields a much smaller
performance gain (1.53 F1). In few-shot adaptation
settings, a further increase from training on LIM-
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overlap with benefits from few-shot adaptation.

ITEDPUBLISHER+ to LIMITEDPUBLISHER++ re-
sults in a -0.19 F1 drop in performance.

These results suggest that increasing the diver-
sity of layouts observed during training can im-
prove model robustness, but that this strategy pro-
vides diminishing returns as training diversity con-
tinues to increase. Furthermore, the benefits of
increasing training diversity may largely overlap
with the benefits of few-shot adaptation to the tar-
get distribution. Even in the most favorable out-
of-distribution setting, in which models are trained
on the most beneficial training diversity condition
and then fine-tuned on a few papers from the target
layout distribution, model performance is at least 2
F1 below in-distribution performance.

5.5 Error Analysis

In practice, shifts in layout and text distribution
are highly correlated. For instance, papers writ-
ten for different scientific communities differ in
both textual content and visual layout. To un-
derstand whether performance drops are driven
by changes in layout, we analyzed model perfor-
mance in the most difficult generalization setting
(LIMITEDPUBLISHER with no few-shot adapta-
tion). We examined whether generalization er-

rors typically occurred for categories for which
layout changes the most. Figure 4 shows the per-
formance drop between in-distribution and out-of-
distribution settings for each structural category.
Categories with the largest performance drops are
those which are often characterized by spatial lo-
cation, such as PAGE_NUM (-51.9 F1), BIBLIO-
GRAPHIC_INFO (-25.0 F1), and ACKNOWLEDGE-
MENTS (-22.7 F1). In contrast, much smaller per-
formance drops occurred in categories containing
the main textual content of the paper, such as BODY
(-9.2 F1) and ABSTRACT (-14.1 F1).

6 Conclusion

This work studies whether layout-infused models
are robust to layout distribution shift. We present
a method for evaluating robustness to layout dis-
tribution shift, and construct GROTOAP2-LDS, a
new set of splits for the GROTOAP2 dataset that
evaluate model robustness to layout distribution
shifts. We use GROTOAP2-LDS to evaluate a set of
existing layout-infused models (LayoutLM, Lay-
outLMv?2, and LayoutLMv3), and compare against
two text-only models (BERT, SciBERT).
Layout-infused models perform most accurately
on documents with familiar layouts (Table 3), but
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Figure 4: Performance drop per category, low-
diversity training. Performance drop (A;p) between
in-distribution and out-of-distribution layouts for each
structural category. Largest performance drops occur
for categories characterized by spatial page location
(e.g., PAGE_NUM, BIBLIOGRAPHIC_INFO). In contrast,
much smaller performance drops occured in categories
that contain the main textual content of the paper (e.g.,
BODY, ABSTRACT)

in settings where models must generalize to docu-
ments with unfamiliar layouts, layout-infused mod-
els underperform text-only models such as SciB-
ERT (Table 4). In such settings, models with in-
domain text pretraining both provide more accu-
rate results, and obviate the inference time cost of
processing visual layout features (e.g., image em-
beddings LayoutLMv3 increase inference time by
~ 10x).

We hypothesize that layout-specific components
overfit more because they receive less pretraining
data compared to text-only components, or because
they increase total model parameter count (e.g.,
LayoutLM, LayoutLMv2, and LayoutLMv3 con-
tain 20-45% more parameters than BERT and SciB-
ERT).® Future work could test whether larger-scale
pretraining improves robustness of layout-specific
components.

8We note that the discrepancy in generalization perfor-
mance is not driven by the proportion of UNK tokens. All
tokenizers produced fewer than 0.3% UNK tokens, and the
tokenizer for SCiBERT in fact had more UNK tokens than the
tokenizer for BERT and the LayoutLM models.

We show that training strategies such as increas-
ing training diversity or few-shot adaptation to the
target layout distribution can mitigate the perfor-
mance drop across layout distribution shifts. These
results provide guidance for curating training data
and highlight the importance during data collec-
tion of curating examples that reflect variation in
document provenance. In situations with a known
change in layout distribution (e.g., if a system
trained on papers from one publisher is re-used
to process papers from a new publisher), the cost
of annotating a few examples from the target distri-
bution may be highly effective, resulting in a large
improvement in out-of-distribution model perfor-
mance.

This work highlights the importance of consider-
ing layout distribution shifts when evaluating mod-
els on tasks involving visually-rich documents such
as scientific papers. We hope that our study and
evaluation methodology facilitate the development
of layout-infused models that can generalize across
layout distribution shifts.

7 Limitations

We use scientific papers as a first testbed for evalu-
ating model robustness to layout distribution shifts.
Many different layouts exist among scientific pa-
pers, and the existence of metadata databases facili-
tated the construction of train-test splits with layout
distribution shifts. However, scientific papers are
only one domain in which layout distribution shifts
occur. Layouts also vary for many other visually-
rich documents, such as business forms, receipts,
webpages, and newspapers. We hope our evalua-
tion methodology engenders evaluations on a wider
range of document types.

Our experiments involve a subset of the many
layout-infused models proposed in recent work
(e.g., Peng et al., 2022; Kim et al., 2021; Li et al.,
2021). The models in our experiments were cho-
sen because they share a similar model size and
underlying architecture, facilitating comparisons
between different methods of layout-infusion. We
release our evaluation suite to enable more compre-
hensive evaluations in the future.

Performance drops occur both for layout-infused
and, to a lesser extent, text-only models. The per-
formance drops from text-only models may be due
to layout information conveyed via word order and
visual section boundary markers, but may also re-
flect shifts in text distribution. Our error analy-
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ses suggest that generalization errors are driven by
shifts in layout rather than content (Section 5.5). In
the future, synthetic experiments (e.g., with LaTeX-
based manipulations) would help to fully disentan-
gle the effects of layout and content distribution
shifts, provided that large-scale synthetic manip-
ulations can be constrained to produce realistic
layouts.

8 Potential Risks

Although we do not foresee direct harms from this
work, our work is related to automated processing
of scientific documents. This line of study carries
the risk of inaccurately processing documents and
propagating false information about scientific find-
ings.
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Appendix

Experiment Compute Details

All experiments were run on NVIDIA RTX A6000
GPUs. For each training condition, model training
took around one day for LayoutLMv2 and Lay-
outLMv3, and took a couple hours for the other
three models (LayoutLM, BERT, and SciBERT).

Learning Rate Selection

To select the learning rate for each model, models
were trained on each of three learning rates (1e-04,
1e-05, 1e-06), and the learning rate that produced
the best performance on the dev set was selected.
Learning rate selection was performed separately
for each of the training stages: the initial stage
of training on the larger set of out-of-distribution
layouts, and few-shot fine-tuning on examples from
the target distribution. Dev performance for each
model is shown for the initial training stage (Table
6) and few-shot fine-tuning (Table 7).

Base Model 1le—04 1le—05 1le—06
BERT 97.067  97.817  96.942
LayoutLM 93.964 98.066 97.308
LayoutLMv2 6.326  98.006 97.171
LayoutLMv3 6.326  98.314  97.794
SciBERT 96.644 98.184  97.902

Table 6: Learning rate selection for the initial training
stage. Dev performance for each learning rate

Base Model 1le—04 1le—05 1le—06
BERT 78.408 97.301  97.395
LayoutLM 79.399  97.685  97.839
LayoutLMv2  79.358  97.869  97.772
LayoutLMv3  80.731 97.5 97.813
SciBERT 77417  97.733 98.01

Table 7: Learning rate selection for few-shot fine-tuning.
Dev performance for each learning rate

Dataset Details

Our set of new train-test splits, GROTOAP2-LDS,
is an adaptation of data released in the GROTOAP2
dataset. GROTOAP?2 is distributed under the CC-
BY license. Further use of GROTOAP2-LDSshould
attribute original dataset collection to (Tkaczyk
et al., 2014). We refer the reader to (Tkaczyk et al.,

2014) for details of the original data collection
procedure.

Label remapping

Although a shared annotation procedure was used
to label all papers in the GROTOAP2 dataset
(Tkaczyk et al., 2014), some differences XML
formatting for different publishers resulted in dis-
crepancies between structural category labels used
for different publishers. For instance, in the origi-
nal GROTOAP?2 dataset TITLE_AUTHOR labels are
used for some publishers, whereas separate TITLE
and AUTHOR labels are used for other publishers).
To account for minor annotation discrepancies be-
tween publishers as well as insufficient support
for certain category labels in our dataset splits, we
re-map the structural category tagset used in the
original GROTOAP2 dataset. Our label re-maping
is shown in Table 8.

New label Original labels

BIB_INFO BIB_INFO, COPYRIGHT

TITLE_AUTHOR AUTHOR, TITLE, TI-
TLE_AUTHOR

AFFILIATION AFFILIATION,  CORRESPON-
DENCE

UNKNOWN KEYWORDS, GLOSSARY,
EQUATION, TYPE, EDITOR,
CONFLICT_STATEMENT, UN-
KNOWN

Table 8: Label remapping for the GROTOAP2 tagset.

Full results

We provide the test performance for each trial and
episode in Tables 9, 10, 13, 11, 14, 12, and 15.

13356



Test Publisher Base Model Seed 0 Seed 1 Seed 2

BERT 87.96 86.05 86.34
LayoutLM 86.38 86.82 86.92
AcCTA LayoutLMv2 86.44 88.02 87.75
LayoutLMv3 88.26 88.63 89.1
SciBERT 86.02 88.11 88.59
BERT 95.66 96.4 95.44
LayoutLM 96.13 96.25 96.03
BMC LayoutLMv2 96.5 96.58 94.24
LayoutLMv3 94.94 95.94 96.48
SciBERT 96.39 96.34 95.97
BERT 95.49 95.71 94.94
LayoutLM 96.66 96.87 96.39
RU LayoutLMv2 96.68 96.66 96.3
LayoutLMv3 96.29 96.48 96.3
SciBERT 95.45 95.75 96.34
BERT 97.34 97.07 97.31
LayoutLM 98.01 97.92 97.58
PLoOS LayoutLMv2 97.44 96.97 97.74
LayoutLMv3 97.77 97.42 97.24
SciBERT 97.38 97.77 96.76

Table 9: Model performance for each random seed, in-
distribution training

Test Publisher Base Model Seed 0 Seed 1 Seed 2 Test Publisher Base Model Seed 0 Seed 1 Seed 2
BERT 51.46 53.52 50.69 BERT 59.59 57.42 59.48
LayoutLM 52.85 50.25 50.36 LayoutLM 60.48 58.04 57.37
ACTA LayoutLMv2 57.09 54.69 55.7 ACTA LayoutLMv2 61.31 55.37 56.47
LayoutLMv3 59.87 55.58 52.02 LayoutLMv3 54.78 59.63 56.45
SciBERT 60.37 60.59 61.03 SciBERT 61.26 64.0 65.55
BERT 71.55 74.37 72.31 BERT 94.82 94.64 95.16
LayoutLM 75.54 74.42 74.55 LayoutLM 94.12 94.51 93.7
BMC LayoutLMv2 70.65 74.28 74.85 BMC LayoutLMv2 93.28 94.4 93.65
LayoutLMv3 73.63 75.23 75.62 LayoutLMv3 94.44 94.4 94.03
SciBERT 78.47 76.58 79.27 SciBERT 93.54 94.75 93.68
BERT 81.03 85.93 84.07 BERT 92.44 92.37 92.57
LayoutLM 84.97 81.34 82.42 LayoutLM 93.09 92.29 92.67
RU LayoutLMv2 82.49 85.4 76.98 RU LayoutLMv2 92.87 92.15 91.68
LayoutLMv3 83.04 85.87 83.49 LayoutLMv3 93.31 93.49 93.06
SciBERT 88.36 87.3 86.44 SciBERT 91.68 91.91 92.57
BERT 89.09 90.2 90.0 BERT 86.62 87.41 85.24
LayoutLM 84.9 88.17 89.58 LayoutLM 85.13 85.54 84.8
PLOS LayoutLMv2 90.4 87.76 85.43 PLOS LayoutLMv2 88.57 87.84 85.45
LayoutLMv3 91.56 91.09 91.04 LayoutLMv3 87.95 87.84 86.62
SciBERT 88.25 89.9 89.8 SciBERT 92.54 93.69 93.1

Table 10: Model performance for each random seed,  Table 12: Model performance for each random seed,

LIMITEDPUBLISHER training LIMITEDPUBLISHER++ training
Test Publisher Base Model Seed 0 Seed 1 Seed 2
BERT 61.6 57.36 59.53
LayoutLM 58.8 62.31 59.99
AcCTA LayoutLMv2 60.4 59.15 58.22
LayoutLMv3 60.01 55.43 57.11
SciBERT 62.62 62.94 64.25
BERT 94.1 94.14 95.18
LayoutLM 93.53 93.71 94.42
BMC LayoutLMv2 94.01 93.26 93.9
LayoutLMv3 95.01 95.32 94.86
SciBERT 94.67 94.56 93.81
BERT 92.15 90.85 92.06
LayoutLM 91.43 91.32 91.28
RU LayoutLMv2 92.65 90.96 90.29
LayoutLMv3 90.87 91.08 90.49
SciBERT 92.52 92.68 92.26
BERT 88.0 87.94 86.17
LayoutLM 84.52 83.59 85.66
PLoOS LayoutLMv2 86.01 84.43 86.59
LayoutLMv3 86.61 86.52 87.33
SciBERT 89.09 92.61 90.44

Table 11: Model performance for each random seed,
LIMITEDPUBLISHER+ training
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Test Publisher Base Model Seed 0 Ep 0 Seed 0Ep 1 Seed 0 Ep 2 Seed 1 Ep 0 Seed 1 Ep 1 Seed 1 Ep2 Seed 2 Ep 0 Seed 2Ep 1 Seed 2 Ep 2

BERT 79.22 79.93 80.12 79.48 77.56 80.07 78.95 78.0 77.9
LayoutLM 82.48 81.22 80.35 80.44 79.23 78.49 81.48 80.36 80.35
AcCTA LayoutLMv2 81.46 82.2 80.92 81.55 80.87 79.63 82.11 82.75 81.52
LayoutLMv3 81.49 79.56 80.22 80.23 79.77 79.98 79.96 77.99 79.76
SciBERT 80.78 81.44 79.62 79.6 80.5 79.88 81.05 79.14 80.73
BERT 90.14 90.78 92.54 92.84 91.44 93.11 92.89 92.06 93.09
LayoutLM 92.46 93.07 93.6 94.51 93.76 94.15 92.09 92.91 93.35
BMC LayoutLMv2 93.35 93.21 93.81 95.58 93.97 94.71 94.77 94.2 94.41
LayoutLMv3 93.15 92.53 93.73 93.48 93.48 94.13 92.37 92.49 93.38
SciBERT 94.36 93.38 94.44 93.76 93.06 94.28 93.44 92.73 94.23
BERT 91.74 91.77 91.5 91.29 91.66 91.62 91.66 91.69 91.22
LayoutLM 90.86 90.0 90.56 91.28 91.12 91.01 90.93 90.18 90.49
RU LayoutLMv2 92.08 92.62 91.5 91.96 91.96 92.44 91.78 92.48 91.06
LayoutLMv3 91.98 92.01 91.88 90.96 90.79 90.28 92.85 92.02 91.99
SciBERT 92.02 90.99 91.18 92.28 91.89 91.63 92.44 91.74 91.92
BERT 95.94 95.42 96.69 96.15 95.41 96.52 96.07 94.86 95.88
LayoutLM 96.91 96.18 95.92 96.08 95.43 96.05 96.81 95.56 95.38
PLoOS LayoutLMv2 97.12 96.07 95.93 96.63 95.35 95.61 96.86 95.6 96.18
LayoutLMv3 96.91 96.23 96.5 96.7 96.43 96.15 96.74 95.76 95.96
SciBERT 96.12 94.96 96.69 96.57 95.54 96.55 96.74 96.13 96.4

Table 13: Model performance for each random seed and few-shot episode (Ep), LIMITEDPUBLISHER training, after
few-shot fine-tuning

Test Publisher Base Model Seed 0Ep 0 Seed 0Ep 1 Seed 0 Ep 2 Seed 1 Ep 0 Seed 1 Ep 1 Seed 1 Ep 2 Seed2Ep 0 Seed 2 Ep 1 Seed 2 Ep 2

BERT 82.88 84.03 81.67 80.18 79.9 80.53 80.28 79.06 79.37
LayoutLM 81.29 79.49 79.44 82.36 80.96 80.92 81.07 78.28 80.12
ACTA LayoutLMv2 84.51 84.27 84.23 81.58 83.99 83.47 81.52 84.46 84.03
LayoutLMv3 81.39 81.96 83.05 81.47 81.41 81.27 81.85 84.68 80.46
SciBERT 83.78 82.18 83.42 83.32 82.14 82.1 80.78 80.63 79.7
BERT 94.76 94.67 94.72 94.67 94.38 94.23 95.44 94.79 95.14
LayoutLM 94.83 94.79 94.43 95.24 94.8 95.46 95.05 95.08 95.19
BMC LayoutLMv2 95.19 95.24 95.54 95.64 95.14 95.58 95.41 94.02 94.99
LayoutLMv3 94.84 95.1 95.24 95.25 94.91 95.74 94.76 94.22 95.34
SciBERT 95.3 94.12 95.12 95.27 94.52 95.52 94.63 94.37 95.33
BERT 92.92 93.29 92.81 92.92 92.99 93.02 93.38 93.41 92.42
LayoutLM 93.05 93.72 92.92 93.85 94.35 93.36 93.28 93.8 91.86
RU LayoutLMv2 94.1 93.92 93.61 93.49 94.04 93.5 93.26 93.71 92.9
LayoutLMv3 93.34 93.83 93.25 93.8 93.58 93.31 93.75 94.02 93.85
SciBERT 94.37 93.95 93.51 94.0 93.2 93.8 93.72 94.06 93.72
BERT 96.51 96.18 96.49 96.34 95.9 95.47 96.47 96.43 96.52
LayoutLM 96.94 96.09 96.11 97.03 96.89 96.29 96.75 96.4 96.85
PLoS LayoutLMv2 96.77 96.08 95.4 97.02 95.86 95.25 96.77 96.03 94.93
LayoutLMv3 97.61 96.6 97.06 97.1 96.76 97.05 97.42 96.43 96.22
SciBERT 97.09 96.36 96.97 96.88 96.73 96.97 96.88 96.53 96.84

Table 14: Model performance for each random seed and few-shot episode (Ep), LIMITEDPUBLISHER+ training,
after few-shot fine-tuning

Test Publisher Base Model Seed 0Ep 0 Seed 0 Ep 1 Seed 0 Ep 2 Seed 1 Ep 0 Seed 1 Ep 1 Seed 1 Ep 2 Seed2Ep 0 Seed 2 Ep 1 Seed 2 Ep 2
BERT 79.79 80.22 81.14 79.9 79.41 78.29 80.48 81.22 79.48
LayoutLM 82.53 80.18 80.65 80.6 79.25 80.95 80.87 79.53 79.16
AcCTA LayoutLMv2 81.27 82.57 83.29 81.24 82.54 80.56 81.2 83.69 83.68
LayoutLMv3 81.53 82.74 81.06 82.73 82.67 80.9 81.44 82.71 81.14
SciBERT 81.81 82.98 82.37 81.8 82.17 82.74 80.64 82.03 81.26
BERT 95.21 94.97 94.97 95.58 94.88 95.2 95.65 95.08 95.33
LayoutLM 94.93 95.34 95.38 95.11 94.55 94.86 93.82 94.12 94.78
BMC LayoutLMv2 95.04 93.33 95.47 95.09 94.94 94.82 94.63 94.68 94.66
LayoutLMv3 95.57 94.54 94.58 95.22 93.77 94.67 95.03 93.2 94.02
SciBERT 94.86 94.15 94.56 95.32 94.82 95.07 94.98 93.34 94.66
BERT 93.36 93.27 92.78 93.39 93.55 93.03 93.48 93.67 93.65
LayoutLM 94.23 93.75 92.89 93.96 93.8 92.71 93.86 93.97 93.06
RU LayoutLMv2 93.95 93.56 92.86 94.31 93.68 93.18 94.04 93.67 93.33
LayoutLMv3 93.94 94.73 93.8 94.04 94.07 93.89 94.4 93.97 93.74
SciBERT 94.03 93.09 92.12 93.74 93.2 93.48 94.0 93.97 93.35
BERT 96.2 95.5 95.81 96.41 95.66 95.36 96.54 96.6 96.47
LayoutLM 96.92 97.02 97.07 96.57 96.34 96.22 97.2 96.52 96.51
PLoS LayoutLMv2 96.42 95.01 95.13 96.7 96.19 95.71 97.19 95.84 95.01
LayoutLMv3 97.03 96.27 96.25 96.53 96.06 96.37 96.79 95.7 95.66
SciBERT 97.06 96.3 96.58 97.3 96.76 97.12 96.95 96.42 96.76

Table 15: Model performance for each random seed and few-shot episode (Ep), LIMITEDPUBLISHER++ training,
after few-shot fine-tuning
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