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Abstract

Prompt tuning prepends a soft prompt to the
input embeddings or hidden states and only op-
timizes the prompt to adapt pretrained models
(PTMs) to downstream tasks. The previous
work manually selects prompt layers which are
far from optimal and failed to exploit the poten-
tial of prompt tuning. In this work, we propose
a novel framework, Selective Prompt Tuning
(SPT), that learns to select the proper prompt
layers by inserting a prompt controlled by a
learnable probabilistic gate at each intermediate
layer. We further propose a novel bi-level opti-
mization framework, SPT-DARTS, that can bet-
ter optimize the learnable gates and improve the
final prompt tuning performances of the learned
prompt layer settings. We conduct extensive
experiments with ten benchmark datasets under
the full-data and few-shot scenarios. The re-
sults demonstrate that our SPT framework can
perform better than the previous state-of-the-art
PETuning baselines with comparable or fewer
tunable parameters.

1 Introduction

Increasingly large pre-trained models (PTMs)
(Han et al., 2021; Devlin et al., 2019; Peters et al.,
2018; Liu et al., 2019b; Radford and Narasimhan,
2018; Raffel et al., 2019; Zhu, 2021b; Guo et al.,
2021; Zuo et al., 2022; Sun et al., 2020) have
achieved the state-of-the-art (SOTA) performances
on most NLP tasks. Full-model fine-tuning is
one of the most widely used method for utilizing
PTMs. However, fine-tuning (Devlin et al., 2019;
Zhu et al., 2023b, 2021a,b; Zhu, 2021a; Gao et al.,
2023; Zhang et al., 2023a) needs to tune all pa-
rameters of PTMs for each task, resulting in large
GPU memory and storage costs, especially for su-
persized PTMs (Brown et al., 2020; Wang et al.,
2021a). Parameter-efficient tuning (PETuning) is a
new fine-tuning paradigm that can reduce the adap-
tation costs of PTMs by only tuning a very small
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Figure 1: Overall comparison between our SPT method
and baselines under the few-shot scenario with 100 train-
ing samples for each task. All methods are evaluated on
ten text classification tasks using RoBERTa-large. The
radius of every circle indicates training speed (tokens
per millisecond).

number of internal or additional parameters (Ding
et al., 2022; Zhang et al., 2023b; Zhu et al., 2023a).

Prompt tuning (Lester et al., 2021) is a simple
and popular PETuning method that prepends a se-
quence of soft prompt tokens to the input sequence
and only tunes the prompts to adapt the PTM back-
bones to downstream tasks. Despite its advantages
in parameter efficiency and convenience in PTM
deployment, prompt tuning suffers from lower per-
formance and convergence rate than other PETun-
ing methods like Adapters (Houlsby et al., 2019;
Pfeiffer et al., 2021; Mahabadi et al., 2021; Zhang
et al., 2023b), and BitFit (Ben-Zaken et al., 2021).
Recently, there has been a branch of literature inves-
tigating the advanced techniques for improving the
performances of prompt tuning. P-tuning v2 (Liu
et al., 2021) improves the performance of prompt
tuning by inserting soft prompts into every hidden
layer of PTMs. However, it is difficult to optimize
and needs more training steps to attain competitive
performance. BBT (Sun et al., 2022) optimizes the
inserted prompts with derivative-free optimization.
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IDPG (Wu et al., 2022) employs a prompt gener-
ator with parameterized hyper-complex multipli-
cation (Le et al., 2021) to generate instance-aware
soft prompts. LPT (Liu et al., 2022a) inserts an
instance-aware late prompt generated by the neu-
ral prompt into an intermediate layer of the PTM
instead of the input layer or all layers. Liu et al.
(2022a) can achieve competitive performance un-
der both full-data and few-shot scenarios. Note
that the above methods adopt heuristic strategies to
determine where to insert prompts on the PTMs.

In this paper, we first conduct a pilot experiment
to show that simple modifications to the prompt
inserting strategies in Liu et al. (2022a,b) can result
in better performances than these baselines with
comparable tunable parameters. The pilot exper-
iments demonstrate that there is a dire need for
the optimal strategy of setting prompt layers into
PTMs. Predictably, such an optimal strategy may
vary across tasks or PTM backbones and is difficult
to construct manually. Therefore, we propose the
Selective Prompt Tuning (SPT) framework (Figure
2), which automatically searches for the optimal
strategy of inserting prompts into the PTMs.

Our SPT framework considers a simple search
space of whether to insert the generated instance-
aware prompts into an intermediate layer of the
PTM. As depicted in Figure 2, we initialize a
prompt hyper-network where each intermediate
layer of PTMs inserts a prompt controlled by a
learnable probabilistic gate av,,. We follow the bi-
level optimization strategy of Liu et al. (2019a) to
optimize the learnable probabilistic gates. After
optimization, we keep the top prompt layers that
receive the highest probabilities to meet the tunable
parameter budgets. To better optimize the learn-
able gates and obtain better prompt layer settings,
we propose SPT-DARTS, which consists of two
novel techniques to improve the optimization pro-
cess of Liu et al. (2019a). Our SPT framework
can automatically determine the suitable prompt-
inserting strategy that achieves a high-quality trade-
off between parameter efficiency and model perfor-
mance.

Extensive experiments are conducted on six
benchmark datasets from the GLUE benchmark
and four widely studied text classification bench-
marks. The results show that SPT performs compa-
rable to or outperforms the previous SOTA PETun-
ing methods. Especially in the few-shot scenario
with 100 training samples, SPT outperforms the

PETuning baselines by a clear margin. Figure 1
depicts the overall comparison between our SPT
method and baselines.

To summarize, our contributions are:

* We propose the SPT framework, which au-
tomatically learns to insert instance-aware
prompts at the proper intermediate layers of
PTMs.

* We propose SPT-DARTS, which contains two
novel techniques to improve the optimization
process of the prompt hyper-network.

* We verify our SPT framework in the full-data
and few-shot scenarios across ten benchmark
text classification tasks and three different
PTM backbones.

2 Related work

2.1 Prompt-based tuning

A major research line of PETuning is the prompt-
based tuning that inserts some additional soft
prompts into the embeddings or hidden states on
specific layers of PTMs. Prompt tuning (Lester
et al., 2021) and P-tuning (Liu et al., 2021) in-
sert a soft prompt on the word embedding layer
only and can achieve competitive results when ap-
plied to large-scale PTMs. Prefix tuning (Li and
Liang, 2021) and P-tuning v2 (Liu et al., 2021) in-
sert prompts to every hidden layer of PTM. (Zuo
et al., 2022) propose to utilize prompt tuning in
the continual learning of rumor detection. BBT
(Sun et al., 2022) optimizes the inserted prompt
with derivative-free optimization. Recently, there
have been a few works investigating instance-aware
prompting. IDPG (Wu et al., 2022) uses a prompt
generator to generate a soft prompt for every in-
stance. Context tuning (Tang et al., 2022) uses the
pretrained BERT model (Devlin et al., 2019) as the
prompt generator and focuses on NLG tasks. IPL
(Jin et al., 2022) first calculates relevance scores
between prompt tokens and inputs, then uses the
scores to re-weight the original prompt tokens.
However, IPL needs to tune all parameters of PTM.
LPT inserts an instance-aware late prompt into the
middle intermediate layer of the PTM instead of
the embedding layer or all the Transformer layers
and achieves competitive performances despite its
simple design.
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Figure 2: The overview of our SPT framework. Left: a prompt generator with a bottleneck architecture. Right: The
forward pass of SPT. At each transformer layer of PLM, one has to decide whether to use the prompt propagated
from the previous layer or inject a newly generated prompt.

Our work contributes to the literature by propos-
ing SPT, which selectively inserts prompts on cer-
tain intermediate layers of PTMs and effectively
boosts prompt tuning performance while maintain-
ing high parameter efficiency.

2.2 Other PETuning method

One important research line of PETuning is the
adapter-based tuning (Ding et al., 2022) that in-
serts certain adapter modules between or around
the self-attention or feed-forward modules of the
Transformer layer and only tunes these adapters in
downstream training for model adaptation. Adapter
(Houlsby et al., 2019) inserts adapter modules
with bottleneck architecture between every con-
secutive Transformer (Vaswani et al., 2017) sublay-
ers. AdapterDrop (Riicklé et al., 2020) improves
efficiency by removing adapters from lower lay-
ers. Compacter (Mahabadi et al., 2021) used low-
rank optimization and parameterized hypercom-
plex multiplication (Le et al., 2021) to compress
adapters. Zhang et al. (2023b) propose to optimize
the adapter architectures in order to obtain better
fine-tuning performances. Adapter-based tuning
methods have comparable results with model tun-
ing when training data is sufficient but work less
well in the few-shot scenario (Wang et al., 2021b).
There are also some other popular PETuning meth-
ods, such as BitFit (Ben-Zaken et al., 2021) which
only tunes the bias terms, LoRA (Hu et al., 2021)
which optimizes low-rank decomposition matrices
of the weights within self-attention layers.

Recently, there are work conducting automatic
configurations of PETuning modules, such as Hu
et al. (2022); Zhang et al. (2023b). Compared to
, we focus on the prompt layer selection, which
is not included in the search space of Hu et al.
(2022). Thus our work can be seen as a meaningful
complement to the existing literature.

3 Problem Formulation

For PTM full fine-tuning, the input samples are
usually reformulated as [CLS] (S;) [SEP] if the in-
puts are single sentences, and as [CLS] (S1) [SEP]
(S2) [SEP] if the inputs are sentence pairs. After
the PTM backbone encodes the inputs, the final
hidden states of the [CLS] token will be used to
predict classification labels with a linear classifica-
tion head.

In the settings of prompt tuning, the downstream
tasks are reformulated as masked language model
tasks to close the gap between pre-training and fine-
tuning. Specifically, we insert randomly initialized
soft prompt p on the word embeddings, and also
modify the original inputs using different manually
designed templates with a [MASK] token for task
adaptations. For example, in single-sentence tasks,
the input will be transformed into a template like

concat(p, E([CLS] (S1) It was [MASK]. [SEP]))

where E(x) means to map the tokens in the input
sequence x into embedding vectors. Then, we map
the original labels ) to some words (label words)
in the vocabulary V of M. Then the final hidden
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states of [MASK] token will be fed into the pre-
trained masked language modeling (MLM) head
to predict label words. During downstream task
tuning, the PTM backbone and the MLM head will
be frozen, and only the soft prompt p will be tuned.
This way, the downstream tasks are formulated as
a masked language modeling task to close the gap
between pre-training and downstream task tuning.

In the setting of our proposed SPT framework
(depicted in Figure 2), we investigate the prob-
lem of whether to insert newly generated instance-
aware prompts at the word embeddings or certain
intermediate layers of PTM. For convenience, we
will refer to the word embedding layer as the O-
th layer of the PTM. We refer to the layers at
which new prompts are inserted as the prompt lay-
ers (PLs). At a certain prompt layer ¢, we will use
a prompt generator PG; to generate a prompt p;
from a given input’s hidden states at layer <.

4 SPT: Selective Prompt Tuning

In this section, we will elaborate on our Selec-
tive Prompt Tuning (SPT) framework, which is
depicted in Figure 2. We first discuss our motiva-
tions. Then we will elaborate on our method for
determine the prompt layers.

4.1 Motivation

We have conducted a pilot experiment on the
RTE (Dagan et al., 2005) and Subj (Pang and
Lee, 2004) datasets in which we manually design
a series of strategies to set the prompt layers of
RoBERTa-large (Liu et al., 2019b). The details
are put in Appendix A due to limited length. The
experimental results demonstrate that: (a) simple
manually designed strategies of inserting prompts
could perform comparably with a recent strong
baseline prompt tuning method Liu et al. (2022a),
with comparable numbers of tunable parameters.
(b) setting too many prompt layers will instead hurt
the tuning performances. The above observations
raise a vital research question which we will ad-
dress:

R.G.1: how do we find the optimal strategy of
prompt injection, given the task at hand?

4.2 prompt generators

A prompt generator is a simple feed-forward
layer with a bottleneck architecture (Wu et al.,
2022). It first down-projects the hidden states
h of PTM from dimension d to dimension m

(m < d) via a linear layer MLPg,,,,,. Then it
obtains the prompt p with length [ through average
pooling operation Pooling(). The pooled prompt
will go through an activation function g and be up-
projected to dimension d via another linear layer
MLP,,,.

pP= MLPUP (g (POOling(MLPdown (h> ) ) ) Y

Following Mahabadi et al. (2021); Wu et al. (2022),
we employ the parameterized hyper-complex mul-
tiplication (PHM) layer (Le et al., 2021) with pa-
rameter n to reduce the parameters of MLP ;4.1
and MLP,,,. PHM substitutes the weight matrix
of a linear layer to a sum of Kronecker products,
thus having a parameter complexity of O(md/n),
reducing the parameters of the projection layers by
at most .

4.3 Prompt hyper-network

We aim to search for the optimal setting of
prompt layers under the limited tunable parame-
ter budgets. Assume the parameter budget allows
K prompt layers. Since not all prompt layers con-
tribute equally to task performance, only a fraction
of layers should be selected as prompt layers to
avoid redundancy of the tunable parameters.

Thus, we initialize a prompt hyper-network
where the embedding layer and all the intermediate
layers have a prompt generation layer controlled
by a learnable probabilistic gate. Introducing a
zero-initialized learnable parameter «; € R, the
learnable gate at layer ¢ is given by

a; = Sigmoid(qy), 2)

where Sigmoid() is the Sigmoid activation func-
tion. a; € (0, 1) can be seen as the probability of
activating the prompt generator at layer . At each
layer of the hyper-network, the prompt p; consists
Z(.p rev) propagated from the previ-
ous layer, and the prompt pgnew) generated from
the prompt generator PG; at layer ¢. Formally, the
prompt p; at layer ¢ is given by

of the prompt p

pi = (1-7%a)+p/" " +rxa;+p"™, 3)
where 7 € {0.5,1.0} is a hyper-parameter de-
termining whether to discard the previous layer’s
(prev) .
prompt p, when a new prompt is generated at
layer 7. Note that 7 = 1.0 is similar to Liu et al.
(2021) where instance-independent new prompts

are inserted at each intermediate layer.
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Through optimization, the probabilistic gate a;’s
value will move toward 0 or 1, acting as importance
scores for the prompt layers. The top K layers that
receive the highest probabilistic gate values will be
set as prompt layers to meet the parameter budget,
and the model with such a group of prompt layers
will be referred to as the learned SPT model.

Our hyper-network, which is the backbone
model with soft prompts at each layer and the
prompts are controlled by the learnable gates «;.
The parameters «; are learnt jointly with the model
parameters. So they are not hyper-parameters and
do not require hyper-parameter tuning to determine
their values.

4.4 Optimization of prompt hyper-network

Following DARTS (Liu et al., 2019a), we con-
sider all the parameters «; of the learnable proba-
bilistic gates as architectural parameters, denoted as
a, and optimize them via bi-level optimization. De-
note the hyper-networks’ prompt generator param-
eters as w. The bi-level optimization optimize «
conditioned on the optimized parameters of prompt
generators w”. At each epoch, the train set is split
into two splits D,, and D,,. The inner and outer
levels of optimization are conducted on these two
separate splits, which is analogous to validating
architectures trained on D, using a different split
D, to avoid over-fitting. Thus the optimization
objective is:

min £(Dg,w™, a),
6%

s.t. w* = argmin L(D,, w, a), (€))
w

where L() is the objective function on a given
downstream task. The above bi-level optimiza-
tion problem is approximated with an alternating
optimization strategy. The gradients of the prompt
generators are calculated with batches of samples
from D,,, and the gradients of « are calculated on
Dy

Although DARTS is widely applied, it is known
to produce unstable gradients and sub-optimal per-
formances (Dong and Yang, 2020). We propose
two novel techniques to improve the optimization
of architectural parameters . We will refer to our
modifications to DARTS as SPT-DARTS.
Re-parameterization of probabilistic gates
Note that probabilistic gates a; is calculated by
equation 3. Their optimization does not explic-
itly consider the trade-offs across different layers,

thus not optimizing to fully reveal the difference
in their contributions to the prompt hyper-network.
We now introduce a re-parameterization step to a;
before the calculation of equation 3:

Zi GD(a;)
> Qi 7

where GD() detaches the parameter from the com-
putational graph, and the parameter will never have
gradients. The above equation does not change the
value of a; since C' has a value of 1. And equation
3 becomes

)

a; =a; *xC = a; *

pi = (1 —7xa;)* (prev)—i—T*aZ*pnew 6)

Now the gradient of ¢; is given by:

0L _ -~ OL Diy

80@ - 8&k aal
B oL da; oL >,GD(a;) Oa;
=Cx oa; Oo; Z kaak (Zz ai)2 Oy

6&1' oL af oL
= *k — — < . 7
; (8@12 ;Z] 7 8ak> ( )

We can see that our re-parameterization technique

af

introduces an extra term ) _, Z —— in the gra-

g
dient. This way, we explicitly 1ntr0duce the interac-

tions among the gating parameters from different
layers during gradient computations.
Architectural consistency learning Note that
the final optimized model we want is sparse, with
most layers’ prompt generators being pruned. To
close the gap between the hyper-network and the
final model, we assign a Bernoulli distributed ran-
dom mask m; € {0, 1} with mean value s € (0, 1)
to each learnable probabilistic gate a,. Thus, equa-
tion 6 becomes

+mi*T*a; *pgnew)
3

Now we ask the same input x to go through
the forward pass twice, once with the architectural
masks applied (Equation 8) and once with the ar-
chitectural masks turned off (Equation 6), resulting

pi = (1—mi*7*dl)*p§prey)

in different hidden representations hg(gl) and hg) for
the input sample. We now introduce a consistency
regularization objective in addition to the task’s
objective function:

Lo =MSE(h{), h(?), ©)

x
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where MSE is the mean squared error loss function.
Note that this regularization term will be added to
both the inner and outer objectives in Equation 4.

Our consistency regularization objective is in-
spired by the recent works in consistency learn-
ing (Liang et al., 2021). Here, we apply the
idea of consistency learning to enhance the op-
timization process of the learnable probabilistic
gates. Intuitively, this regularization term encour-
ages the hyper-network to output consistent hidden
states when different sets of prompt generators are
pruned. It ensures that each prompt generator is
well-trained and bridges the gap between the hyper-
network and the final discretized SPT model. As a
result, the optimization of a; can better reflect the
contributions of each prompt generator, and thus
the final learned model will obtain better perfor-
mance.

5 Experiments

5.1 Evaluation datasets

We evaluate our method on five single-sentence
and five sentence-pair classification tasks, includ-
ing six tasks from GLUE benchmark (Wang et al.,
2018) and four other popular tasks, including
MPQA (Wiebe et al., 2005), MR (Pang and Lee,
2005), Subj (Pang and Lee, 2004), and TREC
(Voorhees and Tice, 2000) tasks. All details about
the dataset statistics and evaluation metrics can be
found in Appendix B.

5.2 Experiment Settings

All experiments are conducted on NVIDIA GTX
A40 GPUs. We use Pytorch (Paszke et al., 2019)
and HuggingFace’s Transformers (Wolf et al.,
2020) libraries to implement our SPT method. We
evaluate our method in both full-data and few-shot
scenarios on three PTM backbones, RoBERTa-
large (Liu et al., 2019b), DeBERTa-large (He et al.,
2020), and GPT2-large (Radford et al., 2019). Un-
less otherwise specified, the number of prompt lay-
ers K is set to 4, the prompt length [ is 10, and we
set 7 = 0.5 and the coefficient \. of the consis-
tency regularization term in Eq 9 to 1.0. That is,
our method will keep the previous layer’s prompt
when inserting new prompts. Moreover, we report
the average performances and standard deviations
on the test set of the learned SPT model across 5

'We set the coefficient \. of this term to 1.0. Without
further hyper-parameter tuning, this regularization can already
help improve the model performances.

random seeds under the full-data scenario and 10
random seeds under the few-shot scenario. More
implementation details are provided in Appendix
C.

5.3 Baselines

We compare our SPT framework with the current
SOTA baseline methods.

Fine-tune The traditional fine-tuning method that
trains all parameters in the PTM backbone.
Adapter-based tuning we compare with (1)
Adapter (Houlsby et al., 2019); (2) AdapterDrop
(Riicklé et al., 2020).

Prompt-based tuning For prompt-based tuning
methods, we compare with (1) Prompt Tuning
(Lester et al., 2021), (2) P-tuning v2 (Liu et al.,
2022b), (3) IDPG (Wu et al., 2022), and (4) LPT
(Liu et al., 2022a). The prompt length for all these
methods are set to 10.

Other PETuning methods We also compare: (1)
BitFit (Ben-Zaken et al., 2021); (2) LoRA (Hu
et al., 2021); (3) S? by Hu et al. (2022).

We implement Adapter, AdapterDrop, BitFit,
and LoRA using OpenDelta? library. Other base-
lines are implemented using their open-sourced
codes. For a fair comparison, we do not use supple-
mentary training like Wu et al. (2022) to enhance
performance.

5.4 Results in the few-shot scenario

We first evaluate our SPT framework in the few-
shot scenario. Following Wu et al. (2022); Liu
et al. (2022a), we consider three settings where the
training set size is 100, 200, and 500, respectively.
Under a given random seed, we randomly sample
the training samples from the original training set.
For every baseline and our SPT method, we will
run the experiments over 10 different random seeds
and report the mean and deviation on each task.
The development and test sets are the same as the
full-data scenarios.

The results for the few-shot scenario of 100 sam-
ples are presented in Table 1. The results for the
few-shot scenario of 200 and 500 samples are in
Table 12 of Appendix E. Our SPT method out-
performs all the baseline methods in the few-shot
settings. Especially when the training set has only
100 samples, the SPT method outperforms model
tuning by 3.3 points on average and Adapter by
3.7 points. Our method also outperforms all the

Zhttps://github.com/thunlp/OpenDelta
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Method Tunable  SST-2 MPQA MR Subj TREC MNLI MRPC QNLI QQP RTE Avg
Params (acc) (acc) (acc) (acc) (acc) (acc) (acc and f1) (acc) (acc and f1) (acc)

Model tuning 355M  87.6(1.2) 80.5(2.0) 825(25) 88.6(1.5) 89.3(1.9) 51.5(33) 773(1.0) 719(6.6) 699(2.1) 48.6(3.0) 747
" Adapter  1.6M 883 (1.3) 80.8(3.0) 829(1.5) 88.7(0.8) 887(1.7) 479(1.2) 768(14) 68527 673(1.8) 53.1(24) 743
AdapterDrop 811K  86.8(1.2) 80.3(2.3) 833(1.1) 883(1.2) 889(22) 452(0.8) 764(09) 674(3.9) 657(1.7) 514(1.8) 735
©UBitFit 273K 89.1(0.9) 82.0(2.1) 83.1(1.0) 87.3(1.0) 89.7(1.8) 51.0(1.9) 784(1.7) 693(6.5 69.7(09) 558(1.2) 755

LoRA 788K  88.5(1.3) 823(1.3) 83.5(0.9) 88.6(1.4) 89.9(0.8) 51.3(27) 77.8(1.7) 69.9(5.7) 703(1.3) 563(2.0) 758

S8 293k 89.2(1.2) 82.5(2.3) 83.4(0.8) 89.1(1.3) 89.8(1.5) 51.8(1.7) 783(1.3) 70.2(4.6) 70.6(1.1) 569(1.5) 762
“Prompt Tuning 21K~ 87.1(22) 75.5(3.8) 82.1(1.2) 82.6(28) 81.3(3.7) 463(1.8) 742(13) 628(23) 597Q2.1) 56.6(23) 708

P-tuning v2 985K  87.8(0.6) 78.6(1.6) 81.6(2.1) 87.7(1.4) 84.1(3.1) 413(1.8) 752(1.6) 66.2(3.3) 66.7(3.0)0 53.8(2.1) 723

IDPG 296K  88.6(1.7) 77.5(5.8) 82.7(1.8) 86.6(1.5) 856(2.7) 488(1.3) 76.1(1.6) 68.6(3.1) 645(1.6) 557(2.8) 735

LPT 263K 89.7(0.8) 82.8(1.4) 83.3(1.5) 89.7(1.7) 89.3(1.8) 52.5(2.00 78.1(.00 71.6(1.7) 70.8(1.9) 57.1(3.5) 765

Our SPT method
SPT (ours) 152K 90.8 (1.0) 84.5(1.6) 84.3(0.5) 90.8(0.9) 90.5(1.8) 54.9(1.7) 79.2(1.5) 73.2(22) 723(1.3) 589(23) 78.0
SPT (7 = 1.0) 152k 90.1(1.1) 83.3(1.5) 83.6(1.1) 89.6(1.2) 89.4(2.2) 53.1(2.1) 779(1.9) 72.1(25) 714(.1) 575(.1) 76.8

Table 1: Results in the few-shot scenario of 100 training samples. We report mean and standard deviation of
performance across 10 random seeds. Bold and Underline indicate the best and the second best results. All the

results are obtained using RoOBERTa-large.

prompt-based baseline methods with comparable
or less tunable parameters. The results demonstrate
that our method can achieve good generalization
performance when the training data is very scarce.
From Table 1 and 12, we can see that although
outperforming the prompt tuning-based baseline
methods, SPT with 7 = 1 generally performs less
well than SPT with 7 = 0.5. This result is intuitive.
The prompt propagated from the previous layers
carries different semantic or syntactic information
(Clark et al., 2019), which can help the current and
future layers to better encode the input sample.

5.5 Results in the full-data scenario

The overall comparison of our SPT framework
and the baselines in the full-data scenario is re-
ported in Table 11 in Appendix D. From the experi-
mental results, we can see that our SPT method can
outperform the PETuning baselines with compara-
ble or fewer tunable parameters. We can also ob-
serve from Table 11 that: (a) Generally, the prompt-
based methods are weaker than the adapter-based
methods under the full-data settings, especially on
sentence-pair tasks, which is consistent with the re-
sults from Sun et al. (2022). However, our method
overcomes this shortcoming by properly setting
the prompt generators at certain intermediate lay-
ers. (b) Our method SPT with the learned prompt
layer setting is comparable with or outperforms
the strong baselines, like AdapterDrop, BitFit, and
LoRA, with even fewer tunable parameters.

5.6 Analysis and ablation studies

Visualization and discussions of the learned SPT
models We visualize the learned SPT models
on the ten tasks with RoBERTa-large backbone via
heat map, as depicted in Figure 3. In Figure 3, the

Prompt layers determined by SPT

Figure 3: The heat map representing the chosen prompt
layers by our SPT method on each task, using ROBERTa-
large as backbone. For each cell, dark green represents
a prompt layer, while bright yellow means not.

rows represent different tasks, and the columns cor-
respond to the layer indices. For each cell, dark
green represents a prompt layer, while bright yel-
low means not. We can observe the following pat-
terns: (a) all the tasks decide to insert prompts
after the embedding layer (layer 0) and the first
four transformer layers, which is a similar obser-
vation to (Liu et al., 2022a). (b) Layers 10 to 19
of RoBERTa-large are frequently chosen as the
prompt layers. Similarly, Liu et al. (2022a) ob-
serve that the middle intermediate layers are the
most performing prompt layers. (c) SPT discards
the last four layers. We hypothesize that if we set
prompt layers among these layers, the newly gener-
ated prompt will not be propagated long enough to
formulate useful task-related information.

The effects of the number of prompt layers In
the main experiments (Tables 1 and 11), we mainly
set the number of prompt layers K to 4. To inves-
tigate how K affects SPT’s performance, we now
run the SPT method with K € {1,2,8,16}. We
adjust n so that different settings of k£ have compa-
rable tunable parameters. The results of the learned
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Settings Tunable SST-2 MNLI RTE Subj
Params (acc) (acc) (acc) (acc)
SPT(K =1) 149K | 94.9(0.2) 88.6(0.2) 76.6(1.1) 94.1(0.3)
SPT (K =2) 150K | 94.9 (0.1) 88.8(0.4) 78.1(1.5) 94.6(0.2)
SPT (K =4) 152K | 95.2(0.1) 89.0(0.3) 79.2(1.1) 95.3(0.1)
SPT (K =8) 157K | 95.3(0.2) 88.9(0.2) 78.9(1.2) 95.1(0.2)
SPT (K = 16) 166K | 95.0(0.1) 89.0(0.2) 78.5(1.0) 95.2(0.1)

Table 2: Results of SPT on four tasks with different
numbers of prompt layers K. The pretrained model is
RoBERTa-large. Bold indicates the best result among
PETuning methods.

SPT models can be found in Table 2. The results
show that: (a) our main setting K = 4 performs
comparable to or better than other settings of larger
K, showing that we can not achieve performance
bumps simply by adding more prompt layers. (b)
Note that by learning the placement of a single
prompt layer, our SPT (K = 1) model performs
comparable to or better than the strong baseline
Liu et al. (2022a). The results demonstrate that
our method indeed has the ability to discover the
proper prompt layers.

The effects of prompt length  In the main exper-
iments (Table 1), the prompt length [ for our SPT
method and LPT, IDPG is set to 10 following LPT
(Liu et al., 2022a). The same prompt length on the
three methods ensures that the comparisons of the
three methods are fair. Now, we change [ to 5 or 20,
and the performances on 4 tasks are reported in Ta-
ble 14 of Appendix G. From the results, we can see
that: (a) our method can consistently outperform
the baseline method under different prompt lengths.
(b) Our method is less affected by the prompt length
hyper-parameter, which is important to real-world
application since increasing the prompt length in-
creases computations quadratically.
Transferability of the learned PG settings We
now evaluate the transferability of the learned SPT
models. In table 3, we select four datasets, SST-2,
MNLI, RTE, and Subj, and treat them as the source
or target dataset. We search the prompt layer set-
ting on the source dataset and train with the learned
prompt layer on the target task. We can see from Ta-
ble 3 that the transferred prompt layer settings can
perform close to the directly learned settings and
already achieve better performances than most of
the baseline models. The transferability guarantees
the re-usability of our SPT framework.

Working with other pre-trained encoders To
demosntrate that our method’s superiority does not
rely on a specific pre-trained backbone, we run our
SPT method and baselines on the DeBERTa-large

Source Target
SST-2 MNLI RTE Subj
SST-2  95.2(0.1) 88.9(0.2) 79.1(1.4) 95.0(0.3)
MNLI 95.1(0.1) 89.0(0.3) 78.9(0.8) 94.9(0.2)
RTE 95.0(0.2) 88.7(0.3) 79.2(1.1) 94.7(0.3)
Subj 949(0.2) 88.8(0.1) 78.6(0.6) 95.3(0.1)

Table 3: Evaluation of the prompt layer settings trans-
ferred from source datasets to target datasets under the
full-data scenario. The target datasets are in the column
names, and the source datasets are in the row names.

Tunable SST-2 MNLI RTE Subj
Method
Params (acc) (acc) (acc) (acc)
DeBERTa-large backbone
Model tuning | 406M | 95.7(0.1) 89.9(0.2) 83.5(0.7) 96.4(0.2)
Prompt tuning 26K 94.0(0.3) 86.1(0.4) 62.8(1.5) 92.9(0.4)
LPT 263K | 94.9(0.2) 89.1(0.3) 78.1(1.3) 94.7(0.3)
SPT | 152K | 954(0.2) 89.5(0.3) 81.8(Ll.I) 95.7(0.4)
GPT2-large backbone
Model tuning 774M | 95.6(0.2) 89.1(0.3) 77.8(1.2) 96.2(0.3)
" Prompt tuning | 31K | 93.8(0.2) 86.2(0.3) 59.7(2.0) 93.0(0.4)
LPT 329K | 94.7(0.3) 89.1(04) 75.2(1.6) 94.1(0.3)
© SPT | 186K [953(0.2) $9.3(0.3) 77.1(1.5) 95.2(0.4)

Table 4: Results on 4 GLUE tasks using DeBERTa-
large and GPT2-large models as the backbone under the
full-data scenario. Bold indicates the best result among
PETuning methods.

(He et al., 2020) and GPT2-large (Radford et al.,
2019) backbones. The results are reported in Table
4. The results show that our method works well on
the two backbones and successfully outperform the
baselines.

Training efficiency of the SPT framework
Compared with LPT (Liu et al., 2022a), our op-
timization framework consumes 4~5 times training
time and 1.6 times GPU memory due to bi-level op-
timization and multiple forward passes. However,
considering that the training is done off-line, it is
affordable compared to manually designing differ-
ent prompt layer settings and running numerous
evaluations.

Inference efficiency = We run inference on the
RTE test set, with three different tasks: prompt tun-
ing, LPT, and the learned SPT model, with batch
size 32 and maximum length 128. The memory
footprint and speed are recorded in Table 13 (Ap-
pendix F). We can see that during inference, all
three methods consume almost equal GPU mem-
ory sizes, and SPT is 3.1% slower than LPT. The
results show that our SPT method achieves superior
performances while still being efficient.

5.7 Results on large language models

To demonstrate that our method can generalize
to larger language models, we now conduct the
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Tunable SST-2 MNLI RTE Subj
Method
Params (acc) (acc) (acc) (acc)
RoBERTa-large + LPT 263K 89.7(0.8) 52.5(2.0) 57.1(3.5) 89.7(1.7)
_RoBERTalarge + SPT | 152K _ | 908 (1.0) 54.9(1.7) 589(23) 90.8(0.9)
LlaMA-13b + LPT 1310K | 90.6 (0.6) 52.9(2.3) 57.9(3.0) 90.8(1.5)
LlaMA-13b + SPT 672K | 91.3(0.8) 55.7(1.9) 59.6(2.1) 91.2(0.7)

Table 5: Results on 4 GLUE tasks using the popular LLM, LlaMA-13b. The fine-tuning is done in the few-data

scenario (100 samples).

following three groups of experiments with open-
sourced language models.

Classification tasks  Continuing the experiments
in Table 1 and 4, we first experiment with the
LIaMA-13b (Touvron et al., 2023) (13 billion pa-
rameters) on the SST-2, MNLI, RTE and Subj tasks.
The results are presented in Table 5. We can see
that by selecting proper prompt layers, our SPT
method successfully help the LlaMA-13b back-
bone to achieve clear performance gains over the
LPT baseline. In addition, we can see that LLM
presents strong performances under the few-data
settings. However, the LLMs requires much higher
computational complexity and memory costs.
Other English tasks We now also conduct ex-
periments on other English tasks of different types:
(a) COPA, a task focused on commonsense reason-
ing. (b) ShaRE-13, a nested named entity recog-
nition (NER) task within the biomedical domain.
(c) MultiArith, a task centered around arithmetic
reasoning. To be consistent with Table 1, 4 and 5,
we sample 100 samples from the training sets of
these tasks as our training set. The hyper-parameter
settings are the same with Table 1. The results of
these experiments are presented in Table 6. From
the above table, the following observations can be
made: (1) ChatGPT demonstrates strong perfor-
mance in many NLP tasks without fine-tuning. In
contrast, when employing our SPT method with
100 training samples, fine-tuned LlaMA-2 13B ex-
hibits either comparable or superior performance
compared to ChatGPT. (2) On all the above tasks,
when having comparable tunable parameters, SPT
can outperform LoRA or LPT under the few-data
setting.

5.8 Validating our SPT-DARTS method

In order to validate the effectiveness of our SPT-
DARTS method, we now conduct two experiments.
Ablation on the hyper-network optimization
method The first experiment is to substitute SPT-
DARTS to DARTS (Liu et al., 2019a) or its variants

COPA  ShaRE-13 MultiArith
Method (acc) (f1) (acc)
ChatGPT 0732 0331 0.953
LIaMA-2 13B + LoRA | 0.718  0.532 0.888
LlaMA-13b + LPT | 0823  0.536 0.879

~ LlaMA-13b+SPT | 0.836 0553 0907

Table 6: Results of fine-tuned LlaMA-13b on 3 tasks.
The fine-tuning is done in the few-data scenario (100
samples).

P-DARTS (Chen et al., 2021), FairNAS (Chu et al.,
2021) or Lg regularization method (Louizos et al.,
2017). The results is presented in Table 15 (Ap-
pendix H.1). We can see that our SPT method can
obtain better learned SPT models than the other
methods.

SPT-DARTS on the NAS benchmark  Note
that the architectural consistency learning regu-
larization of our SPT-DARTS method is gener-
ally applicable to neural architecture search. We
now evaluate SPT-DARTS on the widely used
NAS benchmark, NAS-benchmark-201 (Dong and
Yang, 2020). We follow the same search setting
as DARTS on NAS-benchmark-201. The results
are in Table 16 of Appendix H.2. The results show
that our SPT-DARTS can outperform ENAS and
DARTS by a clear margin on NAS-benchmark-201.

6 Conclusion

In this work, we propose the SPT framework to
automatically determine the optimal settings for
prompt layers under the given PTM backbone and
downstream task. We initialize a prompt hyper-
network in which each layer has a prompt generator
controlled by a learnable probabilistic gate. To bet-
ter optimize the prompt hyper-network, we propose
a novel SPT-DARTS method containing two novel
modifications to the original DARTS’ bi-level opti-
mization process. Experiment results in full-data
and few-shot scenarios demonstrate that SPT can
achieve comparable or better performance than
state-of-the-art PETuning methods while maintain-
ing parameter and inference efficiency.
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Limitations

We showed that our proposed method can greatly
improve the performance of prompt tuning on di-
verse NLU tasks and three different pre-trained
models (i.e., RoOBERTa-large, DeBERTa-large, and
GPT2-large). However, the more large-scale pre-
trained models with tens of billions or more param-
eters were not studied due to limited computation
resources. In addition, a more comprehensive range
of tasks, like text generation, should be investigated.
Our framework can be easily transferred to other
backbone architectures and different types of tasks.
We are eager to validate our framework to a broader
range of scenarios in future work.

Ethics Statement

Our proposed method aims to improve prompt
tuning in terms of performance under a budget of
parameter efficiency. The datasets we experiment
with are widely used in previous work and, to our
knowledge, do not have any attached privacy or
ethical issues.
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A Pilot experiments for manually
designed prompt inserting strategies

Prompt tuning (Lester et al., 2021) only adds a
unified prompt at the word embeddings and does
not perform well on downstream tasks. P-tuning
v2 (Liu et al., 2021) improves upon prompt tuning
by inserting prompts at each intermediate layer of
PTM but suffers from difficulties in convergence.
Liu et al. (2022a) argue that prompt tuning per-
forms poorly mainly due to the long propagation
path of task-related information, which causes the
loss of task-related information during propagation
in the frozen model and thus affects test perfor-
mances. They further propose a late prompt tuning
framework that brings significant improvements by
generating an independent prompt for each sam-
ple and inserting these prompts at the 13-th layer
of the RoBERTa-large model (Liu et al., 2019b).
Since RoBERTa-large has 24 Transformer blocks,
the prompts that carry task-related information still
have to go through many transformer layers. Will
another prompt generation layer after the 13-th
layer help to preserve the task-related information
and improve the test performances? Will adding
more prompt generation layers be beneficial? Will
adding too many prompt layers hurt the model per-
formance?

Now we conduct pilot experiments on the RTE
(Dagan et al., 2005) and Subj (Pang and Lee, 2004)
datasets using the RoBERTa-large model to shed
light on the above research questions. We consider
the following model settings with ROBERTa-large
as the backbone model:

* Model My: following LPT (Liu et al., 2022a),
we only insert soft prompt at the 13-th layer
of PTM. The bottleneck dimension r of the
prompt generator is 128.

Model Tunable RTE Subj

parameters (acc) (acc)
Mo 263k 76.4 (1.3) 93.9(0.2)
My 262k 76.7 (0.9) 93.8(0.2)
Ma 295k 75.1(1.5) 92.5(0.2)
Mo 295k 75.6 (0.9) 92.9(0.4)
Mo 3 295k 76.4 (1.1) 93.6(0.1)
Moy 295k 76.8 (0.7) 94.2(0.2)

Table 7: The experimental results for the pilot experi-
ments, with the RoOBERTa-large backbone. The evalua-
tion metric for the RTE and Subj tasks is accuracy (acc).

* Model Mi: different from LPT (Liu et al.,
2022a), we set the 13-th and 19-th layers as
the prompt layers. The bottleneck dimension
r of the prompt generators is set to 64 to main-
tain a comparable number of tunable parame-
ters with model M.

* Model My ;: starting from layer 1, we set
a prompt layer for every k layers (k =
1,2, 3,4). The bottleneck dimension r of the
prompt generators are set to 6, 12, 18, and 24,
respectively.

Note that in the above models, if a prompt layer
has a prompt propagated from the previous layers,
we will average the newly generated prompt with
the old prompt and insert the resulting prompt into
the prompt layer. We can see that the above models
are simple variants of LPT (Liu et al., 2022a). The
experimental settings for this pilot experiment are
consistent with Section 5.2. The experiment results
are reported in Table 7.

From Table 7, the following observations can be
made: (a) we can see that some of the above simple
manually designed models can perform compara-
bly with or slightly outperform Liu et al. (2022a),
with comparable numbers of tunable parameters.
(b) Although adding more prompt layers can im-
prove the performances (as for M3 4), setting too
many prompt layers (like model Mo 1) will hurt
the model performances. The above observations
suggest that we could obtain better performances
of prompt tuning by appropriately setting prompt
layers at certain intermediate layers.

B Datasets and evaluation metrics

Dataset splits  For SST-2, MNLI, MRPC, QNLI,
QQP? and RTE datasets from the GLUE bench-

3https://www.quora.com/q/quoradata/
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Category Datasets  Itrainl  Idevl ltestl |V Type Labels
SST-2 66349 1000 872 2 sentiment positive, negative
MPQA 7606 1000 2000 2 opinion polarity positive, negative
Single-sentence MR 7662 1000 2000 2 sentiment positive, negative
Subj 7000 1000 2000 2 subjectivity subjective, objective
Trec 4952 500 500 6  question classification abbr., entity, description, human, loc., num.
MNLI 391702 1000 19647 3 NLI entailment, neutral, contradiction
MRPC 3668 204 204 2 paraphrase equivalent, not equivalent
Sentence-pair QNLI 103743 1000 5463 2 NLI entailment, not entailment
QQP 362846 1000 40430 2 paraphrase equivalent, not equivalent
RTE 2490 138 139 2 NLI entailment, not entailment

Table 8: The statistics of datasets evaluated in this work. For MNLLI task, the number of samples in development
and test sets is summed by matched and mismatched samples. |} is the number of classes for a dataset.

mark (Wang et al., 2018), the original test sets are
not publicly available. Thus we follow Zhang et al.
(2020) and Mahabadi et al. (2021) to construct
train/dev/test splits as follows: (a) for datasets with
fewer than 10k samples (RTE, MRPC), we divide
the original validation set in half, using one half for
validation and the other for testing. (b) for larger
datasets, we split 1k samples from the training set
as the development set and treat the original devel-
opment set as the test set.

For four other classification datasets, we select
a certain number of samples from the training set
as the development set. The number of samples for
each label is determined according to its proportion
in the original training set. The dataset statistics
after splitting are shown in Table 8.
Metrics for the tasks For MNLI, we report the
average accuracy score on the matched and mis-
matched test sets. For MRPC and QQP, we report
acc-f1, the average of the accuracy and F1 scores.
And we report accuracy for all other tasks.

C Implementation Details

Pretrained backbones = We evaluate our method
in both full-data and few-shot scenarios on three
PTM backbones, RoBERTa-large (Liu et al.,
2019b), DeBERTa-large (He et al., 2020), and
GPT2-large (Radford et al., 2019).

SPT Model settings We use the HugginFace
Transformers (Wolf et al., 2020) as the code base
for implementing our method. The prompt length
is 20. We follow Gao et al. (2021) and show the
used manual templates and label words in Table
9 and Table 10, respectively. Note that since the
vocabulary of the GPT2 model does not have the
[MASK] token, we justly use it to represent the po-
sitions that are needed to predict. Unless otherwise
specified, we set 7 = 0.5. That is, our method will
keep the previous layer’s prompt when inserting

new prompts. We also consider 7 = 1 for compar-
ison. We set the bottleneck dimension m = 128
and the targeted number of prompt layers K = 4.
For the PHM layers, we use the PyTorch imple-
mentation of Le et al. (2021), and set n = & for the
main experiments (Tables 11 and 1). We also run
models with K € {1,2,8,16} for comparison.

Settings for SPT-DARTS  For optimizing the
hyper-network and learning the optimal prompt
layer settings, we follow DARTS (Liu et al., 2019a)’
bi-level optimization method. We equally split the
original training set D44, into two splits, D,, and
D, on epoch start. D, is used to optimize the
parameters in the prompt generators, and D, is
used to optimize the gating parameters. The mean
value s for the Bernoulli architectural mask is set
to 0.6. The learned SPT model is retrained from
scratch in the original Dy,..;,, set and evaluated on
the dev and test sets. All the parameters are opti-
mized with the AdamW (Loshchilov and Hutter,
2019) optimizer with linear learning rate decay,
6% warmup ratio, and learning rate 5e-4. Under
the full-data scenario, the bi-level optimization and
retraining procedures will run for 7" epochs with
batch size B. We set I' = 30 and B = 8 for the
MPQA, subj, TREC, MRPC, and RTE tasks, and
T = 15 and B = 64 for SST-2 and QQP tasks,
T = 5and B = 128 for MNLI and QQP tasks.
For the GPT2-large model, we use the gradient ac-
cumulation technique to avoid out-of-memory and
control the actual batch size. Under the few-data
scenario, the bi-level optimization and retraining
procedures will run for 1000 steps with batch size
B = 8. For the bi-level optimization, one step for
the model parameters and one for the architectural
parameters constitute a complete step. The bi-level
optimization process will only run once. We report
the average performances and standard deviations
on the test set of the learned SPT model across 5
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Task Template Label words

SST-2  (S1) It was [MASK] . positive: great, negative: terrible

MPQA (S;) It was [MASK] . positive: great, negative: terrible

MR (S1) It was [MASK] . positive: great, negative: terrible

Subj (S1) It was [MASK] .  subjective: subjective, objective: objective

TREC  [MASK] : (S)) abbreviation: Express.ion, entity:. Entity, de.scription: Description
human: Human, location: Location, numeric: Number

MNLI  (S;) ? [MASK], (S2) entailment: Yes, netural: Maybe, contradiction: No

MRPC (S;) [MASK], (S2)  equivalent: Yes, not equivalent: No

QNLI  (S;) ? [MASK], (S2) entailment: Yes, not entailment: No

QQP (S1) [MASK], (S3) equivalent: Yes, not equivalent: No

RTE (S1) ? [MASK], (S2) entailment: Yes, not entailment: No

Table 9: The manual templates and label words used on RoOBERTa and DeBERTa models.

Task Template Label words

Subj (S1) It was [MASK] . subjective: subjective, objective: objective

TREC [MASK] : (S) abbreviation: Express.ion, entity:. Entity, de§cription: Description
human: Human, location: Location, numeric: Number

MRPC  (S1) (S2) They are [MASK] . equivalent: Yes, not equivalent: No

RTE (S1) (S2) They are [MASK] . entailment: Yes, not entailment: No

Table 10: The manual templates and label words used on the GPT2-large model.

random seeds under the full-data scenario and 10
random seeds under the few-shot scenario.
Settings for the baselines We also add man-
ual templates in Tables 9 and 10 to transfer the
downstream tasks to (masked) language modeling
tasks. For adapter-based tuning methods, we set
the down-projection size m to 16. We set the soft
prompt length to 20 for prompt tuning (Lester et al.,
2021), P-tuning v2 (Liu et al., 2022b), IDPG (Wu
et al., 2022) and LPT (Liu et al., 2022a). Besides,
we set the down-projection size m of IDPG (Wu
et al., 2022) and LPT (Liu et al., 2022a) to 128.
The hyperparameter r and « in LoRA (Hu et al.,
2021) are set to 8 and 16 on RoBERTa-large, 4 and
32 on GPT2-large. The settings for the optimizer,
learning rate, warm-up, and batch size are the same
as our SPT method. And we also report the aver-
age performances and standard deviations on the
test set across 5 random seeds under the full-data
scenario and 10 random seeds under the few-shot
scenario.

D Experimental results under the
full-data setting

In the main content, we present the results for
the few-shot scenario of 100 samples. Here, we
present the results for the full-data scenario. The
results are presented in Table 11.

E Experimental results under few-shot
settings

In the main content, we present the results for
the few-shot scenario of 100 samples. Here, we
present the results for the few-shot scenario of 200
samples and 500 samples. Under a given random
seed, we randomly sample the training samples
from the original training set. We will run the
experiments over 10 different random seeds and
report the mean and deviation on each task. The
pretrained backbone model is RoBERTa-large. The
results are presented in Table 12.

F Efficiency evaluations for SPT

In this section, we measure the memory con-
sumption and inference speed for three methods:
prompt tuning, LPT and SPT. The pre-trained back-
bone is RoBERTa-large, the batch size is set to
32 and the maximum sequence length is 128. We
report the measures in Table 13.

G Effects of the prompt length [

We now present the experimental results for
changing the prompt length in Table 14.
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Method Tunable SST-2 MPQA MR Subj TREC MNLI MRPC QNLI QQP RTE Ave
Params (acc) (acc) (acc) (acc) (acc) (acc) (acc-fl) (acc) (acc-fl) (acc)

Model tuning 355M  95.4(0.1) 90.6(0.5) 90.5(0.3) 95.8(0.4) 93.6(0.3) 89.3(0.1) 89.5(0.9) 91.6(0.3) 90.7(0.1) 81.2(1.0) 90.8
© " Adapter  1.6M  95.1(02) 89.2(0.5) 89.3(0.4) 95.0(0.4) 927(0.3) 88.5(0.1) 883(1.0) 91.0(0.3) 89.4(0.7) 78.8(1.2) 89.7

AdapterDrop 811K  94.7(0.3) 89.1(0.7) 89.2(0.5) 94.0(0.4) 92.2(0.5) 88.3(0.2) 88.1(1.3) 90.4(0.3) 87.6(0.3) 77.6(1.4) 89.2
©BitFit 273K 94.9(0.1) 89.2(0.9) 89.9(0.5 945(0.1) 92.6(0.3) 88.9(0.1) 87.7(0.9) 90.9(0.2) 87.9(04) 753(1.1) 892

LoRA 778K 94.2(0.3) 89.9(0.3) 90.1(0.1) 94.8(0.4) 92.3(0.6) 88.8(0.3) 838.7(0.6) 91.1(0.2) 89.3(0.1) 785(2.1) 89.7
“Prompt Tuning 21K~ 93.9(0.5) 88.8(0.8) 88.6(0.5) 92.6(0.6) 90.4(0.6) 86.3(0.4) 783(0.7) 89.1(0.1) 81.2(0.8) 61.9(0.5 85.1

P-tuning v2 985K  94.2(0.4) 89.9(0.6) 89.4(0.4) 93.2(0.2) 92.4(0.6) 88.5(0.3) 86.4(2.1) 89.5(0.3) 87.4(0.2) 69.1(2.3) 88.0

IDPG 296K 94.3(0.3) 89.5(0.6) 89.6(0.5) 93.3(0.6) 91.9(0.4) 879(05) 879(1.1) 88.6(04) 863(1.0) 71.8(1.9) 882

LPT 263K 94.8(0.2) 89.1(0.3) 89.6(0.1) 93.9(0.2) 92.1(0.2) 88.6(0.3) 88.3(1.0) 89.7(0.5) 88.5(0.4) 76.4(1.3) 89.1

Our SPT method
SPT 152K 95.2(0.1) 90.5(0.2) 90.2(0.2) 95.3(0.1) 93.5(0.2) 89.0(0.3) 89.1(0.7) 90.8(0.3) 89.2(0.4) 79.2(1.1) 90.2
SPT (1 = 1.0) 152K 94.9(0.2) 89.9(0.3) 89.8(0.4) 94.7(0.2) 92.7(0.2) 88.6(0.4) 88.8(1.0) 90.2(0.5) 88.6(0.4) 783(1.3) 89.7

Table 11: The Overall comparison in full-data scenario. We report mean and standard deviation of performance
over 5 different random seeds for all the methods. Bold and Underline indicate the best and the second best results.
PT-256 indicates prompt tuning with prompt length 256. All the results are obtained using ROBERTa-large as the
pre-trained backbone.

Tunable SST-2 MNLI RTE Subj
Method
Params (acc) (acc) (acc) (acc)
Few-shot scenario: 200 samples
Model tuning 355M | 88.9(0.9) 533 (2.1) 51.6(24) 89.9(1.1)
Prompt tuning 26K 88.2(0.7) 49.6(1.7) 58.1(22) 86.7(1.2)
LPT 329K | 909(0.9) 53.6(1.5) 59.4(1.7) 90.7(0.9)
- SPT | ] 186K | 92.3(0.7) 56.1(1.6) 61.6(1.9) 91.6(1.0)
Few-shot scenario: 500 samples
Model tuning 355M | 91.0(0.7) 63.1(1.8) 57.2(1.6) 90.9(0.7)
Prompt tuning 26K 89.1(0.7) 543 ((2.1) 63.5(1.5) 88.6(1.1)
LPT 263K | 91.1(0.9) 62.7(1.6) 66.8(1.6) 91.3(0.8)
- SPT | ] 152K | 92.6(0.7) 65.3(1.4) 68.1(1.4) 92.1(09)

Table 12: Results for the few-shot scenario of 200 samples and 500 samples. The pretrained backbone model is
RoBERTa-large. Bold indicates the best result among the PETuning methods.

Method Speed (it/s) | Memory (GB)
Prompt tuning 9.14 3.92
LPT 9.75 3.95
SPT 9.46 4.05

Table 13: Results for the efficiency measures. The
memory and speed during inference on the RTE test
set is presented. The backbone is RoOBERTa-large, the
batch size is set to 32 and maximum sequence length is
128.

H Appendix for analysis on the
SPT-DARTS method

H.1 Ablation on the NAS methods

Table 15 report the performance of SPT when
the SPT-DARTS method is replaced by the other
popular NAS methods: ENAS (Pham et al., 2018),
DARTS (Liu et al., 2019a), P-DARTS (Chen et al.,
2021), FairNAS (Chu et al., 2021), and Lq regular-
ization (Louizos et al., 2017). The model backbone
is RoBERTa-large.

H.2 Results on the NAS-Bench-201

NAS-Bench-201 (Dong and Yang, 2020) is the
most widely applied and investigated NAS bench-
mark analyzing various NAS methods. NAS-
Bench-201 provides a DARTS-like search space,
containing 4 internal nodes with 5 associated op-
erations. The search space consists of 15,625 ar-
chitectures, with the ground truth performance of
CIFAR-10, CIFAR-100 and ImageNet16-120 of
each architecture provided. On NAS-Bench-201,
the searching settings are kept the same as DARTS
on (Dong and Yang, 2020). Table 16 reports the
performances.
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Prompt SST-2 MNLI RTE Subj

Method length [ (acc) (acc) (acc) (acc)
LPT 10 89.7(0.8) 52.5(2.0) 57.1(3.5) 89.7(1.7)
LPT 5 89.3(0.9) 52.0(1.8) 56.3(2.9) 88.9(1.6)
LPT 20 89.9(0.8) 52.8(2.1) 57.6(3.3) 89.9(1.9)

SPT | 10 [90.8(1.0) 549(1.7) 589(23) 90.8(0.9)

SPT 5 90.7 (0.9) 54.7(1.6) 58.8(2.1) 90.8(0.8)
SPT 20 90.8 (1.1) 54.8(1.8) 59.0(2.3) 90.9(1.1)

Table 14: Results on 4 GLUE tasks with different prompt length using RoBERTa-large as the backbone under the
few-data scenario (100 samples). Bold indicates the best result among PETuning method.

Method Tunable SST-2 MNLI RTE Subj

Params (acc) (acc) (acc) (acc)
SPT-DARTS 152K 95.2(0.1) 89.0(0.3) 79.2(1.1) 95.3(0.1)
L regularization 152K 94.1(0.3) 87.9(0.7) 78.1(1.9) 93.7(0.4)
ENAS 152K 94.3(0.2) 88.2(0.5) 77.6(1.7) 94.3(0.3)
DARTS 152K 94.2(0.1) 88.1(0.5) 78.3(1.8) 93.8(0.4)
P-DARTS 152K 94.6 (0.2) 88.4(0.7) 78.3(1.6) 94.5(0.3)
FairNAS 152K 94.4(0.3) 88.2(0.6) 78.1(1.8) 94.3(0.2)

Table 15: Comparisons of different hyper-network optimization methods on our SPT framework.

costs (hours) CIFAR-10 CIFAR-100 ImageNet16-120
valid test valid test valid test
ENAS 3.9 3751 £3.19 53.89+£0.58 13.37+235 13.96+2.33 15.06+195 14.84 +2.10
DARTS 3.2 39.77 £0.00 54.30+0.00 15.03 4+0.00 15.61 £0.00 16.43+0.00 16.32+0.00
PC-DARTS - 89.96 £0.15 9341 +030 67.124+0.39 67.48+0.89 40.83 +0.08 41.31 +£0.22
SPT-DARTS 5.2 91.16 =045 93.89 £041 7045+0.52 70.61 £0.50 44.92 +0.48 4523 +0.58

Table 16: Performance comparison on NAS-Bench-201 benchmark.

11878



