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Abstract

Due to their similarity-based learning objec-
tives, pretrained sentence encoders often inter-
nalize stereotypical assumptions that reflect the
social biases that exist within their training cor-
pora. In this paper, we describe several kinds
of stereotypes concerning different communi-
ties that are present in popular sentence rep-
resentation models, including pretrained next
sentence prediction and contrastive sentence
representation models. We compare such mod-
els to textual entailment models that learn lan-
guage logic for a variety of downstream lan-
guage understanding tasks. By comparing
strong pretrained models based on text simi-
larity with textual entailment learning, we con-
clude that the explicit logic learning with tex-
tual entailment can significantly reduce bias
and improve the recognition of social com-
munities, without an explicit de-biasing pro-
cess. The code, model, and data associated
with this work are publicly available at https:
//github.com/luohongyin/ESP.git.

1 Introduction

Recent pretrained language models have achieved
significant improvements on natural language un-
derstanding tasks (Devlin et al., 2018; Liu et al.,
2019; Clark et al., 2020; He et al., 2020; Brown
et al., 2020). These models are typically trained
based on text similarity of words and sentences.
Since the optimization objective maximizes the
likelihood of the training corpora, the coherence
of words and sentences that often appears together
in the training corpora will be increased based on
the trained model. However, since the training cor-
pora are generated by humans, they can contain
a large amount of social bias and stereotypes, in-
cluding those concerning gender, race, and religion
(Nadeem et al., 2020; Stanczak and Augenstein,
2021; Kiritchenko and Mohammad, 2018).

In contrast, learning by textual entailment (Da-
gan et al., 2005; Williams et al., 2018) focuses
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Figure 1: Mitigating stereotypical sentence reasoning
bias with textual entailment models. The upper figure
stands for calculating text similarities with sentence
embeddings generated by a sentence encoder (Enc). The
lower figure stands for predicting the sentence relation
with a textual entailment classifier (Ent CLS). Both
sentence pairs are predicted neutral by the classifier.

more on logic than semantic similarity. According
to Dagan et al. (2005), textual entailment is not nec-
essarily strict logical entailment. Instead, textual
entailment stands for the case where the premise is
true so that the hypothesis is likely to be true. Con-
tradiction means that when the premise is true, the
hypothesis is likely to be false. A sentence can be
entailed, neutral, or contradictory with respect to
either semantically similar or unsimilar sentences.
As a result, a textual entailment model is less likely
to conduct stereotypical reasoning that is caused by
text similarity. As illustrated in Figure 1, a sentence
encoder model can generate sentence representa-
tions that reflect the bias in the pretraining corpora
via text similarity calculations. However, a textual
entailment model treats both sentence pairs as neu-
tral, indicating that the model should not be biased
to either option. The prediction indicates the fact
that there is no logical relation between gender and
occupation in the example shown.
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Besides gender, we also investigate different
types of stereotypical sentence reasoning of lan-
guage models, including race, religion, profession,
and emotion using StereoSet (Nadeem et al., 2020),
profession and gender terms in (Lu et al., 2020),
and emotion terms in (Kiritchenko and Moham-
mad, 2018). We make the following contributions
in this work:
1. Bias in sentence representations. We ana-
lyze the different types of stereotypical bias present
in pretrained language models and state-of-the-art
contrastive sentence representation models.
2. Textual entailment debiases. We demonstrate
that textual entailment models perform well on
sentence representation tasks, and are significantly
less biased than similarity-based sentence encoders,
without incorporating any explicit de-biasing.
3. Similarity causes bias, logic leads to fairness.
By analyzing the experimental results, we find that
the baseline sentence encoders learn human intu-
itions about text similarity, but contain significantly
more stereotypes. In contrast, textual entailment
tasks remove the models’ perception about text
similarity, but produce less biased predictions.

2 Related Work

Recent advances in language modeling has fol-
lowed the strategy of learning large-scale mod-
els on large-scale unannotated corpora with self-
supervised learning, including masked word and
next sentence prediction (Devlin et al., 2018; Liu
et al., 2019; He et al., 2020), wrong word detection
(Clark et al., 2020), and left-to-right language gen-
eration (Brown et al., 2020; Raffel et al., 2020).
The training of these models rely on the word
and sentence coherence of the pretraining corpora.
Word-level language models are the foundation of
sentence-level language encoders, including sen-
tenceBERT (Reimers and Gurevych, 2019), Sim-
CSE (Gao et al., 2021), and DiffCSE (Chuang et al.,
2022), that were proposed for generating sentence
embeddings with better representation abilities.

Recent studies have revealed that pretrained lan-
guage models can learn different types of stereotyp-
ical and biased reasoning. Recasens et al. (2013) in-
vestigated biased languages using Wikipedia texts.
Lu et al. (2020) surveyed stereotypical reasoning
in word-level language prediction and co-reference
resolution. Kiritchenko and Mohammad (2018)
probed language models with the sentiment anal-
ysis task and measured the different model behav-

iors against different social groups. Stereotypical
reasoning against race, gender, profession, and re-
ligion were also evaluated on recent masked lan-
guage models and sentence encoders in Nangia
et al. (2020) and Nadeem et al. (2020).

The studies about the biases introduced by lan-
guage models mainly focus on two types of tasks:
intra-sentence reasoning and inter-sentence reason-
ing. Intra-sentence, or word-level, reasoning rep-
resents word and co-reference selection in a sin-
gle sentence, which reveals the bias within word
and context representations (Bao and Qiao, 2019;
Bartl et al., 2020; Bolukbasi et al., 2016; Bordia
and Bowman, 2019; Cao and Daumé III, 2019;
Chaloner and Maldonado, 2019; Manzini et al.,
2019; Caliskan et al., 2017). On the other hand,
inter-sentence reasoning refers to reasoning biases
across sentences. More specifically, a set of given
sentences may not have any logical relationship,
but a similarity-based language model may be bi-
ased towards linking a subset of the sentences, re-
flecting the coherence bias of the pretraining cor-
pora (May et al., 2019; Kiritchenko and Moham-
mad, 2018; Nadeem et al., 2020). Recent studies
have also investigated the social bias under multi-
lingual settings (Costa-jussà et al., 2019; Elaraby
et al., 2018; Font and Costa-Jussa, 2019).

To mitigate the social biases that cause language
models to be untrustworthy, recent studies have
explored methods to debias the learning and pre-
dicting processes of language models. Typical de-
biasing methods include counterfactual data aug-
mentation (Zmigrod et al., 2019; Dinan et al., 2019;
Webster et al., 2020; Barikeri et al., 2021), dropout
regularization (Webster et al., 2020), self-debias
(Schick et al., 2021), sentence embedding debias
(Liang et al., 2020), and iterative nullspace projec-
tion (Ravfogel et al., 2020).

Besides the regular similarity-based pretraining
method applied by most language models, some
sentence encoding models also employ natural lan-
guage inference (NLI) corpora to learn textual en-
tailment (Bowman et al., 2015; Williams et al.,
2018). Superivised SimCSE (Gao et al., 2021) and
SentenceBERT (Reimers and Gurevych, 2019) use
entailment data as a part of the pretraining corpora,
while other studies apply entailment models to
handle downstream tasks, including fact-checking
(Thorne and Vlachos, 2018), relation extraction
(Obamuyide and Vlachos, 2018), and text classi-
fication (Yin et al., 2019). The learned textual en-
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tailment knowledge that encodes logic rather than
similarity provides the model a better generaliza-
tion ability across different tasks and domains.

3 Method

3.1 Measuring Stereotypical Reasoning

In this work, we use data from three different
sources to measure the stereotypical biases of sen-
tence encoders. We use the following corpora and
corresponding data construction strategies:
StereoSet. The StereoSet corpus (Nadeem et al.,
2020) contains both intra- and inter-sentence tasks
for evaluating stereotypical reasoning, including
gender, race, religion, and profession. Each data
example contains a context and three options, in-
cluding a stereotype, an anti-stereotype, and an
unrelated sentence. A model is required to score
each option and pick one. After selecting an option
for each data example, two metrics are evaluated,
including (1) the number of stereotypes being se-
lected, and (2) the number of unrelated options
being selected.

In this task, an ideal unbiased model selects 50%
stereotypes, 50% anti-stereotypes, and 0% unre-
lated options, while a random model selects 33.3%
stereotypical, anti-stereotypical, and unrelated op-
tions respectively. We used the idealized Context
Association Test (iCAT) score (%) to jointly assess
the quality and fairness of the sentence encoders.

iCAT = lms · min(ss, 100− ss)

50
(1)

where lms (language model score) stands for the
percentage that the model selects a related option,
and ss (stereotype score) stands for the percent-
age that the model selects a stereotypical option.
The iCAT score highlights the models that tend
to select related options with no preference as to
stereotypical and anti-stereotypical options.
Gender Profession & Emotion Test. We apply
the gender and profession vocabulary sets from
Lu et al. (2020) and the sentiment vocabulary set
from Kiritchenko and Mohammad (2018). With
the collected vocabulary, we test if sentence en-
coders conduct stereotypical reasoning that links
some professions and emotions to a specific gender
group. We also use an iCAT score to measure the
fairness, which is calculated using different metrics

iCAT = grs · min(gbs, 100− gbs)

50
(2)

where grs (gender recognition score) stands for the
percentage that a model correctly predicts the gen-
der of a gender-indicating noun, and gbs (gender
bias score) stands for the percentage that a model
links a profession or emotion to the man gender. To
calculate the percentages, we use a pool of gender-
indicating nouns that are associated with different
social and family roles.

3.2 Data and Prompts

We formulate each context association test as a
context sentence and three optional sentences. The
task for the models is to score each of the three
sentence pairs and select one of the options. We in-
troduce how we construct the test sets and prompts
respectively as follows:
StereoSet Inter-sentence. The inter-sentence sec-
tion of the StereoSet corpus contains 6,374 context
association tests, which are straightforward to con-
struct as sentence pair selection tasks, since they
are already well-formed for sentence pair scoring.
StereoSet Intra-sentence. The intra-sentence sec-
tion of the StereoSet corpus contains 6,392 context
association tests. Unlike the inter-sentence tests,
intra-sentence tests were originally designed for
masked language models to select a good word
to fill in the BLANK in the context sentence. For
example, the context sentence of a test is “Girls
tend to be more BLANK than boys”, and the option
words are “soft”, “determined”, and “fish” (less
related). To conduct sentence-level reasoning, we
replace the BLANK in the context sentence with
“what” and the candidate words. As a result, a sen-
tence encoder is required to represent the following
sentences, “Girls tend to be more what than boys”
and “Girls tend to be more soft than boys”, etc.
Gender-indicating terms. We collect 71 pairs,
or 142 binary gender-indicating terms about social
and family roles from Lu et al. (2020), for example,
uncle and aunt. 71 of them are masculine and the
other 71 are feminine. For each term, for example
aunt, we construct a prompt “the person is a(n)
aunt”. We evaluate if a model successfully reasons
“the person is a(n) aunt” → “the person is femi-
nine.” The motivation for this gender recognition
test is two-fold. First, when people use a gender-
indicating term, they would like the listener to infer
their genders. Second, we want to avoid obtaining
a fair but random model that fails to infer genders.
Professions and emotions. We collect 65 occu-
pation names from Lu et al. (2020), 20 emotion
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Dataset Task Context Options Metric Ideal Score

StereoSet Related option retrieval [premise claim] [related & unrelated claims] Language model score 100%
StereoSet Stereotype retrieval [premise claim] [stereotypical & anti-stereotypical claims] Stereotype score 50%
Gender & profession Gender recognition [masculine/feminine role] The person is masculine/feminine Gender recognition score 100%
Gender & profession Profession bias The person is a [pro] [masculine/feminine role] Gender bias score 50%
Emotion Vocab Emotion bias The person feels [emo] [masculine/feminine role] Gender bias score 50%

Table 1: The summary of data, tasks, prompts, metrics, and the scores of an ideal model that will be applied for
evaluation in this work. Gender & profession stands for the corresponding vocabulary sets in Lu et al. (2020), and
Emotion Vocab stands for the emotion vocabulary set in Kiritchenko and Mohammad (2018).

state terms, and 20 emotional situation terms from
Kiritchenko and Mohammad (2018). For an oc-
cupation term PRO, we construct a prompt “The
person is a PRO”; for an emotion state term ES,
we construct a prompt “The person feels ES”; and
for an emotion situation term ESIT, we construct a
prompt “The person told us about the ESIT event.”
We evaluate whether a model tends to link the con-
struct profession and emotion prompts to one of
the genders or not.

A summary of the data, tasks, prompts, metrics,
and scores of an ideal model is shown in Table 1.
We define an “ideal model” as a fair and perfectly
understanding model.

3.3 Textual Entailment

Training. We train the textual entailment models
with the MultiNLI corpus (Williams et al., 2018).
In MultiNLI, each data example contains a premise
and a hypothesis, and the task is to predict if the
hypothesis is likely to be true or false given the
premise. Each sentence pair is classified into three
classes: entailed, neutral, and contradictory. For
a premise p and a hypothesis h, we construct the
following supposition for the entailment model,

h is entailed by p.

The classifier model is trained to output true, false,
and neutral for each input supposition, and the
entailment relations of each sentence pair can be
directly inferred from the truth value of the corre-
sponding prompt. In this work, we train entailment
classifiers based on BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2020).
Evaluation. Standard sentence reasoning methods
are based on the inner product of the embeddings of
two sentences. With the textual entailment models,
we can calculate three scores for each sentence pair,
including entail, neutral, and contradictory scores.
With these scores, we can calculate a prediction
about the logical relation between two sentences.
In summary, we have two strategies to score sen-

tence pairs: 1. continuous sentence pair scoring
with entail, neutral, or contradiction scores, and 2.
discrete scoring using entailment predictions (en-
tail = 0, neutral = 1, and contradictory = 2). Given
a context, we prefer an option with a higher entail-
ment score, lower contradictory score, and smaller
entailment labels.

For the continuous scoring strategy, we calcu-
late the language model score with the number of
tests where the stereotype or anti-stereotype option
score is higher than the unrelated option, and cal-
culate the stereotype score with the number tests
where stereotype option score is higher than anti-
stereotype option. For the discrete scoring strategy
where we assign each option an entailment label,
the language score is calculated with the number of
tests where the unrelated option is predicted to be
less entailed than the stereotype or anti-stereotype.
The stereotype score is calculated with the number
of tests where the label {0, 1, 2} of the stereotype
option is lower then the anti-stereotype.

4 Experiments

4.1 Language Understanding

To ensure that the fairness of the entailment-based
language model does not come from a lack of
language understanding ability, we first show the
zero-shot adaptation performance of the entailment-
based language models. On the MNLI-mismatch
task, The RoBERTa model achieves 89.0% accu-
racy, and the DeBERTa model achieves 83.4%. We
compare different language models on other tasks
in the GLUE benchmark (Wang et al., 2018), in-
cluding QNLI, QQP, RTE, and SST2 tasks. For
each task, we construct suppositions for classifica-
tion according to the corresponding task descrip-
tion as shown in Table 2.

We compare the zero-shot adaptation perfor-
mance of our entailment-based supposition (ESP)
language models with weakly supervised baseline
models of different scales as follows:
Few-shot 350M models. We compare our

1246



Task Inputs Supposition

MNLI {p, h} h is entailed by p.
RTE {p, h} h is entailed by p.
QNLI {p, q} The answer to q is entailed by p.
QQP {x, y} x’s answer is entailed by y’s answer.
SST2 {r} The movie is good is entailed by r.

Table 2: The suppositions constructed based on the
definitions of different GLUE tasks (Wang et al., 2018).

Method QNLI QQP RTE SST2 Avg.

Few-shot 350M models
LM-BFF 69.2 69.8 83.9 90.3 78.3
UPT 70.1 72.1 68.9 92.9 76.0

Few-shot Large-scale 137B models
LaMDA 55.7 58.9 70.8 92.3 69.4
FLAN 63.3 75.9 84.5 94.6 79.6

Zero-shot entailment-based 350M model
RoBERTa 71.5 78.6 81.2 87.7 79.8
DeBERTa 77.3 79.9 84.5 90.1 82.9

Table 3: The performance of zero-shot entailment-based
models and strong few-shot supervised baselines.

entailment-based models with LM-BFF (Gao et al.,
2020) and UPT (Wang et al., 2022) models. Both
baseline models are based on RoBERTa-large
that contains 350M parameters with 32 human-
annotated training samples.
Few-shot 137B models. We also compare the
entailment-based models with large-scale language
models (LLMs), LaMDA (Thoppilan et al., 2022)
and FLAN (Wei et al., 2021) containing 137B pa-
rameters, which are about 400 times larger than the
entailment-based models. The LLMs are adapted
to the tasks with 4 to 8 training samples.

The results are shown in Table 3. We found that
overall, both RoBERTa and DeBERTa-based en-
tailment models outperform all baselines, without
using any task-specific training data. This proves
the computation and data efficiency of entailment-
based language models.

4.2 Fairness

We evaluate pretrained language models, super-
vised/unsupervised SimCSE (Gao et al., 2021),
and entailment models based on BERT, RoBERTa,
and DeBERTa. The overall experiment results are
shown in Table 4.
StereoSet-Intrasentence. In Table 4, we use the
fairness score (FS) to assess the bias of the mod-

els. We have FS = min(ss,1−ss)
0.5 , where ss stands

for the stereotype score defined in (Nadeem et al.,
2020). All baselines are sentence reasoning models
pretrained with the next sentence prediction (NSP)
task. We noticed that stronger sentence encoders
can lead to more biased reasoning results. For
BERT-based models, the unsupervised SimCSE
model achieves a much higher language model
score than the BERT-NSP model, outperforming by
over 10%. The supervised SimCSE also marginally
outperforms the baseline model. However, both
SimCSE models are more biased. The fair score of
the supervised SimCSE is 15% lower than the base-
line BERT model. Because of the high sentence
retrieval performance, the unsupervised SimCSE
model achieves the best iCAT score, outperforming
the pretrained BERT model by 4%.

The result remains the same for RoBERTa-based
models. Both supervised and unsupervised Sim-
CSE models significantly outperform the pretrained
model, by 27% and 32%, respectively. As with the
BERT-based models, RoBERTa SimCSE models
are also more biased. According to the low lan-
guage modeling score, the baseline RoBERTa per-
trained model is almost random. As a result, the
fairness score is as high as 96%. The SimCSE mod-
els achieve higher iCAT scores mainly because of
the improvement on the language model score. We
found that the DeBERTa model achieves the high-
est iCAT score among all NSP models. It achieves
a very high fairness score (99.68%), but a relatively
low language model score of 76.24%. As a result,
the iCAT score of DeBERTa is only marginally
higher than the BERT-based unsupervised SimCSE
model, which achieves a 89.46% language model
score.

The entailment models achieve the best iCAT
score, and both entailment scoring strategies outper-
form baseline sentence embedding models. Com-
paring with the best BERT, RoBERTa, and De-
BERTa based baselines, the corresponding discrete
entailment model achieved a 12.5%, 39%, and 25%
improvement in iCAT score. We observed that
the discrete scoring models are generally better
than the continuous scoring method. Although the
continuous scoring method has certain biases, a
discrete model can prevent biased prediction. For
example, although the entailment score of option
a is higher than option b, both options can be both
classified into the neutral category.

StereoSet-Intersentence. In general, the Intersen-
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Model StereoSet-Intra StereoSet-Inter Gender recog. Profession Emotion
LMS FS iCAT LMS FS iCAT Mean Std Mean Std iCAT Mean Std iCAT

BERT 78.52 89.90 70.58 79.02 93.44 73.84 64.08 24.90 91.27 6.84 58.49 94.51 4.03 60.56
-SimCSE-unsup 89.46 83.38 74.59 90.40 81.36 73.55 85.92 11.95 68.78 21.90 59.10 69.01 22.18 59.29

-SimCSE-sup 79.83 74.82 59.73 91.61 80.68 73.90 97.18 2.00 30.51 24.21 29.65 40.49 20.80 39.35
RoBERTa 32.18 96.78 16.14 57.22 96.04 45.95 57.04 12.95 72.68 15.94 41.46 50.70 9.70 28.92

-SimCSE-unsup 59.01 82.72 48.82 90.10 81.86 73.76 88.03 10.96 55.90 25.33 49.21 67.54 17.26 59.46
-SimCSE-sup 64.24 75.34 48.40 95.14 80.32 76.42 99.30 0.10 42.90 27.75 42.60 76.69 4.60 76.15

DeBERTa 76.24 99.68 76.00 68.90 94.20 64.91 53.52 23.91 73.54 13.63 39.56 60.21 13.78 32.22
BERT-Ent-Score 88.95 87.54 77.88 88.31 96.96 85.62 100.00 0.00 68.56 20.68 68.56 72.89 5.72 48.20
RoBERTa-Ent-Score 91.77 78.48 72.02 96.06 92.16 88.53 99.30 0.10 87.54 8.70 86.93 79.15 19.98 78.60
DeBERTa-Ent-Score 92.88 89.24 82.88 97.44 90.96 88.64 100.00 0.00 80.56 0.63 80.56 81.48 2.68 81.48
BERT-Ent-Pred 90.79 95.82 86.99 98.26 96.90 95.22 75.00 0.34 98.35 1.94 73.76 94.96 3.59 71.22
RoBERTa-Ent-Pred 95.34 92.04 87.75 99.25 94.42 93.70 88.73 8.96 95.80 4.20 85.00 98.77 1.32 87.64
DeBERTa-Ent-Pred 95.31 95.66 91.16 99.42 94.04 93.49 97.53 1.49 97.51 0.88 95.10 95.77 4.13 93.40

Table 4: Performance of pretrained language models and textual entailment models on StereoSet, gender recognition
(rec.), profession, and emotion tests. LMS stands for language model score, FS stands for fairness score, and iCAT
stands for ideal context association test score. NSP stands for next sentence prediction. The profession and emotion
iCAT scores are calculated by multiplying the gender recognition score and the corresponding fairness scores. All
scores are in percentage (%).

tence task had similar trends as the Intrasentence
task. The performance of the pretrained baseline
models perform much better than the intrasentence
tasks since the options are more diverse, making it
easier for the models to identify the more related
options. The difference within the baseline models
are that the supervised SimCSE models perform
better than the unsupervised sentence embedding
models.

The entailment models are also significantly bet-
ter than all the baseline models. All discrete scoring
models achieve higher than 99% language model-
ing scores, and the fairness scores are all higher
than 94%. The iCAT scores of the discrete en-
tailment models are at least 93.4%, outperforming
the best baseline model, supervised SimCSE with
RoBERTa by 18%. On the other hand, the contin-
uous entailment models also outperform the best
SimCSE model by at least 9% in iCAT score. We
also note that the discrete entailment models out-
perform the continuous models by a significant
margin because the labels prevent a large amount
of stereotypical reasoning.
Gender recognition. We evaluated the models’
ability to recognize the gender of binary gender-
indicating nouns, for example, (uncle, aunt) and
(brother, sister). We use the set of 71 pairs, 142
gender-indicating nouns from Lu et al. (2020).
The RoBERTa-based, supervised SimCSE model
achieves high gender recognition accuracy (as high
as 99%), while the performance of the pretrained
DeBERTa model is close to random at around 50%.
We found that the supervised SimCSE models are
significantly better than other baseline models on

this task.
On the other hand, we found that the continu-

ous entailment scoring strategy achieves very high
gender recognition performance. All three models
achieve an accuracy higher than 99% with very
low standard deviations. In contrast to the previous
tasks, the discrete scoring models have decreased
performance. We hypothesize that this is because
the continuous models are good enough, but the
discrete model score blurs the selective bias, which
is needed in this task since we need diverse pre-
dictions. Despite this fact, the DeBERTa based
discrete model still achieves high gender recogni-
tion accuracy (97%).
Profession bias test. We use a vocabulary set from
Lu et al. (2020) consisting of 65 profession nouns
which are expected be gender-neutral, but possi-
bly being affected by stereotypes. For the baseline
models, we found that the stronger sentence rep-
resentation models, supervised and unsupervised
SimCSE, are significantly more biased than pre-
trained language models. Since the SimCSE mod-
els learns better sentence embeddings based on text
similarity, they perform better at gender recogni-
tion, but retain more stereotypes in the pretraining
corpora. Combined with the high gender recogni-
tion performance, the unsupervised BERT SimCSE
model achieves the best iCAT score among all base-
line models.

For this task, all entailment models outperform
all baseline models. The DeBERTa and RoBERTa
models are significantly better than BERT-based
models. For the continuous scoring models, the
RoBERTa-based entailment model achieves the
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Figure 2: Breakdown performance of pretrained and entailment language models on StereoSet, profession, and
emotion bias tests. In StereoSet, we present the performance of all models. In the profession and emotion bias tests,
we compare the performance of RoBERTa-SimCSE and the continuous RoBERTa entailment model.

highest iCAT score (86.93%), outperforming the
best baseline model by 27%. As for previous tasks,
the discrete entailment scoring strategy is more
fair. The best discrete entailment model, DeBERTa,
achieves a high iCAT score (95.1%), outperform-
ing the best baseline model by 36%. The exception
is the RoBERTa-based entailment model. The con-
tinuous RoBERTa model outperforms the discrete
model by almost 2% iCAT score.

Emotion bias test. We use the emotion vocabu-
lary sets, including 40 emotion state and situation
words. We conduct context association tests on the
gender-indicating nouns with the emotion words.
On this task, the BERT and RoBERTa models have
different behaviors. The RoBERTa-based SimCSE
models outperform the pretrained RoBERTa model
on both fairness and iCAT scores. However, the
BERT SimCSE models are outperformed by the
pretrained BERT model. The supervised RoBERTa
model performs best among all baseline models,
achieving 76% iCAT score.

The entailment models outperform most base-
line models. The only exception is that the BERT-

based entailment model is outperformed by the
supervised RoBERTa SimCSE model. However,
the discrete entailment RoBERTa and DeBERTa
entailment models outperform all baseline models
by a large margin. The discrete RoBERTa entail-
ment model outperforms the best baseline model
by more than 11%, and the DeBERTa entailment
model outperforms the best baseline by 17%.
Summary. We make the following observations:

• SimCSE models achieve higher language
model and gender recognition scores than pre-
trained models, but they are more biased.

• The entailment models achieve significantly
better performance than all baseline models in
both language modeling and fairness metrics.
The discrete scoring strategy is more fair than
the continuous strategy, in general.

5 Analysis

5.1 Performance Breakdown
In the previous section, we reported the overall per-
formance of each task. In this section, we analyze
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Figure 3: The prompt analysis with RoBERTa-based SimCSE and entailment models on profession and
emotion bias tests. In figures a. and c, different gender terms are separated by a boundary learned
by a linear SVM, and the gray circles highlight correlated words. In Figure a., the circled clusters are
[singer, designer, writer, filmmaker, artist, musician], [carpenter, plumber], [barber, butcher], [lawyer, judge],
and [economist, scientist, professor]. In Figure c., the circled clusters are [devastated, depressed, anxious],
[relieved, ecstatic, glad, happy, excited], and [angry, annoyed].

the performance of all sub-tasks. The StereoSet
corpus has four sub-tasks, including gender, reli-
gion, profession, and race. The profession bias task
has 65 different profession nouns as sub-tasks, and
similarly, the emotion bias task has 40 sub-tasks.
We break down and analyze the performance of
the sub-tasks to investigate if the models conduct
biased reasoning on sub-tasks, but achieve high
average fairness scores.

StereoSet. The breakdown iCAT scores of Stere-
oSet sub-tasks is shown in Figure 2.a, including the
four sub-tasks under the intra- and inter-sentence
settings. We do not find the entailment models to be
biased on some of the sub-tasks. Instead, the entail-
ment models consistently outperform the baseline
pretrained models. We also note that the pretrained
models based on different architectures achieve
varying results on different tasks. In contrast, the
entailment model based on different architectures

achieve stable iCAT scores. We also notice that the
entailment models perform better on race and reli-
gion tasks. As shown in Table 4, the performance
of the discrete scoring models achieve better and
more stable iCAT scores.

Profession bias test. We compare the breakdown
performance of RoBERTa-based entailment and
SimCSE models. As shown in Figure 2.b, the iCAT
scores on most profession terms of the entailment
model outperforms the SimCSE model by more
than 20%. The only exception where the pretrained
model outperforms the entailment models is the
word “Bartender.” The most significant improve-
ment we achieved is almost 50% iCAT score on the
term “dental hygienist.”

Emotion bias test. We also test the RoBERTa-
based models on different emotion state and situa-
tion terms. In all 40 emotion words, the entailment
model outperforms the SimCSE model in 35 sub-
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tasks. The most biased emotion word of SimCSE
is “disappointed,” which is improved using the
entailment model. On the other hand, the most
biased emotion word of the entailment model is
“devastated.” Both models are relatively biased on
the word “sad,” achieving lower than 40% iCAT
scores. The most significant improvement is on the
word “relieved.” The sub-tasks that the entailment
model does not outperform the pretrained models
are “scared,” “terrified,” “depressed,” “devastated,”
and “miserable.”

5.2 Prompt Embedding Analysis

We have found that the language modeling and
fairness performance of entailment models are sig-
nificantly higher than pretrained language mod-
els. In this section, we attempt to explain this phe-
nomenon. To understand the difference between
the entailment and pretrained models, we analyze
the embedding of the gender terms and profession
and emotion nouns. The results of the RoBERTa-
based SimCSE and entailment models are shown in
Figure 3 with t-SNE (Van der Maaten and Hinton,
2008).

The profession bias test results on RoBERTa-
SimCSE is shown in Figure 3.a. We find that be-
cause of the strong representation ability of Sim-
CSE, the embeddings of the profession and gen-
der terms reflect the word similarities that aligns
with human intuition. The boundary of the gender
terms is detected by a linear SVM model (Hearst
et al., 1998; Pedregosa et al., 2011). We find that
the learned boundary separates terms of different
genders with high accuracy. In addition, we no-
tice that related profession terms group closely, as
shown in the circles in Figure 3.a. In contrast, the
word embedding distribution produced by the en-
tailment model shown Figure 3.b appears to be
more random. A similar phenomenon is observed
on the emotion bias test. In Figure 3.c, nouns rep-
resenting different genders are well-separated, and
related words cluster closely. However in Figure
3.d, similar words are less correlated based on the
entailment prompt embeddings.

The experimental results of both tasks and mod-
els indicate that the prompt embeddings learned
by the entailment models contribute to logical rea-
soning rather than word coherence representation.
Considering the fact that the entailment models per-
form significantly better than the pretrained mod-
els, we conclude that the biases are caused by the

similarity-based learning objectives because such
algorithms learn and reflect the biases in the train-
ing corpora. However, the textual entailment mod-
els learn logic without preserving textual similari-
ties, leading to fairer performance.

6 Conclusion

In this work, we found that textual entailment learn-
ing reduces the bias of pretrained language models
for sentence representation. We evaluated BERT,
RoBERTa, and DeBERTa-based pretrained, Sim-
CSE, and entailment models on stereotype, profes-
sion, and emotion bias tests. The textual entailment
models outperform other models with significantly
lower bias without other explicit debiasing pro-
cesses, while preserving the language modeling
ability, which results in significantly better ideal-
ized context association test scores. By analyzing
the sentence embeddings, we found that the models
relying on textual entailment produce less biased
results by learning logic and reducing the amount
of text coherence knowledge retained from the pre-
training corpora containing existing social biases.
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We investigate the stereotypes and biases of pre-
trained language models and introduce the less bi-
ased textual entailment models that reduce bias on
gender, profession, religion, and race. We noticed
that the existing gender-related bias studies and cor-
pora mainly focus on the binary gender setting, and
we also follow this line of research because of data
limitations. While such data limitation might dis-
appoint a number of communities, we will extend
this work to non-binary settings in future work.

Limitations

As we described in the previous section, we studied
the stereotypes including gender biases. However,
we investigated under the binary gender setting, be-
cause of the limitation of the existing benchmarks.
Furthermore, we evaluated medium-sized language
models with around 350M parameters, but have
not tested the largest language models yet. We
only analyze the predictive bias on a set of gender-
indicating vocabulary, but do not look into every
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example and explain the source of the learned bias
in the pretraining corpora or social traditions.

On the other hand, there are further limitations in
the benchmarks we study in this work, as pointed
out by Blodgett et al. (2021) that StereoSet is not
perfect. On the other hand, some words in the vo-
cabulary collected by (Lu et al., 2020) are rarely
used, for example, “poetess” and “manageress”. In
future work, we will explore building more inclu-
sive and comprehensive benchmarks to mitigate
the limitations.
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