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Abstract
In this work, we study reinforcement learning
(RL) in solving text-based games. We address
the challenge of combinatorial action space,
by proposing a confidence-based self-imitation
model to generate action candidates for the RL
agent. Firstly, we leverage the self-imitation
learning to rank and exploit past valuable tra-
jectories to adapt a pre-trained language model
(LM) towards a target game. Then, we devise a
confidence-based strategy to measure the LM’s
confidence with respect to a state, thus adap-
tively pruning the generated actions to yield
a more compact set of action candidates. In
multiple challenging games, our model demon-
strates promising performance in comparison
to the baselines.

1 Introduction

Text-based games are situated systems where the
game agents observe textual descriptions, and gen-
erate textual commands to interact with the en-
vironment. These games have proven to be suit-
able test-beds for studying various natural language
processing (NLP) tasks, such as question answer-
ing (Yuan et al., 2019; Xu et al., 2022), dialogue
systems (Ammanabrolu et al., 2022), situated lan-
guage learning (Shridhar et al., 2020) and common-
sense reasoning (Murugesan et al., 2021; Ryu et al.,
2022). Recent years have witnessed the thriveness
of designing reinforcement learning (RL) agents
in solving these games (Narasimhan et al., 2015;
Hausknecht et al., 2020; Ammanabrolu and Riedl,
2019; Xu et al., 2020b), while the combinatorial
action space remains as a challenging issue, pre-
venting RL agents from being deployed in real
world applications.

In general, text-based games accept free-form
actions, resulting in a large combinatorial action
space. Fig. 1 shows a raw excerpt from the classic
game “Zork1”. A 4-word action has to be selected
from |V|4 candidates, where V denotes the vocab-
ulary set (Xu et al., 2020a). Given that only 130

Figure 1: Excerpt from the game “Zork1”. With a
vocabulary size of 697, there are around 6974 ≈ 200
billion potential 4-word actions in the game.

actions are required to solve this game, the agent
wastes both training data and time in attempting
irrelevant actions (Dulac-Arnold et al., 2015). To
handle the combinatorial action space, early efforts
either heavily rely on hand-crafted rules, or sim-
ply assume the availability of the action candidate
set. For example, some works consider a set of
currently admissible actions (He et al., 2016), or
a template-based action space (Hausknecht et al.,
2020). Alternatively, some other works allevi-
ated this challenge by filtering inadmissible actions
through methods such as action affordance (Jain
et al., 2020), bandit-based elimination (Zahavy
et al., 2018) and rule-based scoring (Ammanabrolu
and Riedl, 2019).
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In handling the combinatorial action space for
text-based games, recent pre-trained language mod-
els (PLMs) (Devlin et al., 2019; Radford et al.,
2019; Brown et al., 2020; Andreas and Klein, 2016)
can help generate actions. However, the potential
of LM is still less effectively explored. As one of
the pioneer works, Yao et al. (2020) proposed the
CALM, which is a GPT-2 model pre-trained on hu-
man gameplay trajectories, to generate the action
candidate set for the RL agent. However, when
solving a previously unseen game, CALM tends
to generate actions with less satisfying qualities,
leading to two consequences that may affect RL
training: 1) the action set may contain a large pro-
portion of inadmissible actions, and 2) the useful
actions may not be generated. As a mitigation, the
CALM model is set to generate a relatively huge
action candidate set, followed by ad-hoc operations
to filter out the inadmissible actions, which requires
prior knowledge. Micheli and Fleuret (2021) ex-
tended the LM-based agent to goal-conditioned
tasks to follow instructions. Besides the offline pre-
training data, the LM is further improved with the
successful trajectories collected during online in-
teraction. However, text-based games do not have
well-defined goals. Furthermore, some games are
so challenging that it is impossible to collect suc-
cessful trajectories (Tuyls et al., 2022).

In this work, we address the crux of combina-
torial action space in solving text-based games.
We propose the Confidence-based Self-imitation
Model (CSM) to generate the action candidates
for the RL agent.* Firstly, we leverage the self-
imitation learning method (Oh et al., 2018) to rank
and exploit past trajectories of high values to adapt
a pre-trained LM towards the target game. Then,
we propose a confidence-based strategy to measure
the LM’s confidence (Gandrabur et al., 2006) with
respect to a state, thus adaptively pruning the ac-
tion candidates based on the confidence value. Our
model achieves promising performance in six chal-
lenging man-made games. Apart from significantly
outperforming an action generation-based baseline,
our strategy helps the RL agent to even achieve
comparable performance to a baseline armed with
the oracle action candidate set.

Our main contributions are summarized as fol-
lows: Firstly, we develop a LM-based framework
to handle the issue of combinatorial action space
in solving text-based games. Secondly, we pro-

*Code is available at https://github.com/winni18/CSM.

pose a strategy to further improve the LM via self-
imitation learning during the RL training. Thirdly,
our experiments demonstrate that, the proposed
method significantly improve the performance on
multiple games compared with the strong contem-
porary method.

2 Related Work

2.1 RL Agents for Text-based Games

Inspired by the success of RL in playing games (Sil-
ver et al., 2016) and various NLP tasks (Fang et al.,
2017; Yuan et al., 2019; Ammanabrolu et al., 2022),
Narasimhan et al. (2015) and He et al. (2016) in-
troduce RL to solve text-based games. Compared
with non-learning-based agents (Hausknecht et al.,
2019; Atkinson et al., 2019), the RL-based agents
reduce the demand for extensive expert knowledge
to develop gameplay strategies, and become the
predominant modelling paradigm for solving text-
based games. Subsequently, many variants of RL-
based agents with different architectures and learn-
ing schemes have been proposed (Yuan et al., 2018;
Jain et al., 2020; Guo et al., 2020; Xu et al., 2021;
Tuyls et al., 2022; Shi et al., 2023). Innovations
include modeling state space utilising knowledge
graphs (Adhikari et al., 2020; Xu et al., 2020b),
integrating question-answering and reading com-
prehension modules (Ammanabrolu et al., 2020;
Xu et al., 2022). While these approaches focus
on the problems of partial observability and lan-
guage semantics, they still face the challenge of the
combinatorial action space.

2.2 Combinatorial Action Space in TBGs

The combinatorial language-based action space is
one primary challenge in solving text-based games.
Early efforts mainly utilise hand-crafted rules or
assume the agent has a predefined set of actions
to choose from. For instance, the Jericho bench-
mark provides a valid action handicap that filters
out inadmissible actions (i.e. actions that are ei-
ther unrecognized by the game engine or do not
change the underlying game state) at each game
state (Hausknecht et al., 2020). This handicap has
been widely used as the reduced action space by
approaches like DRRN (He et al., 2016). In addi-
tion, the template-based action space is introduced
where the agent selects first a template, and then
a verb-object pair either individually (Hausknecht
et al., 2020) or conditioned on the selected tem-
plate (Ammanabrolu and Hausknecht, 2020). Even
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using the reduced action space, approaches filter-
ing unnecessary actions can further improve the
computational tractability and speed up the learn-
ing convergence (Zahavy et al., 2018; Jain et al.,
2020).

2.3 Pre-training Methods for TBGs

Recent studies focus on enhancing the language
understanding capability of agents by introducing
pre-trained language processing modules. For in-
stance, Singh et al. (2021) utilise the DistilBERT
(Sanh et al., 2019) fine-tuned on human gameplay
trajectories to represent game states. Ammanabrolu
et al. (2020) employ the pre-trained ALBERT (Lan
et al., 2019) to extract information from the textual
observation by answering questions, and then up-
date the knowledge graph during training. Adolphs
and Hofmann (2020) use a pre-trained task-specific
module to predict what is left to complete the tasks.
In general, RL-based agents are initialised with
knowledge using pre-trained modules before ex-
ploring game environments.

Some studies leverage pre-trained language
models for action generation (Hausknecht et al.,
2020) or word embeddings for affordance detec-
tion (Fulda et al., 2017). The approach closest to
our work is Yao et al. (2020), which is state-of-the-
art without requiring access to admissible actions.
In their study, a GPT-2 language model trained on
human gameplay trajectories is used to generate
action candidates for the RL agent to select. To
ensure that the correct actions are provided, the
GPT-2 model is set to generate a relatively huge ac-
tion candidate set, followed by ad-hoc operations to
predict the admissibility of an action based on envi-
ronmental feedback. In contrast, our work intends
to narrow down the action space via self-imitation
learning and make learning tractable.

3 Preliminaries

Text-based Games as POMDPs The text-based
game can be formally formulated as a partially
observable Markov Decision Process (POMDP)
(S, T,A,O, R, γ). At each step t, the agent re-
ceives a textual observation ot ∈ O from the game
environment, while the latent state st ∈ S, which
contains the complete internal information of the
environment, could not be observed. By execut-
ing an action at ∈ A, the environment will transit
to the next state according to the latent transition
function T , and the agent will receive the reward

signal rt = R (st, at) and the next observation
ot+1. The objective of the agent is to take actions
to maximize the expected cumulative discounted
rewards Rt = E[

∑∞
t=0 γ

trt], where γ ∈ [0, 1] is
the discount factor.

Trajectory and Episode We define the tra-
jectory τ as the sequence of observation-action
pairs collected in an RL episode, i.e., τ =
(o1, a1, o2, a2, . . . , ol, al), where lτ is the length of
τ . An RL episode is the process of an agent inter-
acting with the environment from the beginning of
a game to a termination state (e.g., the agent dies)
or the step exceeding the pre-defined limit.

DRRN Existing RL methods for solving text-
based games use game rewards to learn a value
function. For instance, the Deep Reinforcement
Relevance Network (DRRN) (He et al., 2016) is a
choice-based game agent, where each action can-
didate a is paired with the state o to check its rel-
evance. The agent then passes each pair through
a deep neural network with parameters ϕ to esti-
mate the Q-values Qϕ(o, a). The parameters ϕ of
DRRN are trained using tuples (o, a, r, o′) sampled
from a prioritized experience replay buffer with the
temporal difference (TD) loss:

LTD(ϕ) =

(
r + γmax

a′∈A
Qϕ

(
o′, a′

)
−Qϕ(o, a)

)2

(1)
where r is the game reward and γ is the discount
factor. The next action is then selected by softmax
sampling the predicted Q-values:

πϕ(a|o) =
exp (Qϕ(o, a))∑

a′∈A exp (Qϕ (o, a′))
(2)

To circumvent the challenge of combinatorial ac-
tion space, DRRN assumes access to the valid ac-
tion handicap provided by the environment at each
game state.

4 Methodology

4.1 Overview
To address the combinatorial action space, we pro-
pose the Confidence-based Self-imitation Model
(CSM), which leverages the advantages of pre-
trained LM and Self-imitation Learning (SiL)
for adaptive action generation. Fig.2 shows an
overview of CSM. At time step t, the LM is pro-
vided with the context ct = (ot−1, at−1, ot) as the
input, and generates a set of action candidates At
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Figure 2: An overview of CSM. The LM takes the context ct and generates action candidates At, and conducts
action pruning to further reduce the action space. The RL agent takes the observation ot, and selects an action
at ∈ Ât. The valuable trajectories τ are collected to further improve the LM through self-imitation learning.

as well as their probabilities using beam search
decoding. Based on the probabilities, we conduct
Action Pruning (AP) to obtain a more compact sub-
set of action candidates Ât ⊆ At for the RL agent.
Then the RL agent considers the observation ot and
selects an action at ∈ Ât. To generate high-quality
actions which are more context-relevant, we adapt
the LM towards the target game during the RL
training. Specifically, we collect and then select
the past valuable trajectories τ in an additional re-
play buffer, to further improve the LM through a
self-imitation learning manner.

4.2 Self-imitation Learning

We follow the work of Yao et al. (2020) to utilize
the LM for action generation. During pre-training,
given human gameplay trajectories τ , we first build
the context ct, then train the LM to minimize the ex-
pected cross-entropy loss: LLM = −E[logp(a|c)],
where logp(a|c) = ∑m

i=1 p(a
i|a<i, c) for an action

with m tokens. During RL, the LM will serve as
a “rough” action selector to generate the top-k ac-
tions. Then the RL agent will select one action to
interact with the environment.

One drawback of the previous work Yao et al.
(2020) is that when facing an unseen context, the
LM may generate actions with poor performance.
A straightforward solution is to continuously im-
prove the LM during RL, thus making it adapted to

the target game. Since no external trajectories (e.g.,
from human players) are available in the RL stage,
we consider resorting to the self-imitation learning
(Gangwani et al., 2019), i.e., letting the LM learn
from the trajectories collected during the RL inter-
action. One thing we should pay attention to is the
quality of the trajectories − sub-optimal trajecto-
ries may adversely affect imitation learning (Hu
et al., 2019; Xu et al., 2022). Text-based games,
especially games originally designed for human
players, may be too challenging for agents to walk
through. Thus, we cannot directly obtain successful
trajectories during interacting with the environment.
To alleviate this problem, we build a heap-like re-
play buffer to store past high-quality trajectories.
We regard those obtaining higher scores with fewer
steps as high-quality trajectories. Specifically, we
rank trajectories within the replay buffer by their
game scores (i.e., the sum of collected rewards)
and lengths. In addition, we also take into account
the novelty, by periodically replacing the old trajec-
tories with new ones of equivalent qualities (e.g.,
the same scores and lengths).

4.3 Confidence-based Action Pruning

Through the aforementioned SiL, the LM is ex-
pected to generate a more reliable action candidate
set At of size N . For each action at,i ∈ At, we
then calculate its normalized probability P (at,i|ct)
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Table 1: Game statistics.

Game Avg.Action Avg.Action Avg.Steps Walkthough Max Score
Number Length Per Reward Length

Balances 23.29 2.99 12 122 51
Inhumane 6.96 2.36 14 123 90
Ludicorp 14.52 2.76 4 364 150

Snacktime 5.68 2.14 8 34 50
Zork1 15.96 2.75 9 400 350
Ztuu 33.93 2.96 5 84 100

according to the beam search score. The probabili-
ties exhibit two characteristics: 1) the long-tail phe-
nomenon in linguistics (Zhan et al., 2021), where
only a few probabilities produce lots of actions;
2) the probability distribution varies greatly under
different states. Given these findings, we adopt a
confidence-based strategy to further prune action
candidates of low values, aiming to obtain a further
reduced action candidate set Ât ⊆ At. Specifically,
we accumulate the probabilities of top-k action
candidates as the confidence value: Conft(k) =∑k

i=1 P (at,i|ct). We then conduct action pruning
(i.e., constraining the action space k) by bonding
the confidence value to a fixed, manually deter-
mined threshold ξ: Ât = {at,i|Conft(k) ≤ ξ}.
In this way, top-k action candidates are selected
adaptively. For a more “familiar” context ct (e.g.,
it is similar to a context that LM has encountered
before), the LM is supposed to be able to obtain
correct actions from the training data, and the prob-
ability distribution will be centralised to top-ranked
actions. In contrast, for an “unfamiliar” ct, the
actions’ probabilities might be more uniformly-
distributed. In this case, the size of action candi-
dates (e.g., k) will be expanded to ensure a high
confidence value.

5 Experiments

5.1 Experimental Setup

We conduct experiments upon six games provided
by the Jericho Game Suite (Hausknecht et al.,
2020). These games have diverse themes and gen-
res, and each of them can represent a type of task.
Different from those generated through pre-defined
simple rules (Côté et al., 2018), the games we use
are more complex, making them even challenging
for human players. Some games contain nonstan-
dard actions (e.g., the spells), which are unlikely to
be understood by the language model pre-trained
with commonsense knowledge. Table 1 shows the

game statistics calculated from the walkthrough of
each game.

5.2 Baselines
Our work focus on the challenge of combinatorial
action space in text-based games. Thus, we com-
pare CSM with two baselines:

• CALM (Yao et al., 2020), which is a pioneer
work in LM-guided action generation.

• DRRN (He et al., 2016), which assumes ac-
cess to the “oracle” action set (i.e., the valid ac-
tion handicap provided by the environment).

Of these methods, CALM is the previous state-of-
the-art model without the availability of “oracle”
action sets, while the DRRN agent with “oracle”
action sets can be regarded as our “upper bound”.

5.3 Implementation Details
Training We implement CSM upon CALM’s re-
leased code, including a pre-trained GPT-2 LM †.
Both CSM and CALM adopt DRRN as the RL
agent, except that At is obtained by LM. We set
the step limit of an RL episode as 100, and train the
RL agent on 8 parallel running environments for
100k steps. For each step, we train the RL agent
with a batch size of 64, using an Adam optimizer
with a learning rate of 1e-4. We set the first 20k
steps as the warm-up phase, and start self-imitation
learning as well as action pruning after this phase.
For SiL, we use a trajectory buffer with a size of
50. For every 500 steps, we update the LM for 1
epoch with a batch size of 8, using an Adam op-
timizer with a learning rate of 2e-5. If there are
no fresh trajectories as the training progresses, we
conduct SiL using existing trajectories within the
buffer. For AP, we use beam search decoding with
a beam size of 40 to generate actions and choose

†https://github.com/princeton-nlp/
calm-textgame
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Figure 3: The performance of CSM compared to baselines (CALM and DRRN) throughout training. Shaded areas
indicate one standard deviation. Our CSM outperforms CALM while getting much closer to DRRN. Besides, it
successfully solves the game “Snacktime”.

Table 2: The performance of CSM compared to baselines (CALM and DRRN) after training. The result with † is
from Hausknecht et al. (2020). In six environments, our method obtains significant improvement compared to the
CALM model, with an average normalized game score of 31.4%.

Game Generated At Oracle At MaxCSM CALM DRRN
Balances 11.7 10.5 14.0 51

Inhumane 27.0 20.6 33.6 90
Ludicorp 9.8 6.8 17.5 150

Snacktime 49.8 24.0 20.0 50
Zork1 40.6 34.3 40.0 350
Ztuu 17.5 11.7 21.6† 100

Avg.Norm 31.4% 19.6% 24.9%

the top 30 actions, i.e., N = 30. Then, we use the
proposed confidence-based strategy to keep top-k
highest-scoring action candidates (k<30). We set
ξ as 0.6, and bound k to be no lower than 10. Fol-
lowing previous works, we define the score as the
sum of rewards collected within an episode, and
report the score averaged over the last 100 finished
episodes.

LM For both CSM and CALM, we use the pre-
trained GPT-2 model provided by Yao et al. (2020)
as the LM module. The LM consists of 12 layers,
768 hidden sizes, and 12 attention heads. This mod-

ule is first pre-trained on the WebText corpus (Rad-
ford et al., 2019), then re-trained on the ClubFloyd
dataset (Yao et al., 2020), which consists of 426 hu-
man game playing transcripts on 590 games (note
that the Jericho-supported games that we experi-
ment with are not included).

RL Both CSM and CALM adopt the DRRN as
the RL agent, except that the action candidate set
is generated by the LM module. Given the current
observation ot, and a set of currently admissible
actions At, the RL agent first encodes ot to build
the state representation, then pairs it with each ac-
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Figure 4: Average episode score throughout training for ablation models. Shaded areas indicate one standard
deviation.

Table 3: Average episode score after training for ablation models. Overall, both the SiL and AP are crucial to our
framework.

Game CSM w.o. AP w.o. SiL constant AP CALM
Balances 11.7 11.1 7.0 11.2 10.5

Inhumane 27.0 23.6 1.5 1.1 20.6
Ludicorp 9.8 6.6 8.6 10.0 6.8

Snacktime 49.8 37.1 10.5 18.8 24.0
Zork1 40.6 35.6 34.1 15.2 34.3
Ztuu 17.5 12.1 12.9 15.1 11.7

Avg.Norm 31.4% 24.8% 10.8% 14.5%. 19.6%

tion candidate at,i ∈ At to compute the Q-value,
which will be used as the probability for sampling
the action at.

Warm-up Since this work does not address the
RL exploration problem, we equip both CSM and
CALM with a warm-up phase to facilitate training
at the very beginning. During this phase, we follow
Yao et al. (2020) to filter inadmissible actions from
At through a pre-trained fast-text module, without
applying SiL or AP. Then after this phase, the fast-
text module will be discarded, and the LM has
to generate the reliable At by itself. Note that
this module is not essential, and could be replaced
by other exploration strategies such as Zha et al.
(2021); Yao et al. (2021). We leave such integration
as a future direction.

5.4 Results

Fig. 3 shows the average episode score throughout
training for the baselines, and Table 2 shows the
average episode score after training for the base-
lines. Our CSM demonstrates its effectiveness by
significantly outperforming the backbone CALM
in all of the six games, with an average normalized
game score of 31.4%. Given that DRRN has access
to the “oracle” action set At, its performance can
be regarded as our “upper bound”. We observe
that the performance of CSM is much closer to
DRRN, and even surpasses DRRN in two games.
In particular, while DRRN gets stuck in the game
“Snacktime”, CSM solves this game, making its av-
erage normalized score among the highest of all. In
Sec. 5.6, we further discuss this case by analyzing
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Figure 5: Sample gameplay from the game “Snacktime” along with the generated action candidates, and the action
chosen by the RL agent (coloured with blue).

the underlying reasons.

5.5 Ablation Studies

In order to evaluate the contribution of the two com-
ponents in CSM, we compare our model with two
variants with either SiL (“w.o. AP”) or AP (“w.o.
SiL”). In order to demonstrate the effectiveness of
confidence-based AP, we also employ constant AP.
We set k to 12, which is the average number of
actions selected by the confidence-based strategy.
Fig. 4 shows the average episode score for the abla-
tion models throughout training, and Table 3 shows
the average episode score for the ablation models
after training.

In general, adapting the LM with respect to the
target game helps (“w.o. AP” v.s., “CALM”), while
reducing the action space upon it further boosts the
performance (“CSM” v.s., “w.o. AP”). Solely re-
ducing the action space At, in contrast, leads to
poor performance (“CSM” v.s., “w.o. SiL” v.s.,
“CALM”). Also, simply utilizing the constant AP
together with SiL results in a considerable perfor-
mance drop. (“CSM” v.s., “constant AP”). Without
SiL, the LM has a greater chance of incorrectly
filtering actions that are essential to go through the
target game.

5.6 Qualitative Analysis

To demonstrate the efficacy of the proposed frame-
work, we present two gameplay examples from the

game “Snacktime”. Fig.5 shows the generated ac-
tion candidates and the action chosen by the RL
agent, where “Context” denotes ct, “CSM” and
“CALM” denote the actions generated by CSM and
CALM respectively, “DRRN” denotes the “ora-
cle” action set used by DRRN. In the first example,
all models generate and select the correct action
“jump on him”, which leads to a +10 reward. Com-
pared with CALM, CSM successfully reduces the
action set from 30 to 10, relieving the burden for
the RL agent. In the second example, both CSM
and CALM generate action sets with the correct
action “chew wand” being included. We found that
the “oracle” action set provided by the environment
is not always perfect, which explains why DRRN
gets stuck here‡. It shows that our model is capable
of generating high-quality, context-relevant actions,
and further limits the action space while keeping
key actions that may lead to higher scores in the
games. Appendix B provides the detail interaction
log of CSM on the game “Snacktime”.

6 Conclusion

In this work, we studied reinforcement learning
in solving the text-based game. We proposed the
CSM framework to generate a set of action candi-
dates for the RL agent, which alleviates the issue of
combinatorial action space. During RL training, we

‡Similar phenomenon has also been reported in some
other games (Tuyls et al., 2022)
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collected and exploited past high-quality trajecto-
ries and utilised self-imitation learning to improve
the language model. In addition, a confidence-
based action pruning strategy was proposed to fur-
ther restrict the action space. We evaluate our
method using the Jericho benchmark. In a variety
of text-based games, our method significantly im-
proves the performance compared with the strong
contemporary method, and even overcomes the
challenging bottleneck in the game “Snacktime”.

Limitations

In terms of limitations, text-based games are still
far from being solved. Even if the agent has access
to admissible actions, sparse rewards, language se-
mantics and partial observability remain challeng-
ing obstacles for the existing game agent. In this
study, we develop an effective framework to solve
the issue of combinatorial action space. Future
work can integrate our framework with methods
that better leverage linguistic signals in order to
make further progress in solving text-based games.
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Appendix

The appendix is organized as follows: Sec. A shows more experiment results. Sec. B provides the
interaction log of CSM on the game “Snacktime”.

A More Results

Reproduction of DRRN Fig. 6 shows the reproducing result of the DRRN baseline, where “DRRN -
Ours” denotes the “DRRN” used in the main paper. The dashed lines “DRRN - Official” denote the results
reported in Hausknecht et al. (2020) and Yao et al. (2020). According to Tuyls et al. (2022), the action
candidate set At provided by the environment is not always perfect, so that they manually augmented
the environment-provided At with actions from the game walkthrough which are required for making
progress§. We follow their setting to modify the environment and rerun the DRRN baseline, yielding
much better performance than the official results except one game “Ztuu”, which we use the official result
in Table 2.

Reproduction of CALM Fig. 7 shows the reproducing result of the CALM baseline, where “CALM
20% WU - Ours” denotes the “CALM” used in the main paper. The dashed lines “CALM 100% WU -
Official” denote the results reported in Yao et al. (2020). In terms of the original CALM, our replication
results are comparable with or better than the official results (“CALM 100% WU” v.s., “CALM 100%
WU - Official”). The original CALM adopts a fast-text model to filter out the inadmissible actions from
At throughout the RL training process (i.e., they conduct warm-up for 100k steps), heavily alleviating
the problem of generating inadmissible actions (“CALM 100% WU” v.s., “CALM w.o. WU”). However,
obtaining this fast-text model requires prior knowledge, such as the additional training data and annotations.
In our work, we would like to reduce the requirement of such external knowledge, and let the LM to
conduct action pruning by itself. For all LM-based models, we only conduct warm-up for the first 20k
steps, and discard the fast-text model afterwards (“CALM 20% WU”). As a future direction, we would like
to consider more advanced warm-up strategies (Zha et al., 2021), thus eliminating the need for pre-training
the fast-text model.

More results Besides the episode score, we provide more results for further analyzing self-imitation
learning and action pruning. Regarding SiL, Fig. 8 and Fig. 9 show the average score and length of the
trajectories collected in the ranked buffer, respectively. There’s no doubt that the average score grows
higher as the agent makes progress. Diverse trends could be observed in terms of the average length, since
a newly-added trajectory might have both high score and more steps. Regarding AP, Fig. 10 shows the
number of LM generated actions k, i.e., |Ât|, where it could be observed k gets close to the lower bound
after pruning. Fig. 11 shows the LM probability of the top-1 generated action, and Fig. 12 shows the LM
probability sum of the top-5 generated actions. After self-imitation learning, the top actions account for a
larger proportion of the probability, making it safer for filtering those with low probabilities.

§https://github.com/princeton-nlp/XTX
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Figure 6: The reproducing result of the DRRN baseline, where “DRRN - Ours” denotes the “DRRN” used in the
main paper. The dashed lines denote the results reported in Hausknecht et al. (2020) and Yao et al. (2020).

20k 40k 60k 80k 100k
Steps

0.0

2.5

5.0

7.5

10.0

12.5

Av
g.

Sc
or

e

Balances

CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

20k 40k 60k 80k 100k
Steps

0

5

10

15

20

25

Av
g.

Sc
or

e

Inhumane

CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

20k 40k 60k 80k 100k
Steps

0.0

2.5

5.0

7.5

10.0

12.5

Av
g.

Sc
or

e

Ludicorp

CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

20k 40k 60k 80k 100k
Steps

0

10

20

30

40

Av
g.

Sc
or

e

Snacktime
CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

20k 40k 60k 80k 100k
Steps

0

10

20

30

40

Av
g.

Sc
or

e

Zork1

CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

20k 40k 60k 80k 100k
Steps

0

5

10

15

20

Av
g.

Sc
or

e

Ztuu
CALM 20% WU - Ours
CALM w.o. WU
CALM 100% WU
CALM 100% WU - Official

Figure 7: The reproducing result of the CALM baseline, where “CALM 20% WU - Ours” denotes the “CALM”
used in the main paper. The dashed lines denote the results reported in Yao et al. (2020).
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Figure 8: The average score of trajectories in the ranked buffer.
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Figure 9: The average length of trajectories in the ranked buffer.
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Figure 10: The number of LM generated actions k, i.e., |Ât|.

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

To
p-

1 
Pr

ob

Balances

CSM

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

0.4

0.5

To
p-

1 
Pr

ob

Inhumane

CSM

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

0.4

0.5

0.6

To
p-

1 
Pr

ob

Ludicorp

CSM

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

0.4

To
p-

1 
Pr

ob

Snacktime

CSM

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

0.4

0.5

To
p-

1 
Pr

ob

Zork1

CSM

20k 40k 60k 80k 100k
Steps

0.0

0.1

0.2

0.3

0.4

To
p-

1 
Pr

ob

Ztuu

CSM

Figure 11: The LM probability of the top-1 generated action.
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Figure 12: The LM probability sum of the top-5 generated actions.

718



B Interaction Example

We provide the interaction log of our CSM on the game “Snacktime”, where “Context” denotes ct,
“Actions” denotes Ât, “Action” denotes at, “Reward” denotes rt after executing at, “Score” denotes the
episodic sum of the collected rewards, and “Done” indicates whether this episode is finished.

Con tex t56826 : [CLS] r e s e t [ SEP ] <RRROWWGRROWL> Your s tomach
g r ow l s . You ' ve been vegg ing o u t i n f r o n t o f t h a t f l i c k e r i n g
s c r e e n f o r hours , your p e t by your s i d e . Now your c o m p l a i n i n g
s tomach s e t s you up on your f e e t , and on a m i s s i o n . Snack Time !
An I n t e r a c t i v e Break f o r a B i t e by Hardy t h e Bu l ldog ( wi th h e l p
from Renee Choba ) R e l e a s e 1 / S e r i a l number 080929 / In fo rm 7
b u i l d 5U92 ( I6 / v6 . 3 1 l i b 6 /12N) ( For more i n f o r m a t i o n p l e a s e t y p e
ABOUT) S i t t i n g Room Thi s i s t h e room where you s i t a l o t . Well ,

you s l e e p h e r e somet imes t o o . But t h e r e i s a d i f f e r e n t room t h a t
i s j u s t f o r s l e e p i n g , and i t i s t o t h e n o r t h . There ' s a n o t h e r room

t o t h e wes t . I t ' s t h e room wi th t h e food . Tha t i s a good room .
Even though t h i s i s t h e s i t t i n g room you can ' t s i t on e v e r y t h i n g .
There

Ac t ions56826 : [ " ' s no [ c l s ] [ c l " , " ' s [ c l s ] [ c l s " , " ' s no [ c l s ] [
c l s " , ' a r e [ c l s ] [ c l s ] ' , ' i s no [ c l s ] [ c l s ' , ' [ c l s ] [ c l s ' , ' a r e
no [ c l s ] [ c l s ' , ' a r e [ c l s ] [ c l s ' ]

>> Act ion56826 : a r e no [ c l s ] [ c l s
Reward56826 : 0 , Score 0 , Done F a l s e

Contex t56827 : [CLS] a r e no [ c l s ] [ c l s [ SEP ] That ' s n o t a t r i c k you
know . r i g h t now you a r e n ' t c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you

need a l o t o f s t u f f , anyway . ) [ SEP ]
Ac t ions56827 : [ ' move arm ' , ' s c r a t c h p e t ' , ' l i c k p e t ' , ' k i s s p e t ' , '

jump on man ' , ' s c r a t c h man ' , ' p u l l man ' , ' p u l l p e t ' , ' push p e t ' , '
p u l l arm ' ]

>> Act ion56827 : s c r a t c h man
Reward56827 : 0 , Score 0 , Done F a l s e

Contex t56828 : [CLS] Tha t ' s n o t a t r i c k you know . [ SEP ] s c r a t c h man
[ SEP ] You s c r a t c h your pe t , j u s t g e n t l y , n o t t o h u r t him or
a n y t h i n g . Your p e t t w i t c h e s a l i t t l e and s t i r s , t h e n i s s t i l l
a g a i n . I t ' s a s t a r t a t waking him up . r i g h t now you a r e n ' t c a r r y i n g

a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f s t u f f , anyway . ) [ SEP ]
Ac t ions56828 : [ ' move arm ' , ' l i c k man ' , ' chew man ' , ' jump on man ' , '

push p e t ' , ' push man ' , ' l i c k p e t ' , ' p u l l man ' , ' p u l l p e t ' , ' p u l l
arm ' ]

>> Act ion56828 : push p e t
Reward56828 : 0 , Score 0 , Done F a l s e

Contex t56829 : [CLS] push p e t [ SEP ] You t u c k your head up unde r your
p e t and push back and f o r t h t o shake him . Your p e t g e t s one eye

open and h a l f h e a r t e d l y p e t s a t you . You ' r e making p r o g r e s s . r i g h t
now you a r e n ' t c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f

s t u f f , anyway . ) [ SEP ]
Ac t ions56829 : [ ' p u l l man ' , ' jump on man ' , ' l i c k man ' , ' s c r a t c h p e t ' ,

' l i c k p e t ' , ' s c r a t c h man ' , ' p u l l p e t ' , ' p u l l arm ' , ' move arm ' , '
push p e t ' ]
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>> Act ion56829 : s c r a t c h man
Reward56829 : 0 , Score 0 , Done F a l s e

Contex t56830 : [CLS] s c r a t c h man [ SEP ] You s c r a t c h your pe t , j u s t
g e n t l y , n o t t o h u r t him or a n y t h i n g . Hmm, your p e t seems t o have
t u r n e d t h a t i n t o p a r t o f h i s dream or someth ing , b e c a u s e he s u r e
d idn ' t move t h i s t ime when you s c r a t c h e d him . r i g h t now you a r e n ' t
c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f s t u f f , anyway
. ) [ SEP ]

Ac t ions56830 : [ ' jump on man ' , ' k i s s p e t ' , ' l i c k p e t ' , ' k i s s man ' , '
l i c k man ' , ' push p e t ' , ' move arm ' , ' p u l l p e t ' , ' p u l l arm ' , ' push
man ' ]

>> Act ion56830 : jump on man
Reward56830 : 10 , Score 10 , Done F a l s e

Contex t56831 : [CLS] jump on man [ SEP ] You jump up and g e t your paws
on your p e t f o r a second b e f o r e s l i d i n g back down . Your p e t

s h i f t s and s t r e t c h e s , b l i n k i n g . He moves a round u n t i l he i s mos t l y
s i t t i n g up . " Hey Hardy , " he mumbles . I t might t a k e a l i t t l e

more t o g e t him up and moving , b u t a t l e a s t now h i s eyes a r e open !
[ Your s c o r e has j u s t gone up by t e n p o i n t s . ] r i g h t now you a r e n ' t

c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f s t u f f , anyway
. ) [ SEP ]

Ac t ions56831 : [ ' k i s s man ' , ' s o u t h ' , ' i n ' , ' o u t ' , ' s o u t h e a s t ' , '
n o r t h w e s t ' , ' n o r t h e a s t ' , ' s o u t h w e s t ' , ' e a s t ' , ' down ' ]

>> Act ion56831 : down
Reward56831 : 0 , Score 10 , Done F a l s e

Contex t56832 : [CLS] down [ SEP ] I f you want t o go t o t h e food room ,
i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h . r i g h t now
you a r e n ' t c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f
s t u f f , anyway . ) [ SEP ]

Ac t ions56832 : [ ' s e a r c h s o f t t h i n g ' , ' s e a r c h couch ' , ' s e a r c h s o f a ' , '
s e a r c h door ' , ' s e a r c h s l e e p i n g ' , ' s e a r c h box ' , ' s e a r c h arm ' , '
s e a r c h p e t ' , ' s e a r c h man ' , ' s e a r c h f r i d g e ' ]

>> Act ion56832 : s e a r c h s o f t t h i n g
Reward56832 : 0 , Score 10 , Done F a l s e

Contex t56833 : [CLS] s e a r c h s o f t t h i n g [ SEP ] You t u g and p u l l a t t h e
l i t t l e s o f t t h i n g s u n t i l f i n a l l y one b r e a k s f r e e from t h e bunch .

As you d i s l o d g e i t , some th ing c l a t t e r s t o t h e f l o o r . Ah ha ! You ' ve
found t h e magic wand ! Those l i t t l e s o f t t h i n g s were t r y i n g t o e a t
i t ! " So t h a t ' s where t h a t g o t away to , " s a y s your pe t , s n a t c h i n g
up t h e magic wand . He p o i n t s i t a t t h e box of l i g h t and makes i t

even l o u d e r . h e l d c a r e f u l l y between your t e e t h i s a s q u a r e s o f t
t h i n g . [ SEP ]

Ac t ions56833 : [ ' wes t wes t ' , ' wes t wes t wes t wes t wes t wes t wes t wes t
wes t ' , ' wes t wes t wes t wes t wes t wes t wes t wes t wes t wes t ' , ' wes t
wes t wes t wes t wes t wes t wes t wes t ' , ' wes t wes t wes t wes t wes t
wes t wes t ' , ' wes t wes t wes t wes t wes t wes t ' , ' wes t wes t wes t ' , '
wes t wes t wes t wes t wes t ' , ' wes t wes t wes t wes t ' , ' wes t ' ]
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>> Act ion56833 : wes t wes t wes t wes t wes t wes t wes t wes t wes t wes t
Reward56833 : 0 , Score 10 , Done F a l s e

Contex t56834 : [CLS] wes t wes t wes t wes t wes t wes t wes t wes t wes t
wes t [ SEP ] Food Room Food room , g l o r i o u s food room ! Your bowl
f o r food and w a t e r i s here , b u t t h a t ' s on ly t h e b e g i n n i n g . There ' s

a l s o a l o t o f s e c r e t p l a c e s where your p e t keeps food and t h i n g s
t h a t go wi th food and t h i n g s t h a t make food b e t t e r . There ' s a
t h i n g t h a t g e t s h o t and a box t h a t s t a y s co ld , and t h a t i s your
f a v o r i t e b e c a u s e you know t h e r e i s a lways food i n s i d e t h e r e . A
c l o t h hangs down from t h e door o f t h e c o l d box . h e l d c a r e f u l l y
between your t e e t h i s a s q u a r e s o f t t h i n g . [ SEP ]

Ac t ions56834 : [ ' open c o l d box ' , ' open box ' , ' open door ' , ' g e t c l o t h ' ,
' open f r i d g e ' , ' t a k e c l o t h ' , ' p u l l c l o t h ' , ' open r e f r i g e r a t o r ' , '

u se wand on box ' , ' push c l o t h ' ]
>> Act ion56834 : open r e f r i g e r a t o r
Reward56834 : 0 , Score 10 , Done F a l s e

Contex t56835 : [CLS] open r e f r i g e r a t o r [ SEP ] Th i s i s a good t r i c k !
( As you open your mouth , you drop t h e s q u a r e s o f t t h i n g . ) You
p u l l on t h e c l o t h wi th your t e e t h and back up as t h e door opens .
I n s i d e you can s e e v a r i o u s l e f t o v e r s , some j a r s , some sandwich
f i x i n g s and one s h i n y can . r i g h t now you a r e n ' t c a r r y i n g a n y t h i n g .
( i t ' s n o t l i k e you need a l o t o f s t u f f , anyway . ) [ SEP ]

Ac t ions56835 : [ ' g e t can ' , ' t a k e can ' , ' g e t a l l from f r i d g e ' , ' t a k e
a l l from f r i d g e ' , ' t a k e a l l ' , ' g e t a l l ' , ' g e t a l l from
r e f r i g e r a t o r ' , ' t a k e a l l from r e f r i g e r a t o r ' , ' g e t e v e r y t h i n g ' , '
t a k e e v e r y t h i n g ' ]

>> Act ion56835 : t a k e a l l from f r i d g e
Reward56835 : 0 , Score 10 , Done F a l s e

Contex t56836 : [CLS] t a k e a l l from f r i d g e [ SEP ] l e f t o v e r s : A l l t h e
food i n t h e c o l d box i s up t o o h igh f o r you or c l o s e d away . Looks
l i k e you w i l l need your p e t t o h e l p you g e t a snack . j a r s : J a r s
a r e no good f o r you , t h e y j u s t t e a s e you by l e t t i n g you s e e what ' s

i n s i d e . But you can ' t g e t them open w i t h o u t your p e t ' s h e l p
anyway . sandwich f i x i n g s : A l l t h e food i n t h e c o l d box i s up t o o
h igh f o r you or c l o s e d away . Looks l i k e you w i l l need your p e t t o
h e l p you g e t a snack . s h i n y can : You s n a t c h up t h e s h i n y can wi th
your mouth and ho ld on t i g h t . h e l d c a r e f u l l y between your t e e t h i s
one s h i n y can . [ SEP ]

Ac t ions56836 : [ ' e a s t e a s t ' , ' e a s t ' , ' e a s t e a s t e a s t ' , ' e a s t e a s t e a s t
e a s t ' , ' e a s t e a s t e a s t e a s t e a s t ' , ' e a s t e a s t e a s t e a s t e a s t e a s t

' , ' e a s t e a s t e a s t e a s t e a s t e a s t e a s t ' , ' e a s t e a s t e a s t e a s t e a s t
e a s t e a s t e a s t ' , ' e a s t e a s t e a s t e a s t e a s t e a s t e a s t e a s t e a s t ' ,

' e a s t e a s t e a s t e a s t e a s t e a s t e a s t e a s t e a s t e a s t ' ]
>> Act ion56836 : e a s t e a s t
Reward56836 : 0 , Score 10 , Done F a l s e

Contex t56837 : [CLS] e a s t e a s t [ SEP ] Be f o r e you l e a v e t h e food room ,
you push t h e c o l d box door wi th your nose t o c l o s e i t . ( I t ' s
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i m p o r t a n t t o c o n s e r v e en e r gy . ) S i t t i n g Room Your p e t i s here ,
s t a r i n g a t t h e box of l i g h t , h o l d i n g on t i g h t t o t h e magic wand .
h e l d c a r e f u l l y between your t e e t h i s one s h i n y can . [ SEP ]

Ac t ions56837 : [ ' f e e d p e t ' , ' f e e d man ' , ' g i v e can t o p e t ' , ' g i v e can
t o man ' , ' w a i t ' , ' push wand ' , ' e a s t ' , ' f e e d f e e d man ' , ' t a k e can ' ,

' down ' ]
>> Act ion56837 : g i v e can t o man
Reward56837 : 10 , Score 20 , Done F a l s e

Contex t56838 : [CLS] g i v e can t o man [ SEP ] Your p e t s m i l e s a s he
r e a c h e s f o r t h e can . " Good boy , Hardy , " he says , s c r a t c h i n g you
be h i nd t h e e a r s . Your t a i l s t a r t s wagging ; you j u s t can ' t h e l p i t .

( You ' ve a lways been a f o o l f o r a good b eh i n d t h e e a r s s c r a t c h . )
The can h i s s e s wi th r e l e a s i n g a i r a s t h e t o p pops , and t h e n your
p e t s t a k e s a few good g u l p s . He must have been r e a l l y t h i r s t y ,
b e c a u s e soon he s t a n d s up and walks o f f t o t h e o t h e r room . From
t h e o t h e r room , you h e a r your p e t bang ing around and y e l l i n g a b o u t

t h e d ino . Your p e t must have a l m o s t t r i p p e d on i t . He ' s a lways
a l m o s t t r i p p i n g on l i t t l e s t u f f l i k e t h a t . A f t e r a second , you
h e a r a c l i c k as t h e door t o t h e w a t e r room c l o s e s . Now you have
t h e long s o f t t h i n g a l l t o y o u r s e l f ! [ Your s c o r e has j u s t gone up

by t e n p o i n t s . ] r i g h t now you a r e n ' t c a r r y i n g a n y t h i n g . ( i t ' s n o t
l i k e you need

Ac t ions56838 : [ ' t o move ' , ' a l l ' , ' p e t ' , ' your p e t ' , ' much ' , ' a p e t ' ,
' a n y t h i n g ' , ' you ' , ' i t ' , ' any ' , ' anymore ' ]

>> Act ion56838 : p e t
Reward56838 : 0 , Score 20 , Done F a l s e

Contex t56839 : [CLS] p e t [ SEP ] Tha t ' s n o t a t r i c k you know . r i g h t now
you a r e n ' t c a r r y i n g a n y t h i n g . ( i t ' s n o t l i k e you need a l o t o f

s t u f f , anyway . ) [ SEP ]
Ac t ions56839 : [ ' g e t a l l ' , ' t a k e a l l ' , ' t a k e e v e r y t h i n g ' , ' g e t

e v e r y t h i n g ' , ' t a k e p e t ' , ' g e t p e t ' , ' t a k e a l l from r e f r i g e r a t o r ' ,
' t a k e a l l from f r i d g e ' , ' g e t can ' , ' t a k e can ' ]

>> Act ion56839 : g e t e v e r y t h i n g
Reward56839 : 0 , Score 20 , Done F a l s e

Contex t56840 : [CLS] Tha t ' s n o t a t r i c k you know . [ SEP ] g e t
e v e r y t h i n g [ SEP ] magic wand : You s n a t c h up t h e magic wand wi th
your mouth and ho ld on t i g h t . h e l d c a r e f u l l y between your t e e t h i s
a magic wand . [ SEP ]

Ac t ions56840 : [ ' use wand on box ' , ' push wand ' , ' b i t e wand ' , ' chew
wand ' , ' t a k e wand ' , ' g e t wand ' , ' r e a d wand ' , ' p u l l wand ' , ' l i c k
wand ' , ' e a s t ' ]

>> Act ion56840 : chew wand
Reward56840 : 0 , Score 20 , Done F a l s e

Contex t56841 : [CLS] chew wand [ SEP ] Making s u r e you a r e f a c i n g t h e
box of l i g h t , you c a r e f u l l y p r e s s down on t h e wand wi t h your t e e t h

and a r e d e l i g h t e d when t h e box of l i g h t f l i c k e r s and changes !
Now you s e e a bunch of t i n y p e o p l e r u n n i n g around c h a s i n g a l i t t l e
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b i t t y b a l l . Uh oh , someone g o t pushed . Ugh , t h e f a c e s g o t a l l
huge , and t h e y don ' t l ook happy . h e l d c a r e f u l l y between your t e e t h
i s a magic wand . [ SEP ]

Ac t ions56841 : [ ' use wand on box ' , ' b i t e wand ' , ' push wand ' , ' chew
wand ' , ' s c r a t c h wand ' , ' t a k e wand ' , ' g e t wand ' , ' r e a d wand ' , ' p u l l

wand ' , ' l i c k wand ' ]
>> Act ion56841 : push wand
Reward56841 : 0 , Score 20 , Done F a l s e

Contex t56842 : [CLS] push wand [ SEP ] Once a g a i n you chomp down t o
change what ' s i n s i d e t h e box . Th i s t ime t h e r e a r e t h e s e guys
pok ing a t each o t h e r , k i n d a f i g h t i n g and j o k i n g around and a l l .
Th i s i s t h e s o r t o f t h i n g your p e t seems t o e n j o y w a t c h i n g
sometimes , p e o p l e g e t t i n g h i t w i t h food and s l i p p i n g and f a l l i n g
down and s t u f f . Everybody i s l a u g h i n g and nobody e v e r seems t o
r e a l l y g e t h u r t , so you g u e s s i t ' s OK. h e l d c a r e f u l l y between your
t e e t h i s a magic wand . [ SEP ]

Ac t ions56842 : [ ' use wand on box ' , ' b i t e wand ' , ' push wand ' , ' chew
wand ' , ' jump on man ' , ' t a k e wand ' , ' g e t wand ' , ' r e a d wand ' , ' p u l l
wand ' , ' l i c k wand ' ]

>> Act ion56842 : chew wand
Reward56842 : 10 , Score 30 , Done F a l s e

Contex t56843 : [CLS] chew wand [ SEP ] You ' ve g o t t h e hang of t h i s
t r i c k now f o r s u r e ! One more b i t e on t h e wand b r i n g s up some th ing
new . Th i s i s more l i k e i t ! I n s i d e t h e box now i s t h i s l a d y
p u t t i n g t o g e t h e r some t a s t y l o o k i n g food ! You ' r e a l m o s t d r o o l i n g
j u s t w a t c h i n g . Th i s has g o t t o make your p e t t h i n k a b o u t e a t i n g !
[ Your s c o r e has j u s t gone up by t e n p o i n t s . ] h e l d c a r e f u l l y between

your t e e t h i s a magic wand . you f i n a l l y h e a r a f a m i l i a r r u s h o f
w a t e r from t h e l i t t l e w a t e r room and , a f t e r a second , t h e sound of

t h e door open ing . [ SEP ]
Ac t ions56843 : [ ' use wand on box ' , ' s o u t h ' , ' s o u t h e a s t ' , ' n o r t h w e s t ' ,

' s o u t h w e s t ' , ' o u t ' , ' n o r t h e a s t ' , ' wes t ' , ' t a k e wand ' , ' e a s t ' ]
>> Act ion56843 : n o r t h w e s t
Reward56843 : 0 , Score 30 , Done F a l s e

Contex t56844 : [CLS] n o r t h w e s t [ SEP ] I f you want t o go t o t h e food
room , i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h .
You f i n a l l y h e a r a f a m i l i a r r u s h o f w a t e r from t h e l i t t l e w a t e r
room and , a f t e r a second , t h e sound of t h e door open ing . h e l d
c a r e f u l l y between your t e e t h i s a magic wand . from t h e o t h e r room
, you h e a r your p e t bang ing around and y e l l i n g a b o u t t h e d ino .
your p e t must have a l m o s t t r i p p e d on i t . he ' s a lways a l m o s t
t r i p p i n g on l i t t l e s t u f f l i k e t h a t . your p e t walks i n . he s t a r t s
t o s i t down on t h e long s o f t t h i n g b u t s t o p s when he s e e s what ' s
i n t h e box of l i g h t . t h a t l a d y cook ing i s do ing h e r j o b ! you p e t
s t a n d s and watches , t r a n s f i x e d . he must be t h i n k i n g o f food ! [ SEP ]

Ac t ions56844 : [ ' o u t ' , ' s o u t h e a s t ' , ' down ' , ' s o u t h ' , ' n o r t h w e s t ' , '
s o u t h w e s t ' , ' n o r t h e a s t ' , ' w a i t ' , ' e a s t ' , ' t a k e wand ' ]

>> Act ion56844 : n o r t h e a s t

723



Reward56844 : 0 , Score 30 , Done F a l s e

Contex t56845 : [CLS] n o r t h e a s t [ SEP ] I f you want t o go t o t h e food
room , i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h .
From t h e o t h e r room , you h e a r your p e t bang ing around and y e l l i n g
a b o u t t h e d ino . Your p e t must have a l m o s t t r i p p e d on i t . He ' s
a lways a l m o s t t r i p p i n g on l i t t l e s t u f f l i k e t h a t . Your p e t walks
i n . He s t a r t s t o s i t down on t h e lo ng s o f t t h i n g b u t s t o p s when he

s e e s what ' s i n t h e box of l i g h t . Tha t l a d y cook ing i s do ing h e r
j o b ! You p e t s t a n d s and watches , t r a n s f i x e d . He must be t h i n k i n g
of food ! h e l d c a r e f u l l y between your t e e t h i s a magic wand . your
p e t makes h i s way t o t h e food room . your p e t s t a r t s r a t t l i n g
a round i n t h e food room . yes ! he must be making a snack ! [ SEP ]

Ac t ions56845 : [ ' wes t ' , ' s o u t h e a s t ' , ' down ' , ' n o r t h w e s t ' , ' s o u t h ' , '
s o u t h w e s t ' , ' e a s t ' , ' n o r t h e a s t ' , ' o u t ' , ' w a i t ' ]

>> Act ion56845 : s o u t h w e s t
Reward56845 : 0 , Score 30 , Done F a l s e

Contex t56846 : [CLS] s o u t h w e s t [ SEP ] I f you want t o go t o t h e food
room , i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h .
Your p e t makes h i s way t o t h e food room . Your p e t s t a r t s r a t t l i n g

a round i n t h e food room . Yes ! He must be making a snack ! h e l d
c a r e f u l l y between your t e e t h i s a magic wand . from t h e o t h e r room
you can h e a r t h e happy sound of t h e c o l d box b e i n g opened . [ SEP ]

Ac t ions56846 : [ ' down ' , ' s o u t h ' , ' s o u t h e a s t ' , ' w a i t ' , ' n o r t h w e s t ' , '
e a s t ' , ' t a k e wand ' , ' n o r t h e a s t ' , ' o u t ' , ' s o u t h w e s t ' ]

>> Act ion56846 : e a s t
Reward56846 : 0 , Score 30 , Done F a l s e

Contex t56847 : [CLS] e a s t [ SEP ] I f you want t o go t o t h e food room ,
i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h . From t h e

o t h e r room you can h e a r t h e happy sound of t h e c o l d box b e i n g
opened . h e l d c a r e f u l l y between your t e e t h i s a magic wand . from
t h e o t h e r room you can h e a r t h e sound of s e c r e t p l a c e s open ing and

c l o s i n g . [ SEP ]
Ac t ions56847 : [ ' s o u t h e a s t ' , ' n o r t h w e s t ' , ' s o u t h ' , ' o u t ' , ' n o r t h e a s t ' ,

' t a k e wand ' , ' down ' , ' e a s t ' , ' s o u t h w e s t ' , ' r e a d wand ' ]
>> Act ion56847 : r e a d wand
Reward56847 : 0 , Score 30 , Done F a l s e

Contex t56848 : [CLS] r e a d wand [ SEP ] A magica l , bumpy t h i n g your p e t
u s e s t o c o n t r o l t h e box of l i g h t . From t h e o t h e r room you can

h e a r t h e sound of s e c r e t p l a c e s open ing and c l o s i n g . h e l d c a r e f u l l y
between your t e e t h i s a magic wand . you don ' t h e a r a n y t h i n g from
t h e food room . b u t then , making a sandwich i s n o t a ve ry n o i s y

j o b . [ SEP ]
Ac t ions56848 : [ ' t a k e wand ' , ' s o u t h e a s t ' , ' n o r t h w e s t ' , ' s o u t h ' , '

n o r t h e a s t ' , ' down ' , ' o u t ' , ' e a s t ' , ' r e a d wand ' , ' s o u t h w e s t ' ]
>> Act ion56848 : e a s t
Reward56848 : 0 , Score 30 , Done F a l s e
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Contex t56849 : [CLS] e a s t [ SEP ] I f you want t o go t o t h e food room ,
i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h . You don '
t h e a r a n y t h i n g from t h e food room . But then , making a sandwich i s

n o t a ve ry n o i s y j o b . h e l d c a r e f u l l y between your t e e t h i s a magic
wand . you don ' t h e a r a n y t h i n g from t h e food room . b u t then ,

making a sandwich i s n o t a ve r y n o i s y j o b . [ SEP ]
Ac t ions56849 : [ ' s o u t h ' , ' down ' , ' t a k e wand ' , ' s o u t h e a s t ' , ' n o r t h w e s t

' , ' o u t ' , ' n o r t h e a s t ' , ' s o u t h w e s t ' , ' r e a d wand ' , ' e a s t ' ]
>> Act ion56849 : down
Reward56849 : 0 , Score 30 , Done F a l s e

Contex t56850 : [CLS] down [ SEP ] I f you want t o go t o t h e food room ,
i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h . You don '
t h e a r a n y t h i n g from t h e food room . But then , making a sandwich i s

n o t a ve ry n o i s y j o b . h e l d c a r e f u l l y between your t e e t h i s a magic
wand . from t h e o t h e r room , you h e a r t h e sound of t h e c o l d box

c l o s i n g . you ' r e s u r e t h a t i n j u s t a minu te your p e t w i l l be
l e a v i n g t h e food room wi th t h e sandwich ! [ SEP ]

Ac t ions56850 : [ ' n o r t h w e s t ' , ' s o u t h e a s t ' , ' s o u t h ' , ' down ' , ' n o r t h e a s t
' , ' s o u t h w e s t ' , ' o u t ' , ' r e a d wand ' , ' e a s t ' , ' t a k e wand ' ]

>> Act ion56850 : n o r t h w e s t
Reward56850 : 0 , Score 30 , Done F a l s e

Contex t56851 : [CLS] n o r t h w e s t [ SEP ] I f you want t o go t o t h e food
room , i t ' s t o t h e west , and t h e s l e e p i n g room i s t o t h e n o r t h .
From t h e o t h e r room , you h e a r t h e sound of t h e c o l d box c l o s i n g .
You ' r e s u r e t h a t i n j u s t a minu te your p e t w i l l be l e a v i n g t h e
food room wi th t h e sandwich ! h e l d c a r e f u l l y between your t e e t h i s a

magic wand . [ SEP ]
Ac t ions56851 : [ ' wes t wes t wes t wes t wes t wes t ' , ' wes t wes t wes t wes t

wes t ' , ' wes t wes t wes t wes t ' , ' wes t wes t wes t ' , ' wes t wes t
wes t wes t wes t wes t wes t ' , ' wes t wes t wes t wes t wes t wes t ' , ' wes t
wes t wes t wes t wes t ' , ' wes t wes t wes t wes t ' , ' wes t wes t wes t ' , '
wes t wes t ' , ' wes t wes t wes t wes t wes t ' , ' wes t wes t wes t wes t ' ]

>> Act ion56851 : wes t wes t wes t
Reward56851 : 0 , Score 30 , Done F a l s e

Contex t56852 : [CLS] wes t wes t wes t [ SEP ] Food Room Your p e t i s
here , working on making a snack . You can a l s o s e e a s q u a r e s o f t
t h i n g h e r e . Your p e t seems t o have f i n i s h e d c l e a n i n g up a f t e r
making t h e snack . He t u r n s t o l e a v e . Now i s t h e moment o f t r u t h .
h e l d c a r e f u l l y between your t e e t h i s a magic wand . sandwich i n
hand , your p e t heads f o r t h e s i t t i n g room . you f o l l o w your p e t a s

he makes h i s way t o t h e long s o f t t h i n g and s t a r t s munching away
on t h e sandwich . i n a moment , i t i s gone , a l o n g wi th your dream of

t h e p e r f e c t snack . l o o k s l i k e you ' l l have t o w a i t u n t i l d i n n e r t o
e a t . poor hungry puppy ! you have missed your chance t o
snack i n t h a t game you s c o r e d 30 o u t o f a p o s s i b l e 50 , i n

25 t u r n s . would you l i k e t o r e s t a r t , r e s t o r e a saved game or
q u i t [ SEP ]
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Act ions56852 : [ ' g i v e sandwich t o p e t ' , ' g i v e sandwich sandwich t o p e t
' , ' g i v e sandwich sandwich sandwich t o p e t ' , ' g i v e sandwich
sandwich sandwich sandwich sandwich sandwich sandwich t o p e t ' , '
g i v e sandwich sandwich sandwich sandwich sandwich sandwich t o p e t
' , ' g i v e sandwich sandwich sandwich sandwich sandwich t o p e t ' , '
g i v e sandwich sandwich sandwich sandwich t o p e t ' , ' g i v e sandwich
sandwich sandwich sandwich sandwich sandwich sandwich sandwich
sandwich ' , ' g i v e sandwich sandwich sandwich sandwich sandwich
sandwich sandwich sandwich t o ' ]

>> Act ion56852 : g i v e sandwich sandwich sandwich sandwich sandwich
sandwich sandwich t o p e t

Reward56852 : 20 , Score 50 , Done True
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