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Abstract
Text style transfer (TST) involves modifying
the linguistic style of a given text while retain-
ing its core content. This paper addresses the
challenging task of text style transfer in the
Bangla language, which is low-resourced in
this area. We present a novel Bangla dataset
that facilitates text sentiment transfer, a subtask
of TST, enabling the transformation of positive
sentiment sentences to negative and vice versa.
To establish a high-quality base for further re-
search, we refined and corrected an existing En-
glish dataset of 1,000 sentences for sentiment
transfer based on Yelp reviews, and we intro-
duce a new human-translated Bangla dataset
that parallels its English counterpart. Further-
more, we offer multiple benchmark models
that serve as a validation of the dataset and
baseline for further research.

1 Introduction
Text style transfer (TST) aims to modify the style
of a given text while preserving its underlying con-
tent (Shen et al., 2017; Prabhumoye et al., 2018;
Li et al., 2018, see Figure 1). Prior research in text
style transfer has primarily focused on the English
language, overlooking languages with limited re-
sources, such as Bangla. This work aims to close
this gap specifically for Bangla and explores the
text sentiment transfer task, which is a prominent
subtask1 of TST (Jin et al., 2022; Mukherjee et al.,
2022; Luo et al., 2019a).

Bangla, also referred to as Bengali, is mostly
spoken in the Indian regions of West Bengal, As-
sam, and Tripura and is the mother tongue of about
97.2 million speakers as per the 2011 Census Re-
port of India.2 It is one of the 22 scheduled (offi-
cial) (Jha, 2010) Indian languages and the national
language of Bangladesh. Syntactically, Bangla

1Moving forward, we will use the terms “style transfer”
and “sentiment transfer” interchangeably in this paper.

2https://censusindia.gov.in/nada/index.php/
catalog/42458
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Figure 1: An example of sentiment transfer as a TST
task in English and Bangla. Adapted from our previous
paper (Mukherjee and Dusek, 2023).

is agglutinative by nature. A single verb root in
Bangla can have 150 + inflected forms (McCrae
et al., 2021). There are multiple dialects of Bangla
that vary mainly in terms of verb inflections and in-
tonation (McCrae et al., 2021). For this work, we
followed Bangla as spoken in West Bengal.

The unique challenges posed by the low-
resource nature of Bangla require specifically tai-
lored innovative approaches. To achieve TST in
Bangla, we build upon an existing English dataset
of 1,000 sentences for this task adapted from Yelp
reviews by Li et al. (2018). However, upon care-
ful examination, we found that the quality of the
original English dataset did not meet the standards
we aimed to establish. To address this problem, we
manually checked and modified the English dataset
to improve its quality. Subsequently, we adapted
the curated English dataset to the Bangla language,
ensuring alignment in both content and structure.
Importantly, we introduce a novel Bangla dataset,
crafted by human annotators, serving as a parallel
counterpart to the refined English dataset.

Furthermore, to facilitate the evaluation, we pro-
vide benchmark models capable of assessing the ef-
ficacy of text style transfer on our datasets. This pa-
per marks a significant contribution to the field, as
it not only pioneers text style transfer in the Bangla
language but also provides a foundation for future
research endeavors in multilingual text style trans-
fer. Our work not only broadens the scope of text
style transfer to include a low-resource language
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but also underscores the importance of dataset
quality. Our data and experimental code are re-
leased on GitHub.3

Our contributions are summarized as follows:

(i) We have enhanced the quality of the exist-
ing English parallel dataset for text sentiment
transfer, improving its utility for research and
applications.

(ii) We introduce a novel Bangla parallel dataset
aligned with its English counterpart, effec-
tively expanding the resources available for
text style transfer in Bangla.

(iii) We present benchmark models to evaluate the
performance of these datasets.

(iv) We also explored the challenging scenarios
of having no style-parallel data or not using
any human-annotated Bangla data for train-
ing (opting instead for English-to-Bangla ma-
chine translation). These experiments demon-
strate the potential for meaningful results
even with limited or no language-specific re-
sources.

2 Related Work
Existing works in TST are mostly aimed at the En-
glish language and can be broadly classified into
below categories:

TST with Parallel Data TST can be modeled as
a sequence-to-sequence task and trained on pairs of
texts with similar content but different styles. Here,
Jhamtani et al. (2017) used a sequence-to-sequence
model with a pointer network to translate modern
English into Shakespearean English. Mukherjee
and Dusek (2023) leveraged minimal parallel data
and incorporated various low-resource methods to
explore the TST task. However, this approach to
TST is inherently challenging due to the scarcity
of parallel data (Hu et al., 2022; Mukherjee and
Dusek, 2023).

Non-Parallel Approaches to TST Two main
strategies were employed to avoid reliance on par-
allel data: (i) straightforward text replacement,
where style-specific phrases are explicitly identi-
fied and replaced (Li et al., 2018; Mukherjee et al.,
2022), (ii) implicit style-content disentanglement

3Code: https://github.com/souro/multilingual_
tst, data: https://github.com/panlingua/
multilingual-tst-datasets.

via latent representations through techniques such
as back-translation and autoencoding (Shen et al.,
2017; Zhao et al., 2018; Fu et al., 2018; Prabhu-
moye et al., 2018; Hu et al., 2017). Adversarial
learning was shown to improve the results of both
approaches (Lample et al., 2019; Dai et al., 2019;
Li et al., 2019; Luo et al., 2019b). Despite a lot of
progress, non-parallel approaches tend to produce
mixed results and often require large amounts of
non-parallel data, which is not readily available for
many styles, limiting their practical applicability in
low-resource settings (Li et al., 2022).

Multilingual style transfer remains a relatively
uncharted territory in prior research. In a compre-
hensive survey conducted by Briakou et al. (2021),
only one work of TST was identified in languages
such as Chinese, Russian, Latvian, Estonian, and
French. Additionally, they introduced an evalua-
tion dataset for formality transfer, encompassing
French, Brazilian Portuguese, and Italian. Another
study focused on formality transfer across various
Indic languages (Krishna et al., 2022). Existing
work has primarily concentrated on resource-rich
languages, leaving languages like Bangla under-
studied in the domain of TST. The only previous
work on Bangla known to us is the experiment
of Palash et al. (2019), who used a small amount
of non-parallel data to train an autoencoder, with
largely negative results.

3 Dataset Creation

We utilized the Yelp dataset (Li et al., 2018), which
is publicly available and has been used by prior
TST experiments. It consists of user-generated con-
tent in the form of reviews for hospitality establish-
ments. For each review sentence that is originally
positive or negative, a parallel sentence has been
created where the sentiment has been flipped but
sentiment-independent content retained as much as
possible. The dataset is in English. 500 sentences
have been transferred from negative to positive and
another 500 from positive to negative.

Implicit and Explicit Sentiment in Text Data
The methodology behind creating sentences where
sentiment transfer has taken place is a crucial pro-
cess and a creative one. It primarily involves the
identification of the sentiment-bearing attribute;
for example, in the sentence The food is tasteless,
“tasteless” is the sentiment-bearing attribute. The
sentiment-bearing attribute can be transformed in
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multiple ways, here, e.g., by using an antonym of
“tasteless” or adding a negation marker to tasty.
The output, thus, could be either The food is tasty or
The food is not tasteless. In both output sentences,
the maximum lexical context has been preserved.
It is the naturalness of the sentence or utterance
that decides on preference between the two options.
Sentiment-bearing attributes expressed as singular
words or phrases are relatively easy to handle. The
difficulty arises when the sentiment is carried or ex-
pressed implicitly. For this, the principle of sound-
ing natural must be given prominence over lexical
context preservation. A few such examples are re-
ported in Table 3 in Appendix A.

English Data Correction The original English
Yelp dataset included several discrepancies, some
of which are reported in Table 4 in Appendix A:
spelling mistakes, the incorrect sentiment of input
sentences (flipped or neutral), compromise on nat-
uralness, loss of context that could be preserved,
or not changing the sentiment correctly in the tar-
get data, especially in cases where sentiment was
expressed implicitly. For these reasons, we edited
451 sentences out of 1,000 in the original English
Yelp dataset to meet the requirements of our exper-
iment.

Creation of Bangla Data This dataset has been
translated from English to Bangla to serve the aims
of our experiment. Apart from usual translation
challenges, specific problems arise for this particu-
lar dataset where sentiment transfer must be main-
tained (see Tables 5 and 6 in Appendix A for spe-
cific examples).

Some expressions that appear natural in English
may come across as unnatural in Bangla. Hence,
the complete lexical context may not be preserved
during translation. Ambiguity in sentences poses
difficulties in preserving multiple interpretations,
and sentences with implied meanings are particu-
larly challenging to translate. To address this, we
often use similar phrases that maintain naturalness
but may compromise lexical context. Slang words
further complicate the translation process, as do
instances where the original meaning is unclear,
resulting in equally unclear translations. Consis-
tency is crucial for small datasets, as variations in
translation can affect results; for instance, bland
can be translated as either ‘flavourless’ or ‘taste-
less’. Maintaining consistency was challenging in
this respect. Lastly, a lack of cultural knowledge

may lead to misinterpretations in translation, exem-
plified by cases like ‘bs’ meaning ‘bullshit’.

4 Models
Our models are categorized into three approaches:
parallel, non-parallel (not using parallel training
data), and cross-lingual, i.e., without using our
Bangla dataset for training. For an overview of the
methodologies, see Figure 2.

4.1 Parallel Style Transfer
Here, we simply fine-tune a pre-trained multilin-
gual BART model (mBART) (Liu et al., 2020)
using the parallel English and Bangla datasets
constructed in Section 3. This approach is di-
rectly based on our previous work (Mukherjee and
Dusek, 2023).

4.2 Non-parallel Style Transfer
In this experiment, we only use one part of the
data at a time (positive/negative), never using the
human-labelled targets for a given example. We
harness the power of reconstruction of the input
using an auto-encoder (AE) (Shen et al., 2017;
Li et al., 2021) and back-translation (BT) (Prab-
humoye et al., 2018; Mukherjee et al., 2022). In
the BT process, for English sentences, we perform
a cycle of translation, using English-to-Bangla-
to-English, while for Bangla sentences, we apply
Bangla-to-English-to-Bangla translation. For both
AE and BT approaches, we train two separate mod-
els for each sentiment. At inference time, input is
simply fed to the model trained on the intended tar-
get sentiment.

Masked Style Filling (MSF) We further ex-
tended the above AE and BT approaches by mask-
ing out the style-specific lexicon in the input sen-
tence. Instead of relying on a fixed, contextually
unaware style lexicon lookup, we take a dynamic
and sentence-level perspective to identify impor-
tant style-specific words in a sentence. This ap-
proach recognizes that words can have different
stylistic roles based on the context in which they
appear. To achieve this, we employ integrated gra-
dients, a well-known model interpretability tech-
nique (Sundararajan et al., 2017; Janizek et al.,
2021) on a fine-tuned mBERT (Pires et al., 2019)
style classifier. This technique provides word attri-
butions, essentially scores that show how much a
word contributes to the style classifier model’s pre-
diction.

36



x/y,s'/M

x,s

x*

x*

Inference

Enc'

Enc

Training

Dec

x,s' Enc x* Dec x,s

Training & Inference

Style Mask x,M

Translate

(1) Parallel Style Transfer

(2) Non-parallel Style Transfer

x,s

y,M

y,s

AE

MSF-AE

BT

MSF-BT

Figure 2: Overview of the Methodologies. (1) Parallel Sentences: This method employs aligned pairs of sentences
with opposite styles, such as positive-to-negative and negative-to-positive. It employs a basic sequence-to-sequence
(seq2seq) text generation approach, using an encoder (Enc) to process the input (x) and a decoder (Dec) to generate
the opposite-style sentence (s′). For instance, to convert a positive sentence to a negative one, Enc encodes the
positive text, and Dec decodes it into a negative sentiment. (2) Non-Parallel Data: In cases where aligned sentences
are unavailable, this approach leverages non-parallel datasets containing positive and negative text. Two strategies
are used: First, reconstruction, which uses auto-encoding (AE) or back-translation (BT). In BT, the input (x) is
machine-translated to the opposite language (y) beforehand. Separate models are trained to reconstruct positive
and negative sentences, but during inference, cross-models are used. For example, when transferring from positive
to negative sentiment, the input is a positive sentence, and the model used for reconstruction is the one trained on
negative sentences. The opposite applies to negative-to-positive transfers. In addition to this, Masked Style Filling
(MSF) may be applied as preprocessing. MSF masks style-specific lexicon within the input, aided by a trained
classifier and axiomatic attribution scores that identify style lexicon. The resulting style-masked sentence, denoted
as (x, M ) or (y, M ), then undergoes the same reconstruction process (AE or BT).

With these word attribution scores in hand, we
selectively mask out words that are considered
style lexicon. We set a threshold to determine how
much of the overall style should be removed from
the sentence. The objective here is to create sen-
tences that are “style-independent”, devoid of spe-
cific stylistic markers. We then use these modified
sentences as input to our AE and BT reconstruc-
tion models to reconstruct the original sentences.
We again train two separate models for each senti-
ment and feed inputs to to the model trained on the
intended target sentiment at inference time.

4.3 Cross-Lingual Style Transfer

We explore two basic cross-lingual alternatives that
circumvent the use of the manually created Bangla
dataset. Firstly, we employ English sentences from

the parallel dataset, translate them into Bangla, and
use this translated text for training. Secondly, we
take the English output generated by the model
trained on a parallel English dataset and translate
it into Bangla. These cross-lingual approaches of-
fer intriguing insights into multilingual text style
transfer where the TST dataset is not available in
the target language.

5 Experimetal Settings

Each dataset consists of 500 positive-to-negative
and 500 negative-to-positive sentences (see Sec-
tion 3). To maintain a consistent approach across
all our experiments, we have divided these datasets
into 400 examples for training, 100 for develop-
ment, and 500 for testing purposes.

We used the mBART-large-50 model (Tang
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et al., 2020) from the HuggingFace library (Wolf
et al., 2020) for both English and Bangla. To op-
timize model performance, hyperparameter tuning
was performed, resulting in the selection of a learn-
ing rate of 1e-5 and a batch size of 3. Dropout was
applied with a rate of 0.1 across the network. Addi-
tionally, L2 regularization with a strength of 0.01
was introduced. Training ran over 5 epochs.

For machine translation in the BT reconstruction
experiment, we use the Facebook NLLB-200-3.3B
models (Costa-jussà et al., 2022) from Hugging-
Face.

For our MSF experiments and for evaluating sen-
timent transfer accuracy, we fine-tuned a classifier
based on the BERT-base multilingual cased model
(Devlin et al., 2018; Pires et al., 2019), using the
same training set as our primary task. This fine-
tuned classifier achieves accuracy rates of 87.0%
for English and 83.0% for Bangla. In the MSF pro-
cess, we employ a threshold of 0.5 to selectively
filter style lexicon.

6 Evaluation and Results
6.1 Evaluation
The evaluation process encompasses three key as-
pects: sentiment transfer accuracy, content preser-
vation, and fluency. To assess sentiment transfer
accuracy, we used our finetuned mBERT classi-
fier (see Section 5). Consistent with prior research
(Jin et al., 2022; Hu et al., 2022; Mukherjee et al.,
2023), content preservation is assessed through
BLEU score (Papineni et al., 2002) and embed-
ding similarity (Rahutomo et al., 2012) against the
input sentences. The embedding similarity is de-
termined using language-agnostic BERT sentence
embedding (LaBSE) (Feng et al., 2022) in conjunc-
tion with cosine similarity. Evaluating fluency, es-
pecially for Bangla, poses a challenge as there are
no good assessment tools available for indic lan-
guages (Krishna et al., 2022). Previous research
has cautioned against using perplexity (PPL) for
fluency, as it tends to favor unnatural sentences
with common words (Pang, 2019; Mir et al., 2019).
Despite these problems, we still include a basic flu-
ency evaluation using perplexity (PPL) measured
with a multilingual GPT model (Shliazhko et al.,
2022).

6.2 Results
Automatic metric results are shown in the Table 1.
Our scores are roughly in the same ballpark as our

previous experiments on the Yelp data (Mukherjee
et al., 2023) and with somewhat lower style accu-
racy but higher content preservation scores than
most other previous works (cf. Li et al., 2020).
However, a direct comparison on the English data
is not possible due to our corrections of the dataset
(see Section 3). Based on cursory manual checks
of the output texts, the scores reflect the individual
models’ performance well.

Style Accuracy: The benchmark model utilizing
the parallel dataset demonstrates strong style ac-
curacy. However, in the case of Bangla, the ac-
curacy drops in comparison to English, indicat-
ing potential challenges in Bangla-style transfer.
Non-parallel data models, such as AE and BT, ex-
hibit significantly lower style accuracy in both lan-
guages.

Content Preservation: While the parallel
model and the MSF-AE model perform relatively
well in both languages, other non-parallel models
struggle to preserve content effectively. The MSF
approach in general enhances content preservation,
narrowing the gap slightly between parallel and
non-parallel data models.

Comparison of AE and BT: When comparing
the performance of AE and BT models, AE tends
to outperform BT in content preservation, but BT
outperforms AE in style transfer accuracy.

Impact of MSF: The introduction of the MSF
approach in general improves the results of both
AE and BT models, increasing style accuracy and
fluency, but at the cost of content preservation.

Parallel vs. non-parallel Data: As expected,
parallel data models consistently outperform their
non-parallel counterparts across various metrics.
However, the incorporation of the MSF approach
mitigates some of the challenges posed by non-
parallel data, highlighting its effectiveness in bridg-
ing the performance gap.

Cross-lingual Experiments: By not using the
actual Bangla dataset entirely, we explored two al-
ternative approaches: (i) translating parallel En-
glish training sentences to Bangla and (ii) trans-
lating the English style transfer output to Bangla.
Interestingly, both methods yield competitive re-
sults in Bangla, showcasing the potential of the
style-parallel English dataset and simple transla-
tion for the text style transfer task if the actual TST
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English Bangla
Models ACC BLEU CS PPL ACC BLEU CS PPL

Parallel Style Transfer
Parallel 77.0 46.5 81.0 97.5 66.0 34.5 81.0 7.7

Non-parallel Style Transfer
AE 13.0 42.0 78.0 102.2 17.0 31.0 78.0 7.8
BT 28.0 10.0 64.5 139.4 33.5 3.0 63.5 7.3

MSF-AE 59.5 37.5 75.5 136.0 72.0 26.5 72.5 7.9
MSF-BT 59.5 9.5 62.0 90.2 55.5 1.0 43.0 26.7

Cross-Lingual Style Transfer
Train-En-TR - 61.0 28.0 79.0 7.7
En-OP-TR - 64.5 6.0 74.5 6.8

Table 1: Automatic evaluation results. We measure the sentiment classifier accuracy (ACC), BLEU score, Content
Similarity (CS), and Fluency (PPL), see Section 6.1. We have several models (see Section 4): Parallel that uses
parallel data, AE and BT for non-parallel data using the reconstruction approach, and the extended models MSF-AE
and MSF-BT employing Masked Style Filling. Train-En-Tr involves training without the human-annotated Bangla
dataset by using English-to-Bangla machine-translated training data. En-OP-TR refers to the Bangla translation of
English output generated by mBART-base using parallel English data.

dataset is not available in Bangla for training pur-
poses. The performance of these methods is on par
with or surpasses that of the non-parallel Bangla
dataset-based models, underscoring the viability of
using machine translation in the pipeline.

Comparison of English and Bangla Results:
While the scores in both languages are not directly
comparable, overall lower values for Bangla show
that this problem is likely more challenging here,
not least due to Bangla’s more complex morphol-
ogy or lower amount of pretraining in the underly-
ing mBART language model. Both languages how-
ever correlate relatively well in terms of the rela-
tive performance of the individual models (paral-
lel model are the best, MSF improves scores, BT
seems worse than AE on content preservation).

In conclusion, our experiments emphasize the
significance of parallel data in text style transfer
and highlight the benefits of the MSF approach.
The choice of model depends on the specific lan-
guage, task requirements, and availability. Gener-
ated output samples are shown in Table 2.

7 Conclusion
In this study, we delved into the challenging do-
main of text style transfer primarily for the Bangla
language, addressing the scarcity of resources in
it. This work contributes essential resources and
benchmark models for both, Bangla and English.
Future work involves exploring further underrep-
resented languages in the multi-lingual TST re-

search.

Limitations
Data Bias: Our study relies on publicly avail-
able text data, which may inherently contain biases
present in the sources from which it was collected.
These biases can affect the performance of models
trained on such data and may lead to biased outputs
in sentiment transfer tasks.

Generalization: While our models demonstrate
good performance on our datasets, their ability to
generalize to other domains or contexts may be lim-
ited.

Subjectivity and Context: Sentiment analysis
is inherently subjective, and the sentiment labels
assigned to sentences may not universally apply.
The context in which a sentence is used can signifi-
cantly influence its sentiment, and our models may
not always capture nuanced contextual variations.

Evaluation Metrics: While we have employed a
variety of evaluation metrics, including style trans-
fer accuracy, content preservation, and fluency,
no single metric captures all aspects of sentiment
transfer. The evaluation process remains an active
area of research, and further advancements in met-
rics may be needed.

Ethics Statement
Data Privacy and Consent: We are committed
to respecting data privacy and ensuring that all data
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Models Negative → Positive Positive → Negative Analysis
Reference hate the aternoon-tea at the

phoenician. → love the
afternoon-tea at the phoenician.
িফিনিশয়ােন দপুেুরর চা একদম
অপছেħর । → িফিনিশয়ােন দপু-ু
েরর চা খবু পছেħর ।

i love their fresh juices as well.
→ i don’t like their fresh juices
either.
আমার তােদর তাজা ফেলর রসও
খবু পছħ ।→আমার তােদর তা-
জা ফেলর রসও একদম পছħ না
।

The examples have been chosen to ex-
emplify the use of antonym and NEG-
marker to flip the sentiments. In both
the examples, the remaining lexical
context remains preserved.

Parallel love the aternoon-tea at the
phoenician.
িফিনিশয়ােন দপুেুরর চা খবু পছ-
েħর ।

i hate their fresh juices as well.
আমার তােদর তাজা ফেলর রসও
খবু পছħ নয় ।

For both languages, the transfer
is extremely smooth with only the
sentiment-bearing attributes changed,
and the lexical context preserved.

AE hate the aternoon-tea at the
phoenician.
িফিনিশয়ােন দপুেুরর চা একদম
অপছেħর ।

i love their fresh juices as well.
আমার তােদর তাজা ফেলর রসও
খবু পছħ ।

Basically the model was able to recon-
struct the input successfully, thus pre-
serving the content, for both Bangla
and English, but it failed in transform-
ing the sentiment fully.

BT I like the morning coffee.
সকালটাটাটা খবুই পছেħর কাছ
েথেক।।

I hate their cheese.
How আিম তােদর সƜুাদ ু পানীয়
েখেত পছħ কির।

The sentiments in English have trans-
formed as desired but the lexical
context has been compromised. In
Bangla, the sentiment transfer has
failed and the context preservation is
worse in Positive-Negative as com-
pared to Negative-Positive. Note, that
in English, the context transformation
remains within their respective cate-
gories unlike Bangla.

MSF-AE the aternoon - tea at the phoeni-
cian.
দদুর্াġ েসলিফিফচালত না ।

didn’t love their fresh as well.
আমার তােদর তাজা ফেলর রসও
খবু খারাপ ।

While the sentiment-bearing attribute
gets dropped altogether in English
Negative-Positive making it neutral,
but the sentiments have successfully
transformed in Positive to Negative.
However, the lexical context is slightly
compromised in the latter. In Bangla,
no sentiment transfer took place in
Negative-Positive while sentiments
were successfully transferred from
Positive to Negative. This model
has performed better for Positive to
Negative.

MSF-BT I like the Mexican chicken.
সকােলর সযূর্সা খবুই অƜাভািবক-
ভােব পছħ করা হয়।

I hate them.
আিম তােদর fresh খাবার পছħ
পছħম ।

Much like BT above, the sentiments
have transformed successfully but so
has the lexical context. Therefore, con-
text preservation in this model is erro-
neous.

Train-En-
TR

িফিনিশয়ােন দপুেুরর খাবার খবু
পছেħর ।

আমার তােদর তাজা ফেলর রস
খবু পছħ নয়।

In Negative to Positive the task has
been completed perfectly. In Posi-
tive to Negative, sentiment transfer has
been successfully carried out but con-
tent preservation is average.

En-OP-TR িফিনিকয়ান এর সকােলর চা ভা-
েলা লােগ।

আিম তােদর তাজা রস পছħ কির
না।

The output is in accordance with the
model’s aim.

Table 2: Here are sample outputs from our models, with sentiment marker words highlighted. The outputs for both
the positive-to-negative and negative-to-positive tasks align with the scores presented in Table 1. In both English
and Bangla sentences for both tasks, the parallel model performs reasonably well in terms of sentiment transfer and
content preservation. On the other hand, the non-parallel models, AE and BT, show below-average performance,
but their MSF extensions attempt to enhance sentiment transfer accuracy. MSF-AE is decent in content preservation
but struggles with sentiment preservation, while MSF-BT performs decent in sentiment transfer accuracy but falls
short in content preservation. Overall, the generated English samples are slightly better than the Bangla ones.

used in our research is anonymized and devoid of
personally identifiable information. We have taken
measures to protect the privacy and confidentiality
of individuals whose data may be included in our

datasets.

Bias Mitigation: We acknowledge the potential
presence of bias in our data sources and have taken
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steps to minimize the impact of such bias during
model training and evaluation. We prioritize fair-
ness and strive to mitigate any potential bias in our
results.

Transparency and Reproducibility: We are
dedicated to providing transparency in our re-
search methods, including dataset collection, pre-
processing, and model training. We encourage re-
producibility by making our code and datasets pub-
licly available.

Informed Consent: In cases where our research
involves human annotators or data contributors, we
have sought informed consent and have followed
ethical guidelines for data collection and usage.

Social Impact: We recognize the potential so-
cial impact of our research and remain vigilant
about the responsible use of AI technologies. We
aim to contribute positively to the field of senti-
ment analysis and ensure our work benefits society
as a whole.

By acknowledging these limitations and adher-
ing to ethical principles, we aim to conduct respon-
sible and impactful research in multilingual TST.
We remain committed to addressing ethical con-
cerns and improving the robustness and fairness of
our models as we continue our research endeavors.
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ID Input Sentence Output Sentence Analysis
1 guess she wasn’t happy that we

were asking the prices.
She was certainly happy to men-
tion the prices.

Simply removing NEG-marker
couldn’t work as ‘she was happy
we were asking the prices’
sounded unnatural.

2 my toddler found a dead mouse un-
der one of the seats.

the place is clean and hygienic for
kids and toddlers.

In this, sentiment is carried by
the event of finding a dead mouse,
hinting at the cleanliness and hy-
giene issues. Therefore, the con-
text was removed and direct lexi-
cal markers - clean and hygienic -
were introduced.

3 what were you going to charge me
when i purchase a dozen bagels ?

surely you were going to charge
me reasonably when i purchase a
dozen bagels.

This is satiric in nature and ex-
pressed as a question with no ex-
pectation for an answer. Such sen-
tences had to be flattened to trans-
fer style.

4 it looks like blended up chicken
put into the shape of grilled pieces.

the grilled chicken was made just
perfect

The input sentence doesn’t explic-
itly mentions what is good or bad.
It simply related an event which is
then perceived as negative.

5 what about the time i wasted? service was quick and swift. Again, it is not really a question
but a comment on bad service
veiled in the form of a question.

6 i should have stuck with sun chi-
nese dining.

this was a very great place to dine
in at.

Sarcasm is used to express displea-
sure, hence the entire lexical con-
text was compromised during the
transfer process.

7 was n’t busy , no biggie . was busy , no biggie . Nothing here says if being busy
was something good or bad.

8 there is a reason they can get you
in fairly quickly.

This place is the most sought after. Here the sentiment is implicit in
the observation of the status of a
venue, where the user uses sar-
casm to mention that why you can
get a table so quickly is that this
place is not much preferred.

Table 3: Examples of handling implicit sentiments.
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ID Negative Positive Analysis
1 stopped by for soda after being at

the hobby shop next door.
After the hobby shop, I stopped in
for a soda but hated it.

after the hobby shop i stopped in
for a soda and enjoyed it.

The original sentence lacked senti-
ment, hence, a sentiment-bearing
attribute had to be inserted.

2 i was so disgusted i could not way
wait for the rest of the day.

i was so full i could not way for the
rest of the day.
I was so happy I could not wait for
the rest of the day.

Spelling mistakes sometimes
made it difficult to understand
the sentence. In this particular
example, the unclear context also
increased difficulty.

3 i know i should have sent this back
and walk out.

i know i shouldn’t have sent this
back and walked out.
I relished my order.

Lexical context could not be pre-
served for the sake of naturalness.

4 i’m not one of the corn people . i’m proud to be one of the corn
people.

Cultural undertone resolution was
a problem.

5 i got there, was seated pretty
quickly late, and then couldn’t
chose my color.

we were seated quick as soon as we
got there, then we glady chose col-
ors.

The input was incorrectly identi-
fied as negative making both, the
input and output positive, hence,
one had to be manipulated for neg-
ative.

6 sadly, we’ve been to this long es-
tablished restaurant many times.

the restaurant has been great
throughout the years fortunately,
we ’ve been to this long estab-
lished restaurant many times.

The original input lacked senti-
ment.

7 liar, liar, pants on fire. truth truth be told !
honest people

Proverbial expressions were diffi-
cult to deal with.

8 too bad it was at the expense of the
other customers.

too bad gladly, it wasn’t at the ex-
pense of the other customers.

Here, the challenge was to stranger
sentiment with as little loss of con-
text as possible.

9 talk about false advertising so call
before you go !

No need to call before you go.
they are exactly what their adver-
tising claims for them.

This is an example of a sentence
where the sentiment is implicit and
hence difficult to transfer.

10 so you aren’t my problem. don’t worry, you weren’t my prob-
lem.
I’m glad you’re not causing any
concerns for me.

This is also an implicitly negative
sentence, hence, difficult to trans-
fer style as well as translate.

11 not sure, is that a good thing or a
bad thing?

I bet it’s a good thing, and not a
bad thing.

Here an attempt was made to pro-
vide more clarity on the context.

12 when i first came to phx...yes this
sounded indian to me.
when i first came to phx...yes this
sounded unpleasant to me.

when i first came to phx...yes this
sounded american to me.
when i first came to phx... yes this
sounded pleasant to me.

When sentiment-bearing at-
tributes were cultural signifiers,
for example, here, ‘indian’ was
made positive with ‘american’, we
decided to work with pleasant and
unpleasent.

13 you won’t find a better worse selec-
tion in scottsdale.

you won’t find a better selection in
arizona scottsdale.

When the input sentence was in-
correctly identified as negative,
editing was required. It affected
the decision-making process for
the sentiment transfer.

14 if i could give zero stars i def
would.

the stars was 5 plus
If I could give more stars I def
would.

We also made reasonable changes
in the data where we did not want
the model to establish a link be-
tween numbers carrying neg/pos
relationship. For example, in the
example below we didn’t want
zero-five relationship to be seen as
a definite neg-pos relationship.

Table 4: Text Sentiment Transfer English dataset improvement challenges’ Examples.
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ID Positive Negative Analysis
1 i highly recommend e & m paint-

ing.
আিম অবশয্ই ই অয্াĞ এেমর েপই-
িěেঙর সপুািরশ করব ।

I highly recommend avoiding e &
m painting.
আিম একদমই ই অয্াĞ এেমর েপই-
িěেঙর সপুািরশ করব না ।

Here, instead of translating ‘avoid-
ing’ NEG-marker was used to flip
the sentiment to maintain natural-
ness.

2 everything is fresh and so deli-
cious!
সবিকছু খবু তাজা এবং সƜুাদ ু িছল !

everything is so stale and bland!
সবিকছু খবু পরুেনা এবং অসƜুাদ ু
িছল ।

Oft-repeated words like ‘bland’ in
this example have been translated
consistently. Compare the transla-
tion of ‘bland’ with number 7 in
Table 6.

3 the variety of sushi rolls makes for
a good eating.
খাওয়ার জনয্ িবিভĭ ধরেনর শুিষ
েরাল রেয়েছ ।

There is limited variety for sushi
rolls.
শুিষ েরােলর জনয্ সীিমত ৈবিচýয্
রেয়েছ ।

In this example the lexical context
of ‘for a good eating’ has been
dropped to maintain naturalness in
Bangla translation.

4 thanks for making our special
night an event to remember.
আমােদর িবেশষ রাতটা এেতা Ɲর-
ণীয় বানােনার জনয্ অেনকধনয্বাদ।

thanks for making our special
night so horrible.
আমােদর িবেশষ রাতটা নƀ কের েদ-
ওয়ার জনয্ অেনক ধনয্বাদ।

Retaining the word ‘thanks’ adds
a sarcastic touch during the style
transfer process. The same is a
challenge to maintain in Bangla.

5 when i first came to phx...yes this
sounded unpleasant to me.
যখন আিম Ĺথম িপএইচএে¬ এেস-
িছলাম... এটাআমার কােছ অĹীিত-
কর শুিনেয়িছল ।

when i first came to phx... yes this
sounded pleasant to me.
যখন আিম Ĺথম িপএইচএে¬ এেস-
িছলাম...এটা আমারকােছ Ĺীিতকর
শুিনেয়িছল ।

The use of the word ‘yes’ sounds
forced in Bangla, hence had to be
avoided.

6 what the hell are you doing ?
তুিম এটা িক খারাপ কাজ করছ ?

you’re doing great
তুিম এটা ভােলা কাজ করছ ।

The word ‘hell’ is a negative
sentiment-bearing word that
means other than the common
noun hell.

7 but unfortunately the rude woman
was the one checking us out.
িকĢ দভুর্ াগয্বশত, অভđ মিহলািটই
আমােদর েচকআউট করিছেলন ।

but fortunately the polite woman
was the one checking us out.
িকĢ েসৗভাগয্বশত, ভđ মিহলািটই
আমােদর েচক আউটকরিছেলন ।

The ‘checking out’ could mean
checking out at the counter or a
slang. The translation is force to
dilute the ambiguity and maintain
one meaning.

8 this place is a shit hole with shit
service.
এই জায়গাটা েযরকম বােজ েসরক-
মই বােজ এর পিরেষবা ।

this place is very nice with great
service.
এই জায়গাটা েযমন ভােলা েতমিন
ভােলা তার পিরেষবা ।

Slang Words pose challenges in
translation.

Table 5: English and Bangla Text Sentiment Transfer Examples (Positive to Negative).
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ID Negative Positive Analysis
1 but it probably sucks too !

িকĢ এটাও সŚবত খবু খারাপ !
but it probably doesn’t suck too !
িকĢ এটাও সŚবত খবু একটা খা-
রাপ নয় !

Here the negative sentiment bear-
ing words is ‘sucks’ that does not
have an exact translation in Bangla.
Hence, an approximate word had
to be used which limits the range
of meaning ‘sucks’ carry in En-
glish.

2 Their chips are ok, but their salsa
is really bland.
তােদর িচপস িঠক িছল, তেব সাল-
সাটা অসƜুাদ ু িছল ।

Their chips are good and their
salsa is really tasty.
তােদর িচপস ভােলা িছল, এবং সা-
লসাটা অসাধারণ িছল ।

Please refer to Example 4 in Ta-
ble 5.

3 the wine was very average and the
food was even less.
ওয়াইেনর Ɯাদ েমাটােমািট িছল তেব
খাবােরর Ɯাদ খবু খারাপ িছল ।

the wine was above average and
the food was even better.
ওয়াইেনর Ɯাদ ভােলা িছল তেব খা-
বােরর Ɯাদ আরও ভােলা িছল ।

Here the subtlety has been compro-
mised during the translation pro-
cess. Both ’average’ and ’even
less’ have been directly interpreted
as ’bad’.

4 for the record i am not a good cook
, i use seasoning !
েমাট কথা আিম একজন ভােলা রাঁ-
ধিুন নই, আিম শুধু মশলার সাহােযয্
রাĭা কির ।

for the record i am a terrific cook,
i use seasoning !
আসেলআিমএকজনঅসাধারণ রাঁ-
ধিুন,আিম সব মশলা িদেয় রাĭা কির
।

Here Bangla translation uses
‘spice’ for ‘seasoning’ where
seasoning is a broader term in
English with no exact translation
in Bangla.

5 this is an old worn out hotel.
এটা একটা পরুেনা, জীণর্ েহােটল ।

this is an old vintage hotel.
এটা একটা পরুেনা, িভনেটজ েহা-
েটল ।

Although a Bangla translation for
Vintage exists, yet transliteration
was preferred not only to maintain
consistency but also to retain the
exact flavour of vintage and not de-
viate towards antiquity.

6 talk about false advertising so call
before you go !
িমেথয্ িবজ্ঞাপেনর কথা শুনিছলাম
তাই যাওয়ার আেগ েফান কের িনও
।

they are exactly what their adver-
tising claims for them. তারা েযটা
িবজ্ঞাপন কের িঠক েসটাই ।

To resolve implicit meaning in
this sentence, similar phrases were
used which preserved the natural-
ness but compromised on the lexi-
cal context.

7 not so much these days.
আজকাল খবু একটা না ।

much more these days.
আজকাল আেরা অেনক েবিশ ।

Here, the meaning is very unclear
leading to an equally unclear trans-
lation

8 half of my head was over pro-
cessed.
আমার অেধর্ক মাথা আর কাজ কর-
িছল না ।

half of my head was processed
well.
আমার অেধর্ক মাথা এখেনা কাজ
করিছল ।

To resolve implicit meaning in
this sentence, similar phrases were
used which preserved the natural-
ness but compromised on the lexi-
cal context.

Table 6: English and Bangla Text Sentiment Transfer Examples (Negative to Positive).
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