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Abstract
An intelligent system is expected to perform
reasonable inferences, accounting for both the
literal meaning of a word and the meanings a
word can acquire in different contexts. A spe-
cific kind of inference concerns the connective
and, which in some cases gives rise to a tempo-
ral succession or causal interpretation in con-
trast with the logic, commutative one (Levin-
son, 2000). In this work, we investigate the
phenomenon by creating a new dataset for eval-
uating the interpretation of and by NLI systems,
which we use to test three Transformer-based
models. Our results show that all systems gen-
eralize patterns that are consistent with both the
logical and the pragmatic interpretation, per-
form inferences that are inconsistent with each
other, and show clear divergences with both
theoretical accounts and humans’ behavior.

1 Introduction

Implicature is the term used in semantics and prag-
matics to describe an inference that goes beyond
the literal sense of what is said. Implicatures have
received relatively limited attention in computa-
tional linguistics, since they are highly dependent
on the communication context and on common-
sense knowledge. However, the notion of Gener-
alized Conversational Implicature (GCI) (Grice,
1975) captures the fact that some of these meaning
enrichments are more general than others: They
are still dependent on context, but they are also
strongly conventionalized and they act as default
inferences, which are carried out unless canceled
by additional contextual information.

With this study, we aim at contributing to the
research on GCIs in NLP systems by focusing
on a specific type of GCI, namely Levinson’s i-
implicatures associated with the conjunction and
(Levinson, 2000). Studies have noted that and
is regularly interpreted as a temporal succession
or causal connective (from John repaired the en-
gine and the car started we understand that the

car started as a result of John repairing the engine)
(Carston, 1988). This implicature, which is referred
to as conjunction buttressing by Levinson (2000),
contradicts the commutative interpretation of and
traditionally assumed in formal logic and seman-
tics: If A and B entails B after A, A and B is not
equivalent to B and A. Moreover, the implicature
takes place only when the conjuncts express dy-
namic events, while with static ones and preserves
the commutative property (e.g., John was awake
and the dog slept entails The dog slept and John
was awake).

To address the problem of the scarcity of data for
the study of GCIs and conjunction buttressing in
particular, we created a dataset for the study of the
interpretation of and by NLI systems, using manual
annotation to obtain quality data and control for
features relevant for the implicature according to
theoretical accounts. We assigned two different
label sets based on a pragmatic hypothesis (and
triggers the implicature) and a logic one (and is
commutative), to distinguish logical vs. pragmatic
behavior of the systems.

We tested three Transformer-based NLI systems
fine-tuned on MNLI (Williams et al., 2018) on our
dataset. We identified systematic inference patterns
involving the interpretation of and that are common
to all three systems. Some of these patterns are in
accordance with the pragmatic hypothesis and oth-
ers with the logic one. We found that the systems
make inferences that are inconsistent with each
other, and in many cases their interpretation of and
is different from both the human interpretation and
theoretical accounts. To see whether the results are
due to biases in the systems’ training set, we ran an
analysis of MNLI aimed at identifying inference
patterns involving and that are used by annotators,
finding that the inferences generalized by systems
are exemplified to varying degrees.

After describing related work in Section 2, in
Section 3 we describe how we collected data to
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assess logical and pragmatic interpretations in NLI
systems.1 Results of the experiments with NLI
systems are illustrated in Section 4, along with
the analysis on MNLI and the results of a human
behavioral study. Conclusions are devoted to sug-
gestions for future work and to the discussion of
the limitations of the present work. By highlighting
limitations of current systems on our dataset, we
argue for a stronger convergence of neural systems
for inference and cognitive models of GCIs.

2 Related work

Previous NLP studies on implicatures mostly fo-
cused on scalar implicatures, inferences involving
sets of words that together form a lexical scale (e.g.,
<all, some>). The use of an alternate excludes the
other from the interpretation (e.g., Some of the boys
came +> (implicates) Not all of the boys came).

Jeretic et al. (2020) created a large scale dataset
of automatically generated sentences following the
NLI format, where a premise-hypothesis pair is la-
beled according to a logical annotation (following
the logical, literal meaning) and a pragmatic anno-
tation (following scalar implicature). The authors
measured the accuracy of a BERT model (Devlin
et al., 2019) fine-tuned on MNLI according to the
logical and the pragmatic annotation. The authors
showed that BERT reasoning is more pragmatic
than logical for the sentences involving all and
some, even if the results vary depending on how
the premise and the hypothesis are built.

Scalar implicatures are not the only type of gen-
eralized implicatures. Levinson (2000) proposed
a categorization of GCIs based on underlying in-
ferential heuristics related to Grice’s maxims of
conversation (Grice, 1975). He considered scalar
implicatures as an instance of Q-implicatures, a
category of GCIs motivated by the principle Select
the informationally strongest paradigmatic alter-
nate that is consistent with the facts. They are
distinguished from I-implicatures, motivated by
the principle Assume the richest temporal, causal
and referential connections between described sit-
uations or events, consistent with what is taken
for granted. A phenomenon in the latter group in-
volves the enrichment of the meaning of and (the
so-called conjunction buttressing): John repaired
the engine and the car starts implicates After John
repaired the engine, the car started (from logical

1The dataset can be found in the supplementary materials
and we will make it available for free use.

conjunction to temporal succession) and The car
started because John repaired the engine (from
logical conjunction to cause). The inferred mean-
ing of and contrasts with the commutative meaning
attributed to it in logic and formal semantics.

To our knowledge, Pandia et al. (2021) is
the only NLP study dealing with conjuction but-
tressing: the authors tested if Transformer-based
masked language models can predict the temporal
connective corresponding to the correct interpre-
tation of the enriched and, using the stimuli by
Politzer-Ahles et al. (2017). Unlike their study, we
created and used labeled data for the evaluation
of NLI systems, testing a pragmatic hypothesis
(enriched interpretation of and) vs. a logical one
(commutative interpretation).

3 Data

Given the scarcity of existing resources for GCIs,
we collected and annotated new data in NLI format,
focusing on different interpretations of the connec-
tive and. We assigned two different sets of labels,
one in accordance with the pragmatic hypothesis
(i.e., the implicature is labeled as an entailment)
and the other with the logic hypothesis (i.e., only
logical inferences are treated as entailments).

Methodology. To obtain data to test the tempo-
ral succession and the causal interpretation of and,
we first used a multigenre English corpus (UkWac,
Ferraresi et al. (2008)) to extract sentences where
a main and a subordinate clause are explicitly en-
coded in a temporal succession or causal relation
by a connective (e.g., Frazier quit before I did).2

Then, we replaced the original connective with and
(Frazier quit and I did). The generated and the
original sentences are, respectively, the premises
and the hypotheses of our experiment (see the first
two rows of Table 1). Because the implicature
only takes place when two clauses describe events
that are presented as a dynamic process (Levinson,
2000) (i.e., an event is described as a dynamic sit-
uation when it is a process with subparts, such as
in Frazier quit and I did which implicates succes-
sion while I have two sons and Mary has three
does not), we further manually refined the set to
include only those instances. According to the
pragmatic hypothesis, the systems should assign
the entailment label to these pairs. According to the
logical hypothesis, the label is neutral since a lit-
eral interpretation of and does not entail a temporal

2See Appendix A for more details about data collection.
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Interpretation of and Premise Hypothesis Logical label Pragmatic label
Temporal succession A and B B after A N E
Causal A and B B because A N E
Temporal precedence A and B B before A N C
Temporal synchronous A and B B while A N C
Commutative (dynamic) A (dynamic) and B (dynamic) B (dynamic) and A (dynamic) E C
Commutative (static) A (static) and B (static) B (static) and A (static) E C

Table 1: Dataset structure.

succession or causal relation between events.

From the premises used to test causal interpre-
tation (e.g., He refused to sign and he lost his job)
we produced new hypotheses where the clauses
are linked by other temporal relations contradicting
succession, namely precedence (Before he refused
to sign, he lost his job) and synchronous (While
he refused to sign, he lost his job). This is to ensure
that systems do not perform an enriched interpreta-
tion of and that goes in the wrong direction (either
temporal or causal). Since the pragmatic interpreta-
tion of and is temporal succession and this excludes
a precedence or synchronous one, we assigned the
gold pragmatic label contradiction to these pairs.

We also wanted to test whether NLI systems as-
sign a logical interpretation to the connective and,
namely commutativity. Here we studied the in-
fluence of the semantics of the conjuncts: While
commutativity is a more natural inference with con-
juncts describing static situations (The rooms are
comfortable and the food is super entails The food
is super and the rooms are comfortable), with con-
juncts describing dynamic situations it is less natu-
ral, since it is overridden by the inference stemming
from pragmatic enrichment (He fell off a ladder
and he had concussion contradicts He had concus-
sion and he fell off a ladder). To obtain instances of
inferences involving the commutativity of and with
dynamic conjuncts, we used the sentences with a
causal relation from our dataset. For instance, from
the sentence He had concussion because he fell off
a ladder we generated the premise He fell off a
ladder and he had concussion and the hypothesis
He had concussion and he fell off a ladder. For
static conjuncts, we manually annotated clause
pairs linked by and in UkWac, and selected only
pairs where the main verb of both clauses is sta-
tive (The food is super and the rooms are comfort-
able) or has an habitual reading (Platypus builds
nest, and echidna develops pouch). While com-
mutativity is entailed from the logic perspective,
a contradiction would be produced if a pragmatic
interpretation of and was selected, since temporal

Logical label

Pragm
atic

label

Temporal succession 0.02 0.94
Causal 0.02 0.98
Temporal precedence 0.07 0.51
Temporal synchronous 0 0
Commutative (dynamic) 1 0
Commutative (static) 1 0

Table 2: Accuracy of the DeBERTa-based system (He
et al., 2021) according to the logic and pragmatic label.

succession is not a commutative relation.
Statistics. We collected 653 premise-hypotheses

pairs for testing temporal succession interpretation,
270 for testing commutativity (static conjuncts) and
623 for each of causal, precedence, synchronous
and commutativity (dynamic), ending up with a
total of 3,470 instances.

4 Experiments

Systems. We used our data to evaluate a BERT
(Devlin et al., 2019), a RoBERTa (Liu et al., 2019)
and a DeBERTa (He et al., 2021) language model
fine-tuned on MNLI. For BERT and RoBERTa,
we adopted the fine-tuned versions by Poth et al.
(2021).3 We did not perform additional training, as
our goal is to test existing systems and our dataset
has been built only for evaluation purposes.

Results. We report in Table 2 the results for De-
BERTa only, as they are the best ones and there are
just slight variations across systems.4 With logical
and pragmatic accuracy, we refer to accuracy on
labels following from the logical and the pragmatic
hypotheses respectively.

Results show: a) Pragmatic accuracy close to 1
for Temporal succession and Causal (systems gen-
eralize the pattern A and B entails B after A and B
because A), but logical accuracy 1 for commutative
(systems generalize A and B entails B and A inde-

3See Appendix C for more details about the systems.
4Results for all systems can be found in Appendix D
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pendent of the semantics of conjuncts); b) Accura-
cies 0 for temporal synchronous (systems general-
ize A and B entails B while A), c) divergent behav-
ior of systems on examples involving a temporal
precedence interpretation of and (RoBERTa-based:
and nearly always entails a temporal precedence
interpretation; BERT-based: and entails a temporal
precedence interpretation in 74% of the cases and
contradicts it in only 7%; DeBERTa-based: and
entails temporal precedence in 42% of the cases,
and contradicts it in 51%).

Results analysis. We first observe that the in-
ferences drawn by the systems show inconsistent
patterns. In many cases the systems assign a succes-
sion, precedence and synchronous interpretation to
the same pair of conjuncts, which is an overt con-
tradiction. Second, the systems’ behavior is not
aligned with theoretical accounts of implicatures.
Linguistic theory predicts that only a limited set of
relations between conjuncts can be inferred (among
which succession and cause), while systems con-
sider all the relations we tested as valid inferences.
Moreover, while the dynamic event type of the con-
juncts is expected to lead to the rejection of the
commutative interpretation in favor of an enriched
one, systems prefer the commutative pattern irre-
spective of the context.

MNLI analysis. To see whether results can be
explained by biases in the dataset used for training
of the systems, we performed an analysis of the
MNLI training set aimed at identifying and quanti-
fying inference patterns involving the connective
and that are used by annotators. To identify ex-
amples of pragmatic inference patterns involving
the connective and, we selected instances where
the premise or the hypothesis contains two main
clauses linked by and using the SpaCy dependency
parser (Honnibal and Montani, 2017). We manu-
ally inspected 500 out of the 11,208 obtained pairs
for cases where the gold label can be explained by
assuming the triggering of a pragmatic inference.
We found those patterns to be used by MNLI an-
notators: 26 cases can be explained by assuming
an enriched interpretation of and. Temporal suc-
cession is the most frequent interpretation with 20
cases. Synchronous, causal and inclusion are less
present with 3, 1 and 1 cases respectively (see the
Appendix B for examples). We found the logic,
commutative interpretation of and to be much less
used for inference by MNLI annotators than the
pragmatic one. Out of the 500 examples we ana-

lyzed, only 2 can be explained by assuming a com-
mutative interpretation of and by annotators (see
Appendix B). This analysis shows that inference
patterns generalized by systems are exemplified to
varying degrees in the training set.

Figure 1: Human behavioral study. The y-axis reports,
for each pair, the proportion of participants performing
the interpretation on the x-axis.

Human behavioral study. The dataset annota-
tion is based on linguistic theory and expert anno-
tation. To compare it with actual intuitions people
have about the meaning of the sentences, we per-
formed a behavioral study using a small subset of
premise-hypothesis pairs from the dataset.

Details of the study are given in E. For each of
40 pairs of type Causal, we asked 8 participants to
judge if a speaker is implying “B because A” by
saying “A and B” or not (that is, we tested if they
assign a causal interpretation to and). For each of
43 pairs of type Commutativity (dynamic) we asked
to judge whether, given a situation where a speaker
uses the sentence of form “A and B” and another
speaker uses the form “B and A” to describe the
same fact, it is possible that both sentences are true
at the same time (that is, we tested if a logical,
commutative interpretation is assigned to and).

The left box in Figure 1 involves pairs of type
Causal and shows, for each pair, the proportion
of participants assigning a causal interpretation to
and.5 If judgments were in perfect agreement with
our pragmatic labels, proportion should be 1 for all
pairs (0 for logical). In the majority of cases (31 out

5The sentences used for the experimental study along with
the proportion of participants choosing each answer are pro-
vided as a separate file in the supplementary material.
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of 40) the proportion is equal to or higher than 0.8.
This shows that, in most cases, the responses of
almost all participants are in line with our previous
annotations. In other cases, there is less support
for the causal interpretation, and in a few cases the
majority of participants reject it (e.g., I went to a
mass meeting one night and that happened +> That
happened because I went to a mass meeting one
night, proportion of "Yes": 0.166). We attribute
this result to a) Our expert annotation being open
to challenge, and b) Limitations of Levinson’s the-
ory (possibly there are other factors affecting the
pragmatic inference in addition to the situation type
of the conjuncts, for example more stereotypical
event sequences).

The right box involves pairs of type Commu-
tativity (dynamic) and shows, for each pair, the
proportion of participants considering the forms
“A and B” and “B and A” true at the same time.
If judgments were in perfect agreement with our
pragmatic labels, proportion should be 0 for all
pairs (1 for logical). Generally, questions receive
more variable answers than in the previous group,
which can be due to the survey questions being
less clear than in the previous case (see E for the
form of questions). In some cases, the majority
of participants converge on the "Yes" (e.g., People
found them practical and they came into use and
They came into use and people found them practi-
cal are both true of the same situation according
to 85.7% of participants) or the "No" (e.g., I won
an award at 16 for my poetry and I went to Russia
and I went to Russia and I won an award at 16
for my poetry are both true of the same situation
according to 0% of participants) answer. We argue
that answers are determined by the triggering of
pragmatic inference (if the inference takes place,
the two sentences are not considered true at the
same time). The inference takes place differently
across our set of pairs, possibly for the reasons we
outlined in the paragraph above.

With this experiment, we have explored the dis-
tance between our dataset annotation and actual
human intuitions about the interpretation of and,
along with identifying interpretation tendencies.

Confidence scores. To get a more accurate
evaluation of the systems and compare their output
with human behavioral data, we analyzed the con-
fidence scores of the label entailment for the pairs
used for the behavioral study. We found that all
systems’ scores are concentrated in a small inter-

val near 1 (BERT: [.945, .994], RoBERTa: [.936,
.996], DeBERTa: [.950, .999], except for an out-
lier with score 0.558). The tendency to consis-
tently assign high scores to the entailment label is
confirmed by the mean xn and the variance s2n
of the samples containing confidence scores of
entailment in the whole dataset (BERT: xn=.775,
s2n=.106; RoBERTa: xn=.851, s2n=.086; DeBERTa:
xn=.814, s2n=.105).

The visualization of the relation between the sys-
tems’ confidence score of entailment for a given
pair and the frequency with which participants con-
sider that pair an example of entailment (given in
F) shows no positive correlation. We take the re-
sults of this analysis as evidence of a divergence
between systems (who consistently choose the en-
tailment label) and humans (who choose entailment
label with different frequency across the dataset,
showing a variability that does not correlate with
the limited variability in the systems’ output).

5 Conclusion

We found that NLI systems generalize "pragmatic"
and "logical" inference patterns involving the con-
nective and. This gives rise to unsatisfactory pre-
dictions, since in many cases inferences are not
consistent with each other and are not aligned with
human ones and theoretical accounts of implica-
tures. It should be noted that alternative accounts
of implicatures exist: For scalar implicatures it
has been shown that inference takes place with dif-
ferent strength depending on the context (Degen,
2015). A better assessment of the systems’ abilities
could be obtained by using implicature strength
data. Finally, at this stage we cannot draw general
conclusions about whether our results also extend
to systems trained on other NLI datasets.

Based on the highlighted limitations of the tested
systems, we argue for the need of a stronger con-
vergence of neural systems with theories of GCIs
to improve systems’ interpretation of and. Levin-
son (2000) proposed that I-implicatures can be ex-
plained by assuming that the hearer knows that the
speaker tried to achieve her communicative goals
by maximizing economy, and thus enriches the in-
terpretation in stereotypical ways (since it assumes
that the speaker has left stereotypical information
unsaid). Stereotypical relations between events in
the form of event chains could be automatically col-
lected from texts (Chambers and Jurafsky, 2008)
and provided as additional information to systems.
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A Details about Data Collection

Using the SpaCy dependency parser (https:
//spacy.io/), we extracted sentences from
UkWac (Ferraresi et al., 2008) matching the de-
pendency pattern CONNECTIVE-mark-V-advcl-
V-ROOT, where CONNECTIVE is a connective
that unambiguously signal the discourse relation of
interest (before, after and once for temporal succes-
sion, because for causal) and V is a verb accord-
ing to the SpaCy POS tagger. We selected clauses
linked by connectives that are unambiguous in term
of their discourse function according to the English
Penn Discourse Treebank (Prasad et al., 2008).

For our experiments, we used the SpaCy pipeline
en_core_web_s from the most recent version
3.2. SpaCy is licensed under the MIT license.

UkWac is a large-scale corpus (>2 billion words)
created with texts from URLs in the .uk web do-
main. URLs were selected based on the presence
of a pair of words, where pairs are from a list cre-
ated by choosing random medium-frequency words
from BNC (written and spoken version) and a vo-
cabulary list for foreign learner of English. This
strategy ensures variety of content. As a result, the
corpus covers various domains and demographic
groups. The prevailing language is British English,
but the presence of other variety of English cannot
be excluded. The corpus is freely downloadable at
https://wacky.sslmit.unibo.it/.

B Analysis of MNLI

Examples of pragmatic interpretation of and.
Temporal succession interpretation: Thorn turned
and left entails Thorn left after he turned (pairID:
17201c). Temporal synchronous interpretation:
The man roared out and cleaved off the demon’s
other arm entails The man made a loud noise as
he injured the demon (pairID: 35017e). Causal in-
terpretation: After 37 years of rule, Solomon died

13

https://doi.org/10.3765/sp.8.11
https://doi.org/10.3765/sp.8.11
https://doi.org/10.3765/sp.8.11
https://openreview.net/forum?id=XPZIaotutsD
https://openreview.net/forum?id=XPZIaotutsD
https://doi.org/10.1017/S0022226703272364
https://doi.org/10.1017/S0022226703272364
https://doi.org/10.1017/S0022226703272364
https://spacy.io/
https://spacy.io/
https://wacky.sslmit.unibo.it/


and the kingdom was split between the northern
and southern tribes entails Solomon was the ruler
for 37 years and his death resulted in the divide
of the kingdom between north and south (pairID:
56084e). Temporal inclusion interpretation: we
came here and they had parking lots in the schools
and i couldn’t understand it you know all the kids
had cars entails I was surprised to see that all the
kids had cars when we came here (pairID: 2744e).

Examples of commutative interpretation of
and. Several years ago a radio broke in my car
and i never i got out of the habit of listening to the
radio entails Several years ago a radio broke in my
car and i never i got out of the habit of listening to
the radio and I always stuck to the habit of listening
to the radio, and mine broke (pairID: 24186e).

C Systems details

The three systems we used for our experiments
are Transformer models fine-tuned on MultiNLI
(Williams et al., 2018). MNLI was built based
on the following procedure. First, text sources of
ten different genres (including written and spoken
speech) are used to select sentences that are used
as premises. Sources are from the Open Amer-
ican National Corpus and a selection of works
of contemporary fiction. Then, a crowdworker is
asked to produce a hypothesis for each NLI la-
bel (entailment, neutral, contradiction). Finally,
other crowdworkers are asked to assign a label to
each premise-hypothesis pair and a gold label is
assigned based on the majority of labels. The cor-
pus comes with a training/test/development split
(392,702/ 20,000/ 20,000 examples respectively).
MNLI can be freely used and may be modified and
redistributed. The corpus is released under several
licenses (cf. Williams et al. (2018) for details).

The three systems can be downloaded freely
from https://huggingface.co/ and are
bert-base-uncased-pf-mnli (Poth et al.,
2021), roberta-base-pf-mnli (Poth et al.,
2021) and deberta-v2-xlarge-mnli (He
et al., 2021). deberta-v2-xlarge-mnli is
licensed under the MIT license. Details about the
tested systems are provided in Table 3. We refer
the reader to the original paper for further details.

D Results for all Systems

E Survey details

Platform. We launched the survey on Prolific
Academic (https://www.prolific.co/).

bert-base-

uncased-pf-

m
nli

roberta-base-

pf-m
nli

deberta-v2-

xlarge-m
nli

Paper
Poth
et al.
2021

Poth
et al.
2021

He
et al.
2021

Number of
parameters
(Language

Model)

110M 125M 900M

Computational
budget

8 × 32GB
V100
GPUs

6 × 96GB
V100
GPUs

Fine-tuning
strategy

Adapter-
based

Adapter-
based

Scale-
invariant

MNLI
accuracy 84.2 87.5 91.7

Table 3: Details about the tested systems.

Logical label

Pragm
atic

label

Temporal succession 0.02 0.81
Causal 0.03 0.97
Temporal precedence 0.19 0.07
Temporal synchronous 0 0.02
Commutative (dynamic) 1 0
Commutative (static) 1 0

Table 4: Results for the BERT-based system (Poth et al.,
2021).

Participation requirements. Participants were
required to a) Be born in the U.S., b) Be a U.S.
citizen, c) Be in the U.S. at the time of the test,
d) Have English as their first language, e) Have
an approval rate of previous studies on Prolific
between 90% and 100%, f) Have completed at least
50 tests on Prolific. We used Prolific’s internal
screening system for excluding participants who
did not meet the requirements.

Survey structure. Each test consisted of 20
questions. Possible answers for each question in a
survey were "Yes" and "No". 5 questions targeted
the pragmatic interpretation of the and connective,
5 questions targeted the logical (commutative) in-
terpretation, and the other 10 were comprehension
question. Each question targeting the pragmatic
interpretation of and has the following structure:

• Imagine that a speaker says PREMISE. In
your opinion, is the speaker implying HY-
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Logical label

Pragm
atic

label

Temporal succession 0.01 0.91
Causal 0.01 0.98
Temporal precedence 0 0.07
Temporal synchronous 0 0
Commutative (dynamic) 0.98 0.02
Commutative (static) 0.98 0.02

Table 5: Results for the RoBERTa-based system (Poth
et al., 2021).

POTHESIS?

PREMISE and HYPOTHESIS are examples of
type "Causal" from the dataset presented in this
article (an example of question is: Imagine that
a speaker says "I got bored in the first year and
I dropped out of university". In your opinion, is
the speaker implying "I dropped out of university
because I got bored in the first year"?).

Each question targeting the logical (commuta-
tive) interpretation of and has the following struc-
ture:

• Imagine that two speakers A and B know the
same fact and are telling it. A says PREMISE,
and we know she is telling things as they ac-
tually happened. Now imagine B says HY-
POTHESIS. Is B also telling things as they
happened?

PREMISE and HYPOTHESIS are examples of
type "Commutativity (dynamic situation)" from
the dataset presented in this article (an example of
question is: 7. Imagine that two speakers A and B
know the same fact and are telling it. A says "IBM
used Intel and Intel became standard ", and we
know she is telling things as they actually happened.
Now imagine B says "Intel became standard and
IBM used Intel". Is B also telling things as they
happened?).

Comprehension questions were added to a) Pre-
vent participant from associating questions of a
given form with a given answer, b) Mitigate the
bias of questions of a given form towards a given
answer type (given our previous annotation, we
expected questions targeting pragmatic interpreta-
tion to have "Yes" as prevailing answer), c) Prompt
participants to pay more attention to the meaning
of the sentences in the survey, and d) Exclude from
the final dataset the answer of participant who are

suspected of not comprehending the task or not
paying the right attention to the questions.

The comprehension questions have the same
form of the other questions, but instead of targeting
inference patterns involving the interpretation of
and, they asked participants to make simple infer-
ences based on other elements of sentences. Exam-
ples were inferences based on presuppositions (e.g.,
Imagine that a speaker says "Europe tried to sweep
itself clean of Jews and it came into existence". In
your opinion, is the speaker implying that there
were Jews in Europe?), paraphrases (Imagine that
two speakers A and B know the same fact and are
telling it. A says "Phillip adamantly and persis-
tently refused to pay her a penny piece and she suc-
ceeded", and we know she is telling things as they
actually happened. Now imagine B says "She was
not given a penny by Philip and she succeeded".
Is B also telling things as they happened?), contra-
dictions based on negation or antonyms (Imagine
that a speaker says "Christian voice intimidated
1/3 of the venues into dropping out and the tour
became financially impossible". In your opinion, is
the speaker implying "Christian voice intimidated
1/3 of the venues into dropping out and the tour
became financially sustainable"?).

Since they involve straightforward inference pat-
terns and they are not the focus of the experiment,
we had gold standard answers for comprehension
questions, which we used to exclude answers of
participants from the dataset.

To ensure participants made choices based on
their intuitions, no examples were provided in the
instructions.

Number of participants and reward. Each
survey was presented to 8 participants. 9 surveys
were created in total, for a total of 72 participants
taking part in the experiment. Participants were not
allowed to take part in more than one survey. They
received a reward of 0.55£ (0.65C, 0.67$).

Requirements for inclusion in the dataset. In
order for a participant answers to be included in
the final dataset, the participant must give the gold
standard answer to at least 7 of the 10 comprehen-
sion question in the survey. This strategy led to the
exclusion of the answers of 5 out of 72 participants.

F Systems’ confidence scores for
sentences from the experimental study
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