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Abstract

Communication between physician and pa-
tients can lead to misunderstandings, especially
for disabled people. An automatic system that
translates natural language into a pictographic
language is one of the solutions that could help
to overcome this issue. In this preliminary
study, we present the French version of a trans-
lation system using the Arasaac pictographs
and we investigate the strategies used by speech
therapists to translate into pictographs. We also
evaluate the medical coverage of this tool for
translating physician questions and patient in-
structions.

1 Introduction

Many people around the world face difficulties to
communicate through speech. To overcome this
challenge, disabled people, including persons with
an Intellectual Disability (ID), resort to Augmen-
tative and Alternative Communication (AAC) sys-
tems in different forms: objects, visual aids on
paper or technologies (Beukelman and Mirenda,
1998). Both text and pictographs can be used in
AAC for enhancing the communication and the
social inclusion of individuals with ID.

Images are already used in various medical con-
texts to increase access to information and com-
munication for all, e.g. in pharmacology on drug
leaflets for improving the health literacy or in hos-
pitals for facilitating the medical tourism (Nandy,
2019). In emergency settings, there are tools such
as interpreters and communication technologies for
allophones patients (Janakiram et al., 2021). How-
ever, they have drawbacks and are not designed for
people with disabilities. Recent research focuses
on medical applications with images for disabled
patients, but does not use NLP techniques (Norré
et al., 2021b), such as My Symptoms Translator
(Alvarez, 2014) or the system of Wołk et al. (2017).

This paper focuses on the French version of a

translation system using the Arasaac pictographs1

(Norré et al., 2021b) and makes two contributions:
investigates the strategies used by speech therapists
for translating medical sentences into pictographs
and evaluates the lexical coverage of the system.
Section 2 summarizes related work on the transla-
tion systems with images and their evaluation. We
describe our system in Section 3. Section 4 inves-
tigates translation strategies. Finally, we evaluate
the medical coverage of our system in Section 5.

2 Related Work

Pictographs represent one or several concepts: ob-
ject, verb, feeling, grammatical word, etc. There
are several pictograph sets available, such as Sclera,
Beta or Arasaac, which are specifically created
for people with various disabilities. They can be
seen as simplified languages (Sevens et al., 2017).
Therefore, they have been used within AAC sys-
tems, but many relate to daily communication.

As regards the medical language, Glyph (Bui
et al., 2012) – which is not an AAC application –
automatically translates patient instructions from
text into pictures with NLP and computer graphics
techniques. The BabelDr system (Bouillon et al.,
2021) proposes pictographs and allows to translate
spoken medical utterances in various languages
to communicate with migrants and deaf patients
in hospitals. For people with ID, de Knegt et al.
(2016a,b) designed a tool with pictographs, called
STOP-ID, to aid the self-reporting of pain (affect,
location, intensity and quality). The authors also
tested the ability to recognize representations for
vocabulary and pain of their tool in adults with ID.

The comprehension of single pictographs in con-
text is increasingly evaluated with users: e.g. for
the patient responses to medical questions (Norré
et al., 2021a). However, most studies still rely
on automated metrics used in MT such as BLEU

1https://arasaac.org
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(Papineni et al., 2002), NIST (Doddington, 2002),
etc. to assess sentences automatically translated
into pictographs (Sevens, 2018; Vaschalde et al.,
2018; Norré et al., 2021b). Mihalcea and Leong
(2008) tested sentences whose nouns and verbs
had been automatically translated into pictures. Fi-
nally, some evaluations are also carried out by re-
searchers, such as in Bui et al. (2012), which rated
the correctness of 49 patient instructions converted
with Glyph. More recently, Bulté et al. (2021) man-
ually evaluated the comprehension and the lexical
coverage of sentences generated into three picto-
graphic languages by their translation system.

3 Translation System

Our system was originally designed for the online
communication of people with ID and was hence
optimised for social media context (Sevens, 2018).
It translates texts written in four natural languages
into any combination of four pictograph sets. This
paper focuses on French and the medical domain
with Arasaac pictographs (see Section 4), as there
are fewer medical pictographs in the other sets.

The text to translate first undergoes shallow lin-
guistic analysis: sentence detection, tokenization,
POS-tagging and lemmatization with TreeTagger
(Schmid, 1994), simple detection of multi-word
expressions (MWE), processing of specific French
phenomena based on rules and dictionaries (Norré
et al., 2021b). Then, each word of the text can be
translated through two routes: the semantic route
and the direct route. In the semantic route, each
word is looked up in the WOLF database (Sagot
and Fišer, 2008), a French version of WordNet
(Miller, 1995). If it is not found, hyperonym and
antonym relations of WOLF are used to get substi-
tute translation. For example, as there is no picto-
graph for saumon (salmon), the word is translated
by its hyperonym poisson (fish). The word infecter
(infect) does not have a pictograph and is translated
by its antonym followed by the negative pictograph,
désinfecter non (desinfect no). For the direct route,
we build a dictionary for the pictographic language
that contains the words not covered by WOLF (e.g.,
prepositions, pronouns, etc.). Pictograph filenames
(i.e. French lemmas) are linked to their identifiers
available on the Arasaac website. To choose the
optimal path while converting a sequence of lem-
mas to a sequence of pictographs, we use a search
algorithm A* (Vandeghinste et al., 2015).

Compared to our previous work (Norré et al.,

2021b), various improvements were brought to our
system. We updated our pictograph database with
new pictographs from Arasaac API,2 as more med-
ical pictographs have been added due to the Covid
pandemic. Several AAC systems with pictographs
use a color coding system that informs about the
syntactic category of the words represented. This
makes it possible to improve the learning of vocab-
ulary and therefore its use. We implemented the
coding system of Fitzgerald (1949), which high-
lights the borders of pictographs with colors, de-
pending on their POS: green for verbs, blue for
adjectives, etc. At the beginning of sentences, we
also generate a temporal pictograph for past and
future tenses (see Figure 1), as Sevens et al. (2017).
We added a WOLF relation: eng_derivative, to get
similar concepts with a different POS tag, e.g. for
the adjective respiratoire (breathing), our system
translates it by the verb respirer (breathe). It is the
equivalent of xpos_near_synonym relation in other
WordNets. We will therefore call it the xpos rela-
tion in Section 5. Finally, we added simple rules of
compression for different French phenomena found
in our previous evaluation (deletion of some func-
tion words, auxiliaries, verb-subject inversion in
questions, simplification of some imperative struc-
tures for patient instructions). These rules are based
on an analysis of our system’s output, the advice
from a speech therapist and a syntactic analysis
carried out on medical sentences from the BabelDr
system with the Berkeley Neural Parser (Kitaev
and Klein, 2018).3

4 Translation Strategies for Pictographs

As we aim to automatically translate physician
questions and patient instructions into Arasaac pic-
tographs, we ran into the issue of the lack of a large
authentic medical corpora in pictographs built by
AAC users and the lack of translation guidelines
to create such as a corpus. Therefore, we have
investigated the actual strategies used by speech
therapists to carry out such translation. This sec-
tion first describes the data to translate, then lists
the different translation strategies observed.

4.1 Data Set

For our translation experiment, we used the
Arasaac pictograph set, an open source set that is in-

2https://arasaac.org/developers/api
3https://github.com/nikitakit/

self-attentive-parser
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Figure 1: Examples of possible medical translations into Arasaac pictographs.

creasingly used by disabled people. This database
includes over 12,000 pictographs in colours (also
available in black and white and customizable on-
line). Many domains (Paolieri and Marful, 2018),
including communication in health sciences, are
represented in this set. In November 2021, there
were 1,126 medical pictographs grouped into 45
(sub)categories, such as medical procedures, covid-
19, symptoms, etc. For the medical data to translate,
we used French sentences of the BabelDr transla-
tion system (Bouillon et al., 2021), designed to
facilitate communication between physicians and
allophone patients. These data include physician
questions, patient instructions, and greetings.

4.2 Translation Strategies

As Vandeghinste and Schuurman (2014) noted, a
pictograph translation is not a literal translation.
Various translation strategies can be used, the sim-
pler one consisting in looking up each word lemma
to translate in the pictograph set (Vaschalde, 2018).
To uncover more sophisticated strategies, we asked
a retired speech therapist – trainer and director of a
Belgian AAC association – to manually translate
100 sentences from our medical data into Arasaac
pictographs.

By comparing the original text and these sen-
tences translated into pictographs, we noted at least

10 operations to improve the translation and the
lexical coverage if a pictograph (filename) is miss-
ing: 1) deletion: delete some words of source
sentence (e.g., articles, auxiliaries, etc.);4 2) in-
sertion: if there is no pictograph for a (technical)
term, insert a paraphrase with general concepts
more easily comprehensible for patient (aphtes:
boutons dans bouche | canker sores: pimples in
mouth, as in Strasly et al. (2018) for translating
sign language) or insert a clarification (allergies
connues: allergie allergie_2 allergie_3 | known
allergies: allergy allergy_2 allergy_3); 3) moving:
move one or several words (toussez-vous depuis
longtemps ?: depuis longtemps vous toussez ? |
cough you since long time ?: since long_time you
cough ?); 4) synonym: replace by a synonym with
an identical POS (actuellement: maintenant | cur-
rently: now); 5) hyperonym (coronavirus: virus);
6) hyponym (personne: individu | person: individ-
ual); 7) antonym (sèche: goutte [non] | dry: drop
[no]); 8) POS change (avorter: avortement | abort:
abortion); 9) compound2single: replace a MWE by
a single word (poser des questions: demander | ask
questions: ask); 10) replacement: replace one word
with another with different root and/or POS, not by
a synonym/hyperonym/etc. (quarantaine: isoler |

4The deletion depends on skill of user with ID. Note that
removing all words by POS (e.g., adverbs) can change the
meaning of sentences a lot (Vaschalde et al., 2018).
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quarantine: isolate).
Figure 1 shows examples of expected medical

translations into Arasaac pictographs.5 Several
translation operations can be combined in a sen-
tence. These operations are already partially taken
into account in the French version of the system
we described in the previous section.

5 Preliminary Evaluation

We present the system tuning and an automated
evaluation (Section 5.1), before the manual evalua-
tion to assess the medical coverage (Section 5.2).

5.1 System Tuning and Automated Evaluation

For tuning and evaluation purposes, 150 additional
medical sentences were manually translated into
Arasaac by the authors. 60 sentences were used
to tune the hyperparameters of the system (Van-
deghinste et al., 2015) – related to WOLF relations,
pictograph features and route preference – with
a local hill climbing algorithm (5 trials of 50 it-
erations) using the BLEU metric (Papineni et al.,
2002) as Norré et al. (2021b) on an email corpus.

BLEU WER PER
- xpos relation 30.3 (2.3) 55.5 (2.1) 50.5 (1.9)
+ xpos relation 27.3 (2.2) 61.4 (2.6) 56.3 (2.5)

Table 1: System results on medical data for Arasaac:
BLEU, WER and PER metrics (mean and std. dev.).

Then, we automatically evaluated the translation
system on the remaining 90 sentences (Table 1).
The BLEU scores are in line with our study (Norré
et al., 2021b). For the French Text-to-Picto system,
we got a BLEU score of 31.3 on a medical corpus
for Arasaac, but with a largest reference corpus in
which all the words had to be translated, including
function words. Adding the xpos relation in our
system (see Section 3) does not improve the results.

5.2 Manual Evaluation

Two experiments were carried out. We first cal-
culated the number of untranslated words on 700
sentence transcripts of real physician questions,
recorded with speech recognition of BabelDr sys-
tem (Bouillon et al., 2021). We also evaluated 700
sentences, called canonicals, linked to each of these
transcripts in the BabelDr system. Table 2 shows
the number of untranslated types (and untranslated

5The glosses are given using the English filenames of
Arasaac pictographs. We added underscores and numbers.

tokens in brackets). The use of xpos relation allows
to translate more words even if we did not evaluate
if all these translated words were correct.

Transcripts Canonicals
- xpos relation 126 (191) 102 (229)
+ xpos relation 110 (159) 81 (203)

Table 2: System results on medical data for Arasaac:
number of untranslated types (and untranslated tokens).

As regards the lexical coverage, two authors of
this paper manually evaluated 50 canonicals auto-
matically generated with the system (without the
xpos relation). They used UMLS concepts (Boden-
reider, 2004) linked to these sentences to judge if
the meaning was preserved. For each of the 103
concepts,6 they annotated if the concepts were cor-
rectly translated into pictographs and by what type
of representation (synonym, hyperonym or generic,
hyponym or specific and polyseme). The Cohen’s
κ (Cohen, 1960) is 0.65, indicating that the agree-
ment between both raters is substantial.

Annotator 1 Annotator 2
Correct translation 62.1 (75.4) 71.8 (82.8)
No translation 37.8 (24.5) 28.1 (17.1)

Table 3: System results on medical data for Arasaac:
lexical coverage (in %).

Table 3 shows the results of medical coverage
by UMLS concept. The most used relation is syn-
onymy. The annotators reported 5-6 hyperonyms
(nausée|diarrhée: symptomes | nausea|diarrhea:
symptoms), 2-5 hyponyms (examen: examen des
yeux | examination: eye examination) and 3-4 poly-
semous words (enceinte means pregnant or speaker
in French). There were also some MWE (prise de
sang | blood test) incorrectly translated by two pic-
tographs (tenir sang | grasp blood), but the MWE
we had annotated with two synsets were correctly
translated by a single pictograph (mal à la tête |
headache). The untranslated words were mainly
adjectives (régulier | regular) – more difficult to rep-
resent – and nouns (type | type). Figure 2 shows ex-
amples of system’s outputs in Arasaac pictographs.
The medical coverage can be still improved, espe-
cially the precision of the system, e.g. testing other
lexical resources or NLP techniques that exploit
the translation strategies into pictographs.

6Or 187 concepts if we include the no UMLS concepts
(e.g., pronouns and question marks). We also give results on
this total in brackets in the table.
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Figure 2: Examples of system’s outputs in Arasaac.

6 Conclusion

We proposed an original way to investigate the
medical coverage of our translation system from
French into Arasaac pictographs using UMLS con-
cepts. We also discussed the translation strategies
into pictographs for medical sentences.7 There is
room for further improvement to specialize this
system to the medical dialogue between physician
and patients with ID. Some linguistic phenomena
are not yet taken into account in the French system,
such as the word sense disambiguation. Both the
pictographic representations and the sentence com-
prehensibility into pictographs by the target users
would need to be further investigated in context.
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