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Preface

Textual sources are essential for research in digital humanities. Especially when larger datasets are
analyzed, the use of natural language processing (NLP) technologies is essential. However, NLP is still
often focused to written standard languages, which customarily differs from specific genres and text types
that may interest a digital humanist today. The situation is even more complicated when the research is
done on minority languages, or historical and dialectal materials.

Natural language processing has usually a strong computer science focus, which means that methods
are developed to cater for higher numerical results and to solve some rather abstract level tasks such as
machine translation, poem generation or sentiment analysis. Digital humanities, on the other hand, has
usually a strong humanities focus which means that the research questions are typically more concrete,
diving deeper to understanding some phenomena rather than solving a problem. Natural language
processing also seeks to validate the methods, whereas digital humanities takes the validity of the
methods for granted. This is due to the fact that a method is often the end goal in natural language
processing, where as a method is just a tool in the digital humanities. The two fields work from very
different starting points, and therefore we believe that more venues are needed where scholars from both
fields can come together and learn from each other.

We believe that digital humanists recognize the shortcomings of the contemporary natural language
processing tools, and the NLP community has already come up with various fully functional solutions.
However, these communities would benefit from further communication. For example, model fine tuning
and retraining are among useful technologies in NLP that could be applied to efficiently improve the
result on these divergent varieties. Similarly work in digital humanities often results in open datasets
that could be used to compare different strategies. In this workshop we aimed to foster and initiate wider
conversation and sharing of examples of how NLP tools are best leveraged to the research questions that
are relevant in humanities.

The Workshop on Natural Language Processing for Digital Humanities (NLP4DH) was organized for the
second time in November 20, 2022 with AACL IJCNLP 2022: The 2nd Conference of the Asia-Pacific
Chapter of the Association for Computational Linguistics and the 12th International Joint Conference on
Natural Language Processing. Our workshop received a plethora of submissions, out of which 22 were
accepted to be presented in the workshop. We are especially excited about the upcoming special issue
in the Journal of Data Mining & Digital Humanities that will feature extended versions of some of the
papers accepted in the workshop.

https://rootroo.com
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A Stylometric Analysis of Amadı́s de Gaula and Sergas de Esplandián

Yoshifumi Kawasaki
The University of Tokyo

ykawasaki@g.ecc.u-tokyo.ac.jp

Abstract
Amadı́s de Gaula (AG) and its sequel Ser-
gas de Esplandián (SE) are masterpieces of
medieval Spanish chivalric romances. Much
debate has been devoted to the role played
by their purported author Garci Rodrı́guez de
Montalvo. According to the prologue of AG,
which consists of four books, the author al-
legedly revised the first three books that were
in circulation at that time and added the fourth
book and SE. However, the extent to which
Montalvo edited the materials at hand to com-
pose the extant works has yet to be explored
extensively. To address this question, we ap-
plied stylometric techniques for the first time.
Specifically, we investigated the stylistic dif-
ferences (if any) between the first three books
of AG and his own extensions. Literary style
is represented as usage of parts-of-speech n-
grams. We performed principal component
analysis and k-means to demonstrate that Mon-
talvo’s retouching on the first book was min-
imal, while revising the second and third
books in such a way that they came to mod-
erately resemble his authentic creation, that
is, the fourth book and SE. Our findings em-
pirically corroborate suppositions formulated
from philological viewpoints.

1 Introduction

Amadı́s de Gaula (AG), which is a medieval Span-
ish chivalric romance published at the beginning
of the sixteenth century, has long been considered
a masterpiece of the genre. Its sequel Sergas de
Esplandián (SE) came out a few years after. Both
works have been attributed to Garci Rodrı́guez de
Montalvo, a lower-class aristocrat from Medina
del Campo in the present-day Valladolid prefecture.
Note that no other work has been ascribed to him.

AG consists of four books. Together with its
sequel SE, there are a total of five books in the
series, even though the latter was published sepa-
rately. According to the prologue of AG, the author

revised the first three books that were in circulation
at that time, and translated the fourth book and
SE from a Greek manuscript he had encountered.
In reality, however, they are both considered his
own creation; feigning a translation was a literary
commonplace back then. Still, the extent to which
the author modified the materials at hand to com-
pose the extant version has yet to be extensively
explored.

To delve into the enigmatic composition of Mon-
talvo’s works, we applied stylometric analysis for
the first time, to the best of our knowledge. Stylom-
etry is a field of study that, among other goals, aims
to identify authorship of disputed or anonymous
documents (Juola, 2006; Grieve, 2007; Zhao and
Zobel, 2007; Stamatatos, 2009; Jockers and Witten,
2010). Specifically, we investigated the stylistic
differences (if any) between the first three books
of AG and his own extensions, that is, the fourth
book of AG and SE. Literary style is represented
as usage of parts-of-speech (POS) n-grams. Since
the employment of syntactic features is supposed
to be fairly unconscious and hardly imitable, POS
n-grams, which capture partial syntactic informa-
tion, can reasonably serve as stylistic fingerprints.
We performed principal component analysis (PCA)
and k-means to demonstrate that Montalvo’s re-
touching on the first book was minimal, while re-
vising the second and third books in such a way
that they came to moderately resemble his origi-
nal contributions, that is, the fourth book and SE.
Our findings empirically corroborate suppositions
formulated from philological viewpoints by Cacho
Blecua (Rodrı́guez de Montalvo, 2020a).

The rest of the paper is organized as follows. In
Section 2, we review related research. Section 3
describes the methodology utilized. In Section 4,
we present experimental results, followed by a dis-
cussion in Section 5. Section 6 concludes the study
by discussing future research directions.
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2 Related Work

Research on the genesis of the Amadisian oeuvre
has been conducted by Hispanic philologists in-
cluding Cacho Blecua (Rodrı́guez de Montalvo,
2020a,b), Domingo del Campo (1982), and Sainz
de la Maza (Rodrı́guez de Montalvo, 2003). How-
ever, few scholars have exhaustively inspected the
linguistic usage therein. Labrousse (2021) studied
a variation of nominal phrases containing posses-
sives in the first and fourth books of AG and found
discrepancies between them. However, the sec-
ond and third books of AG as well as SE were not
included in her scope of study. Moreover, the analy-
sis was restricted to the first 500 occurrences of the
construction in question. To gain a more complete
picture, a comprehensive scrutiny is needed.

Over the past few years, Spanish Philology
has witnessed an increasing number of stylomet-
ric studies (Fradejas Rueda, 2016; Rißler-Pipka,
2016; de la Rosa and Suárez, 2016; Rojas Cas-
tro, 2017; Cerezo Soler and Calvo Tello, 2019;
Garcı́a-Reidy, 2019; Hernández Lorenzo, 2019).
The style markers used have been mostly limited
to functional words and frequent words. POS n-
grams have been rarely adopted even though its
effectiveness has been confirmed by various stud-
ies addressing literary works in multiple languages
including English (Koppel et al., 2002; Clement
and Sharp, 2003; Juola, 2006; Hirst and Feiguina,
2007; Eder, 2015; Pokou et al., 2016; Savoy, 2017),
French (Kocher and Savoy, 2019), Japanese (Ue-
saka and Murakami, 2015), and recently in Spanish
(Kawasaki, 2021).

The advantages of leveraging POS sequences are
multi-fold: (i) their numerous occurrences provide
reliable statistics; (ii) they are relatively indepen-
dent from content; (iii) being out of conscious con-
trol of the author, they are supposed to be hardly
imitable; and (iv) they partially capture syntactic
patterns, which have been shown to be reliable style
markers (Baayen et al., 1996).

3 Methods

The digitized texts of AG and SE were retrieved
from Corpus of Hispanic Chivalric Romances1.
For AG, we used the version published in Seville in
1539 by the printer Juan Cromberger2. For SE, we

1https://textred.spanport.lss.wisc.
edu/chivalric/index.html

2https://textred.spanport.lss.wisc.
edu/chivalric/textsoriginal/ama-text.txt

employed the version published in Rome in 1525
by the printers Jacobo de Junta and Antonio de
Salamanca3. They were the only digitized texts
available, although the first edition of AG goes
back to 1508 and SE back to 1510.

AG consists of 133 chapters arranged across four
books: AG1, AG2, AG3, and AG4. The token size
amounts to 530,000 words. SE is composed of 184
chapters forming a single book. The token size
adds up to 190,000 words. Since the chapter length
varies considerably from one another, we decided
to generate equal-length pieces of 10,000 words
from respective books. The prologues and episto-
lary passages were omitted in advance. Note that
book division was maintained for the subsequent
analyses, while chapter division was disregarded.
As for the final part of a book, where the piece
length was below 10,000, it was treated as an inde-
pendent one if it exceeded 6,000 words; otherwise,
it was merged into the penultimate piece. Thus,
AG1 resulted in 13 pieces, AG2 in 9, AG3 in 11,
AG4 in 16, and SE in 18.

For stylistic features, we leveraged POS n-grams.
The tags were assigned using a tagger designed
for present-day Spanish spaCy 3.3.14. The
model employed was es dep news trf, which
is larger and more accurate. We utilized this tag-
ger because there are no publicly available ones
designed for Medieval Spanish, in which the Ama-
disian works are written. Based on the philolog-
ical expertise, we modified extensively the texts
prior to tagging to facilitate correct parsing; specifi-
cally, we applied as much orthographic moderniza-
tion as possible. For instance, auer “to have” was
transformed into its modern counterpart haber and
certain words were separated, like acostose was
separated into acostó se “he/she lay down”.

AUX and PROPN were merged into VERB and
NOUN respectively as their correct identification
proved to be hardly feasible. For frequent func-
tional words including auxiliary verbs, adverbs,
conjunctions, and prepositions, we adopted sur-
face forms in lieu of the assigned tags to make
the most of their differing usage, for example, the
preposition de “of” was not converted into ADP
but maintained as such. As for verbs, we distin-
guished among infinite forms, that is, infinitives
(INF), gerunds (GERUND), and past participles
(PPART) and gave them distinct labels. In contrast,

3https://textred.spanport.lss.wisc.
edu/chivalric/textsoriginal/ag5-text.txt

4https://spacy.io/
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the finite forms were uniformly given an identical
label regardless of mode, tense, grammatical per-
son, and number. In addition, we differentiated
highly frequent verbs haber “to have” and ser “to
be” by tagging the relevant forms with their infini-
tival forms. As for punctuation, we only retained
periods and question marks representing sentence
boundaries and omitted commas, colons, and semi-
colons that could stem from editorial interventions.
These measures resulted in 54 tag types in total.
Tagging performance was evaluated by computing
an accuracy rate on randomly chosen five hundred-
word passages: one from each of the four books of
AG and another from SE. The mean accuracy was
almost perfect at 0.99 ± 0.01. Note that, without
manual modification of the texts and tags, the mean
accuracy declined to 0.83± 0.02.

Every piece was represented as a vector whose
elements represent z-transformed relative frequen-
cies of the n-grams. We considered only the most
frequent POS n-grams above a given rank threshold,
while the remainder was aggregated under the label
of OTHERS. To assess the robustness of our analy-
ses, we varied the n-gram size n for n ∈ {1, 2, 3, 4}
and the rank threshold r for r ∈ {100, 300, 500}.
For n = 1, r was fixed to 54, which was the number
of unigram types.

4 Analysis

For illustrative purposes, we present the results ob-
tained with (n, r) = (3, 300). Figure 1 displays
the pair-wise distance scores between the pieces,

computed as
√
‖xi−xj‖2

r , where xi represents the
feature vector for the i-th piece. The bluer (red-
der) the cell, the more (less) similar the pair of
pieces. Overall, we observe lower intra-book dis-
tance scores in contrast to larger inter-book ones.
However, it is worth noting that the distance scores
between AG2 and AG3 are relatively low and that
these two books exhibit less dissimilarity with AG4
and SE.

Next, we conducted two types of exploratory
multivariate analyses, PCA and k-means, to ex-
amine whether any stylistic difference was found
across the books.

4.1 PCA

The first two PC scores obtained with (n, r) =
(3, 300) are plotted in Figure 2. Contribution ratios
for PC1 and PC2 were 16.9% and 8.3%, respec-
tively. PC1 can be reasonably interpreted as a repre-

Figure 1: Pair-wise distance scores between the pieces
computed with (n, r) = (3, 300). The bluer (redder)
the cell, the more (less) similar the pair of pieces.

sentation of Montalvo’s degree of contribution; on
the left side are AG4 and SE, which are assumed to
be his original creations, on the right side is AG1,
which presumably best conserves the primitive ap-
pearance, and in between are AG2 and AG3, which
were allegedly modified to some degree (Rodrı́guez
de Montalvo, 2020a). PC2, which roughly disso-
ciates AG4 and SE, can be regarded as reflecting
Montalvo’s internal stylistic variation. That the rest
of books are found in between might be ascribed to
their different origin, thereby remaining immune
to Montalvo’s literary style.

4.2 k-means
We conducted k-means clustering using
sklearn.cluster.KMeans with default
setting (Pedregosa et al., 2011)5. The number of
clusters k was varied for k ∈ {2, 3, 4, 5}. As the
algorithm was sensitive to the initial centroids
selected, we ran it 100 times and computed the
mean concordance rate, which was defined as
the average number of times a pair of pieces was
classified into the same cluster. We supposed that
no clear-cut pattern would emerge without stylistic
differences across the books.

Figure 3 illustrates the pair-wise mean concor-
dance rates obtained with (k, n, r) = (2, 3, 300).
The darker the cell, the more often the pair of pieces
belonged to the same cluster and are judged as sim-
ilar. We can discern two clusters, one formed by

5https://scikit-learn.org/stable/
modules/generated/sklearn.cluster.KMeans.
html
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Figure 2: Scatter plot of PC1 and PC2 calculated with
(n, r) = (3, 300). PC1 can be understood as a represen-
tation of Montalvo’s degree of contribution, whereas
PC2 can be understood as reflecting his internal stylis-
tic variation.

AG1 only and the other by Montalvo’s genuine
writings, AG4 and SE. Meanwhile, AG2 and AG3
vacillated between the two clusters, which implies
Montalvo’s more extensive revisions there com-
pared to AG1, which he might have retouched min-
imally. Our findings empirically corroborate sup-
positions formulated by Cacho Blecua (Rodrı́guez
de Montalvo, 2020a).

5 Discussion

5.1 Sensitivity analysis of hyper-parameters
We examined the effects of the hyper-parameters
and confirmed that the results were scarcely af-
fected by n or r, which verifies the robustness of
our findings. With respect to k-means, it is note-
worthy that, even for k = 5, equal to the number
of books, AG2 and AG3 jointly constituted a clus-
ter instead of forming distinct individual groups,
whereas AG1, AG4, and SE formed an individual
one as shown in Figure 4. This result suggests that
Montalvo accommodated AG2 and AG3 to his own
literary style, to the point that they diverged from
AG1, which seems almost intact.

5.2 Characteristic POS n-grams
We inspected n-grams whose frequency scores var-
ied notably across the books and thus played a
crucial role in the multivariate analyses. Figure 5
shows the trigrams among the top 300 for which the

Figure 3: Pair-wise mean concordance rates com-
puted from 100 iterations of k-means performed with
(k, n, r) = (2, 3, 300). The darker the cell, the more
similar the pair of pieces.

mean z-transformed relative frequency scores were
above 1.0 or below −1.0 for any of the five books.
Some of the sequences deserve special mention
from the philological viewpoint:

CCONJ VERB PRON This trigram typically
represents postposition of the pronoun to the fi-
nite verb (e.g., y abrió lo “and he/she opened it”).
Its ratio was 0.63% in AG1, 0.44% in AG2, 0.52%
in AG3, 0.32% in AG4, and 0.20% in SE. In his
genuine creation, Montalvo apparently abstained
from this syntactic pattern used recurrently in the
first three books.

PRON haber PPART This trigram entails the
use of the perfect tense (e.g., lo he hecho “I have
done it”). Its ratio was 0.09% in AG1, 0.15% in
AG2, 0.15% in AG3, 0.24% in AG4, and 0.16%
in SE. We can see that Montalvo more frequently
employed the perfect tense in his own works.

PUNCT ADV VERB This trigram represents
the sentence beginning with an adverb followed
by a finite verb (e.g., Entonces dijeron “Then they
said”). Its ratio was 0.10% in AG1, 0.07% in AG2,
0.04% in AG3, 0.05% in AG4, and 0.05% in SE.
This pattern was adopted more often in the first two
books.

VERB CCONJ VERB This trigram typically
represents two verbs joined with a coordinate con-
junction (e.g., cenaron y durmieron “they had din-
ner and slept”). Its ratio was 0.36% in AG1, 0.28%
in AG2, 0.32% in AG3, 0.29% in AG4, and 0.19%
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Figure 4: Pair-wise mean concordance rates com-
puted from 100 iterations of k-means performed with
(k, n, r) = (5, 3, 300). The darker the cell, the more
similar the pair of pieces.

in SE. This syntagma might have been more fre-
quently employed in the older versions of AG to
which Montalvo had access.

VERB PUNCT NOUN This trigram represents
closing a sentence with verb and opening the fol-
lowing one with (proper) noun. Its ratio was 0.25%
in AG1, 0.15% in AG2, 0.14% in AG3, 0.14% in
AG4, and 0.11% in SE. Montalvo seems to have
avoided disposing verbs at sentence-final position.

grande NOUN que This trigram represents the
noun preceded by adjective grande “great” and
followed by relative pronoun que (e.g., gran fatiga
que “great fatigue that”). Its ratio was 0.06% in
AG1, 0.11% in AG2, 0.10% in AG3, 0.15% in AG4,
and 0.14% in SE. Montalvo tended to utilize the
syntagma more frequently in his own creation.

muy ADJ NOUN This trigram represents the
nominal phrase of the type muy leal caballero “very
loyal knight.” Its ratio was 0.04% in AG1, 0.05%
in AG2, 0.06% in AG3, 0.06% in AG4, and 0.13%
in SE. This construction is found prominently in
SE.

6 Conclusions

This study addressed a long-standing enigma con-
cerning the genesis of the two monumental works
authored by Montalvo. Applying stylometric tech-
niques, we demonstrated that Montalvo’s retouch-
ing on AG1 was minimal, while revising AG2 and
AG3 to such an extent that they came to moder-

Figure 5: Trigrams among the top 300 for which
the mean z-transformed relative frequency scores were
above 1.0 or below −1.0 for any of the five books.

ately resemble his authentic creations, AG4 and SE.
Our findings empirically corroborate suppositions
formulated from philological viewpoints by Cacho
Blecua (Rodrı́guez de Montalvo, 2020a).

One limitation of our study is the lack of distinc-
tion between narration and conversation. The dis-
tinction is desirable, because varying proportions
of the two components across the books could po-
tentially affect the study’s outcome. In so doing,
we can also examine if authorial fingerprints are
more clearly detectable in one part than in the other.
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Abstract
This paper is a methodological exploration of
the origin of mood in early modern and mod-
ern Finnish literary texts using computational
methods. We discuss the pre-processing steps
as well as the various natural language process-
ing tools used to try to pinpoint where mood
can be best detected in text. We also share sev-
eral tools and resources developed during this
process. Our early attempts suggest that overall
mood can be computationally detected in the
first three paragraphs of a book.

1 Introduction

This paper aims to provide a short exploratory study
into a very specific literary concept: mood. Mood
is the general atmosphere that the author creates
through their word choices, style and use of im-
agery and can sometimes even include tone. Mood
is about how the reader feels about the text, and the
related concept of tone is about how the implied
author feels about it and uses words to convey their
attitude towards a topic or subject1 (Turco, 2020).

We use various natural language processing
(NLP) tools and methods to attempt to identify
the origins and location of mood. For this purpose
we have collected a corpus of 975 literary works
written in Finnish. Our paper utilizes many tried
and tested NLP and computational literary studies
methods, but to our knowledge it is the first to com-
bine emotion detection / sentiment analysis with
traditional literary affect studies exploring tone and
mood.

Since the choice of words is of the utmost im-
portance when creating both of these sometimes
entangled concepts in literary works, mood, and
to some extent tone, detection are perfect subjects
for analyzing the use of emotion-associated words
in text. It is not easy to determine where specifi-
cally mood is created in a text. Does mood reside

1On the concepts of tone and mood in literary studies, see
Richards (1929); Ngai (2005); Flatley (2008).

everywhere, or is it most strongly present in the
first chapter of books, or perhaps the first few para-
graphs of each chapter? In a larger sense mood is
not reducible to a single aspect, but generated by a
set of textual elements.

We suggest that the computational study of the
valence of the lexicon can be valuable in providing
an accurate picture on the distribution of the posi-
tive and negative valence in a text-continuum, and
thus help us to better understand the relationship
between the linguistic qualities of a text and its
perceived emotional effects, particularly the mood
of a text.

2 Previous Work

Literature can be considered a domain where the
affective functions of language are of principal im-
portance (Hogan, 2011). Research on literature
and emotions is an active field in traditional liter-
ary studies, particularly after the "affective turn"; a
shift in attitude towards how affect is perceived in
literary theory that took place about two decades
ago (see e.g Smith, 2011 and Armstrong, 2014).
Research topics range from the study of literature
and empathy (Keen, 2007) to the study of litera-
ture and cognition (Hogan, 2011)), negative affects
and tone in texts (Ngai, 2005) to empirical perspec-
tives (Sklar, 2013; Van Lissa et al., 2018), and even
emotions specific to Finnish literature (Rossi, 2020;
Rossi and Lyytikäinen, 2022).

Recently, the question of a text’s overall emo-
tional tone or mood has aroused vivid interest
(e.g. Ngai (2005), Lyytikäinen (2017), and Rossi
(2020)). Yet a systematic theory of how tone and
mood are created and triggered is still under con-
struction. We suggest that a study of the emotional
valence of the lexicon measured quantitatively pro-
vides a new approach that can help with understand-
ing the components of a text’s mood (Öhman and
Rossi, 2021).

The field of computational literary studies (CLS)
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can generally be considered a field within dig-
ital humanities that uses NLP tools to analyze
and make new discoveries in texts by quantitative
means. It is somewhat rare for studies within the
field of CLS to have literary experts working on the
project, and many such projects rely heavily on the
analysis of the quantitative results also conducted
by experts of NLP rather than experts of literature
as is true for many other interdisciplinary fields
(Bartlett et al., 2018). Kim and Klinger (2018) pro-
vide a substantive overview of sentiment analysis
as it is used in CLS. Very few, if any, of the differ-
ent types of such studies discussed in their survey
deal with topics that are common in traditional lit-
erary analysis. We hope to rectify this situation by
bringing CLS and affect studies in literature closer
together and this paper will hopefully be a small
part of that process.

3 Data

We downloaded the first 1000 books from Project
Gutenberg2, where (1) the language was Finnish,
and (2) the text was in utf-8 plain text format. As
far as we are aware, there is no way of filtering
out texts by their original language, so our dataset
includes many translated works. We used the sim-
ple gutenberg-cleaner3 to get rid of the preamble
and the legal text at the end of the book, then we
created a regex to extract key information such as
the title, the name of the author, the year of publica-
tion, and whether the book was originally written
in Finnish. The translation status of the book was
extracted based on whether the terms suomentaja,
suomennettu, suomentanut, or any version of kään-
täjä/käännös/käännetty etc. were present within
the first ten lines of text after the preamble was
removed.

Due to encoding issues, our final corpus consists
of 975 books of which roughly half were originally
written in Finnish. A vast majority (95+%) were
written or translated between the years 1850 and
1925 and over 90% after 1880, with only a few
instances of older texts meaning that the language
used in the texts can be considered Modern Finnish
(Forsman Svensson, 2011). The final data consists
of 2,938,032 sentences and 41,417,116 tokens.

2https://www.gutenberg.org/
3https://libraries.io/pypi/

gutenberg-cleaner

3.1 The Emotion Intensity Lexicon

We used the Finnish Emotion Intensity Lexicon
(FEIL) (Öhman, 2022) as a base for our emotion
lexicon. FEIL is based on the NRC emotion lexi-
cons (Mohammad and Turney, 2013) adapted for
Finnish and lists words alongside the emotions they
are associated with as well as the intensity of the
associated emotion as a number between 0 and 1.
It is roughly based on Plutchik’s wheel of emotions
(Plutchik, 1980) and contains the emotions anger,
anticipation, disgust, fear, joy, sadness, and trust.

4 Method

Finnish is a great language to work with in terms
of NLP. Numerous resources not only exist but
are also well-curated. There are several researchers
and research groups who actively develop new tools
and improve upon old ones, and most of these tools
are open source (Hämäläinen and Alnajjar, 2021).
Thus we had the opportunity to test several different
lemmatizers and tokenizers. We further add to this
list of tools by having created a Finnish version of
the chapterize4 package.

After the Project Gutenberg added information
was removed, the texts were lemmatized, split into
paragraphs, and tokenized. First, we tried fine-
tuning Finnish BERT (Virtanen et al., 2019) to
work with our texts (as per Gururangan et al., 2022),
but the results were not promising and require fur-
ther work (particuarly the vocabulary was not im-
proved sufficiently). We subsequently tried mul-
tiple different lemmatization tools, including the
Turku Neural Parser (Kanerva et al., 2019), murre
(Partanen et al., 2019; Hämäläinen et al., 2021),
and both the experimental and news Finnish spaCy
models. In the end we settled for the Turku Neural
Parser as the results were the most accurate (see
table 1 for an example) and all words were parsed,
and parsed correctly in context as well (in the ex-
ample it was the only one able to correctly parse
the nonstandard form kahvians – standard form:
kahviansa – partitive case of 3rd. pers. sing./plur.
coffee).

Incidentally, in the dissertation of Airio (2009)
kahviansa is discussed as an example of "parasite
words" since it can be mistakenly split into kahvi
(coffee) and ansa (trap), something none of the lem-
matizers did. With careful optimism, we take this

4The original: https://pypi.org/project/
chapterize/ and the Finnish version: https:
//github.com/esohman/chapterize-fi
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as a demonstration of how good lemmatizers for
morphologically complex languages have become
in the past decade.

After pre-processing the texts, we identified the
first three paragraphs of each book. This was trick-
ier than expected as despite removing the pream-
bles/headers, some metadata remains in the text
files and this metadata is of various shapes without
uniformity or even commonly recurring pattern of
where the actual text of the book starts. For this
reason, we created a Finnish version of the chapter-
ize package for Python and used the chapter splits
to help recognize opening paragraphs together with
sentence and paragraph ids provided by the con-
llu metadata.We used two different text sections as
targets for overall mood detection: the first three
paragraphs of each book, and the first 200 tokens
from each chapter in each book.

From previous studies (Öhman and Rossi, 2021)
we know that certain words can quickly overwhelm
the results; when analyzing the novel Rautatie by
Juhani Aho, the term rautatie (railroad) in the lexi-
con was associated with trust and because the store
takes place on the railroad and is about the railroad
the levels of trust in the results were not representa-
tive of the level of trust in the novel itself. As FEIL
contains mostly contemporary words and their con-
temporary emotion associations we needed to make
sure that (1) the most common words in our texts
that in our opinion have an emotion association are
indeed in the lexicon, and (2) that the most com-
mon emotion word matches represent the correct
emotions at reasonable intensities. These steps are
iterative and continuous in that they should be re-
peated whenever the lexicon or lemmatization is
altered.

The removal of non-emotion associated words
is straightforward and fairly uncontroversial. How-
ever, re-labeling emotion words or adding new
words to the lexicon should be done with utmost
care, ideally using multiple annotators who are
not the authors and cross-checking the results us-
ing inter-annotator agreement scores (van Atteveldt
et al., 2021). In this vein, we did not want to bias
the lexicon with our own interpretations of emotion
intensities so instead we created a large word2vec
model of our corpus and used it to look up words
in the lexicon with high cosine similarity to the
words we wanted to introduce to the lexicon (as
per e.g. Maas et al., 2011; Yu et al., 2017; Ye et al.,
2018). This lead to the association for e.g. the

words kirkas, valkoinen, and valkea to be identi-
cal. As the words that needed to be added were
relatively few, we manually checked that the emo-
tion associations and intensities made sense. For
future projects we intend to employ human anno-
tators in addition to this approach, however, this
approach alone showed a lot of promise and was
very accurate within the small sample size.

After completing steps (1) and (2), we removed
128 entries from the lexicon and added 203 tokens
including rakastaa, to love. The exclusion of such
an important term from the lexicon exemplifies
some of the issues with using a lexicon that was
originally created for English where the noun and
verb forms are often the same unlike in Finnish
where the forms are distinct (cf. to love/ a love,
to run/a run vs. rakastaa/rakkaus, juosta/juoksu).
Some of these issues were fixed in FEIL by adding
both the Finnish noun and verb forms of a sin-
gle English entry, but many such examples remain
(Öhman, 2022). We used this domain- and period-
specific version of FEIL to tabulate normalized (per
token count for inter-text comparability), intensity
scores for each target text. Other future projects
should include checking that both noun and verb
forms are found in the lexicon.

If we are looking at purely the word choices
of the author, tone and mood can be difficult to
distinguish from each other and can be intertwined
to different degrees. However, the tone of a literary
text tends to shift much more even within a chapter
and therefore by focusing on the first paragraphs
of each chapter, or even the opening paragraphs of
the first chapter only, we can get a fairly accurate
idea of the mood of the text, with less of a risk of it
being confused with tone.

Although the tone of the text may vary within
one work (due to e.g. changes in the narrative point
of view or mover from description to dialogue nar-
ration) the analysis of the beginnings of a text may
be indicative of the overall tone of a text. Namely
from the perspective of the reader, the beginnings
tend to shape the experience of reading. Theories
of perception (e.g. Perry 1979) argue that the open-
ings play a crucial role in creating a text’s overall
emotional disposition: as in everyday life, the first
impression matters in reading, too. The emotion ef-
fects created in the beginning of a text modify and
adjust the reader’s general emotional orientation
by shaping up modes of perception and organiza-
tion of information. For instance, the melancholic
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Translation The provost sits down in his rocking chair, stands his pipe on the floor against the table leg, and starts drinking his coffee
Original Rovasti istuutuu keinutuoliinsa, panee piippunsa lattialle pöydän jalkaa vasten pystyyn ja rupeaa juomaan kahvians
Murre (hist) (öljy)movasti istua keinutuoli panna pippu latija pöytä jalka vaste pystyä ja ruveta juoma kahvis
spaCy (news_lg) Rovasti istuutua keinutuoliinsa panee piippu lattia pöytä jalka vasten pystyyn ja rupeata juoda kahvians
spaCy (exp. /w voikko) rovasti istuutua keinutuoli panna piippu lattia pöytä jalka vasten pystyyn ja ruveta juoda kahvians
UralicNLP Rovasti|rovasti istuutua panna piippu lattia pöytä jalka vasten pystyyn|pysty ja ruveta juoma|juoda
Turku Neural Parser rovasti istuutua keinu#tuoli panna piippu lattia pöytä jalka vasten pystyyn ja ruveta juoda kahvi

Table 1: Example of lemmatization using different lemmatizers for Finnish.

mood created in the beginning of Aho’s Rautatie,
or the strong effects of disgust in the beginning of
Sillanpää’s Hurskas kurjuus, are likely to influence
the reader experiences later reactions and feelings
triggered by narrative events.

5 The Mood in Selected Texts

The results are difficult to present in a small space
as they list all the emotion scores per text, therefore
we are focusing here on qualitatively evaluating a
small subset of the data. The selection is pragmatic,
and based on the second author’s area of expertise.

5.1 An overview of the selected texts

The first one is Juhani Aho’s breakthrough novel
Rautatie (tr. as The Railroad, 1884). In this text,
from the perspective of the implied reader, the
novel evokes emotional effects of melancholia and
nostalgia, which are characteristic of Aho’s work.

The second one is Minna Canth’s Kauppa-Lopo
(no translation, the title refers to the protagonist’s
nickname, 1889), a tragic story of poverty and ill-
ness. The beginning of the novella, set in prison,
underlines the anti-hero’s ugly appearance, but the
narrative contrasts the physical ugliness with an
inner goodness: she is described as good-hearted
and compassionate towards other people. Canth’s
naturalism was considered "poor art" by her con-
temporaries and she was accused of being an ad-
mirer of disgust, “destroying the laws of beauty,
unfolding ugliness in every sense” (Rossi, 2007,
52).

The third one is Frans Emil Sillanpää’s Hurskas
kurjuus (tr. as Meek Heritage, literally “Sacred
Misery”, 1919), which begins with a shocking pro-
logue which anticipates the death of the protago-
nist: it describes the execution of a poor tenant
farmer who had ended up as a Red Guard soldier
in the Finnish Civil War (1918). Despite the neg-
ative emotions and the tragic events the narrator
also expresses trust and comfort in the future of the
Finnish nation.

The last one is Putkinotko (no translation, 1919-

20) by Joel Lehtonen. Like Sillanpää’s Sacred Mis-
ery, this novel tracks the tensions that escalated in
the Finnish Civil War in 1918. The novel’s protag-
onist, a good-hearted yet self-willed tenant farmer
resigns to obey the landlord and instead resorts to
illegal distillery to support the family. The novel is
emotionally ambivalent: the idyllic descriptions of
Finnish summer nature and the comic elements are
likely to arouse positive emotions, while the unem-
bellished description of poverty intends to evoke
moral anger and sadness for the social inequality.

5.2 Results
The results for the texts are presented in figures 1
and 2.

Figure 1: Emotion word distribution in first three para-
graphs per 1000 words

Figure 2: Emotion word distribution in the first 200
tokens of each chapter per 1000 words

From figure 1 it is possible to see some patterns
emerge. In particular, the laconism of Rautatie is
evident when compared to some of the other au-
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thors and the strong emotional impact of Hurskas
Kurjuus becomes very apparent, with fear and
anger, but also sadness being particularly notable.
Fear and to some extent anger are also very present
in Kauppa-lopo, likely due to the described prison
environment and appearance of the protagonist.
Trust and joy are the most notable emotions in
Putkinotko, perhaps due to the detailed descriptions
of the idyllic landscape that dominate the opening
chapter.

In general, when comparing the two approaches,
first paragraph-only vs. opening paragraphs of each
chapter, in the latter the positive emotions are much
more prevalent. This indicates that the intended
opening mood for these novels is built on negative
emotions intended to evoke strong feelings in the
reader. In the former, the openings of each chapter
are more varied.

6 Discussion

We find that the preliminary results correspond well
with established interpretations of mood in select
texts when comparing to the emotion word distri-
bution of the first three paragraphs of a literary text.
Comparing the valency and intensity of emotions in
the opening paragraphs of the book and the opening
paragraphs of all chapters, we can see that when
looking at all chapters, the emotions approach the
distribution of emotion in the lexicon, i.e. they
become muddled even though there are some id-
iosyncrasies that can be assumed to be because of
the author’s style. Furthermore, the differences be-
tween the different texts are also evened out in the
all-chapters approach. This could also be in part
because the focus becomes more varied and there-
fore the results average out and start to converge
on the distribution of emotions in the lexicon. We
recommend that the quest for mood should begin
with the opening paragraphs of a text.

It is important to note that evoking emotional ef-
fects in literature is not restricted to emotion words
or to direct descriptions of the character’s emotions.
All aspects of the narrative, from description of ob-
jects to narrative point of view and style, including
tropes and even the rhythm of the text are impor-
tant aspects in triggering emotional effects in the
reader. For instance, the melancholic tone of Juhani
Aho’s text is not generated by themes of separation
and loss alone but also by Aho’s style, which fa-
vors fragmentation and loosening of syntax, with
a recurring mannerism of three points "..." , as a

sign of hesitation and withdrawal, even evoking a
depressive loss of contact.

The qualitative analysis demonstrates that the
selected texts depict and trigger negative emotions
in particular: feelings of deception, fear, anxiety,
disgust and hatred, anger, moral indignation and
melancholia. On one hand, this can be explained by
genre-specific emotional effects: a critical natural-
ist novel tends to shock and challenge its reader by
representing and inciting strong negative emotions,
which confirm the effect of reality of a text and
direct the reader’s attention to the social defects
described. For instance, the emotion of disgust,
which is a genre-specific emotion of the naturalist
novel, is a named emotion and salient in Sillanpää’s
and Canth’s novels in particular (Rossi, 2007, 2017,
2020).

The salience of negative emotions can be ex-
plained by the importance of negative emotions
in literature and art in general. As discussed by
Menninghaus et al. (2017) negative emotions are
an important resource for the arts, since negative
emotions have been shown to be particularly pow-
erful in securing attention, intense emotional in-
volvement, and high memorability, and hence is
precisely what artworks strive for.

This dataset will be used for more robust detec-
tion of tone and mood in Finnish literature. Our
preliminary studies show that the "big data" re-
sults support qualitative analyses and further justi-
fies the use of purely lexicon-based methods when
dealing with larger collections of text where word
choice is an important factor of creating affective
states in the reader. Specifically, we can see that
the choice of emotion associated words in the first
three paragraphs correlates highly with established
analyses of mood in the selected texts. We hope
to add established emotion categories from liter-
ary affect studies (see e.g. Hogan 2011) to the
lexicon as a measure to further improve the us-
ability of the FEIL lexicon for the literary domain
(Öhman, 2020). Additionally, we would like to ex-
pand on the methodologies used in this exploratory
study and hopefully create more and more robust
approaches to tone and mood detection in literature.
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Abstract

Election speeches play an integral role in com-
municating the vision and mission of the can-
didates. From lofty promises to mud-slinging,
the electoral candidate accounts for all. How-
ever, there remains an open question about
what exactly wins over the voters. In this work,
we used state-of-the-art natural language pro-
cessing methods to study the speeches and
sentiments of the Republican candidates and
Democratic candidates fighting for the 2020
US Presidential election. Comparing the racial
dichotomy of the United States, we analyze
what led to the victory and defeat of the dif-
ferent candidates. We believe this work will
inform the election campaigning strategy and
provide a basis for communicating to diverse
crowds.

1 Introduction

In a democracy, elections serve as the people’s man-
date. They speak for what the people think and who
they want to represent their voices. However, the
mandate is not without bias and is often swayed
by the communication at election rallies, on social
media, and at dinner table conversations (Anderson
and Tverdova, 2001). Understanding what rein-
forces people’s opinions, or changes them, is a
complex question (Johnston, 1992).

Election campaign of a candidate attempts to de-
code what the people want and focuses the messag-
ing around that (Dupont et al., 2019). The audience
strategy is usually based on heuristics like the as-
sumption that voters vote based on their economic
interests leads them to change the economy for the
better, for instance, by introducing support funds
or creating new jobs, especially shortly before an
election (Powell Jr and Whitten, 1993; Whitten and
Palmer, 1999). These are also being dominated
by people who happen to know the intricacies of

∗∗ Authors contributed equally

the ground (McClurg, 2004). With the rise in us-
age of post hoc analysis of strategies, elections
have started to become less heuristic-driven and
more data-driven (Anstead, 2017). One of the most
prominent and mobilizing parts of the elections
are the speeches, and the use of language, by the
running candidates (Steffens and Haslam, 2013;
Ikeanyibe et al., 2018). The sentiments and state-
ments in speeches are often described as an art.

In this paper, we attempted to decode the art
of speeches by focusing on the sentiment classi-
fication of speeches across various states and de-
mographics, and how their effect on the election
results. A survey was also conducted to analyze
people’s responses to snippets of the speeches.

2 Related Work

In the social sciences field, there have been multi-
ple approaches to analyze the US Presidential elec-
tion speeches. Populism framing in the speeches
has been explored to analyze speeches in a novel
database comprising of speeches from 1896 to
2016 in Fahey (2021), and a more recent focus
with active metaphors in Keating (2021). Politi-
cal rhetoric (Bull and Miskinis, 2015; Conway III
et al., 2012), deception strategies (Al-Hindawi and
Al-Aadili, 2017), and metrical analysis (Ban and
Oyabu, 2009), amongst other linguistic approaches
have been used to study Presidential elections for
different years. However, these approaches do not
leverage the significant advances in artificial intel-
ligence to push forth their analyses.

The rise of sentimental analysis and widespread
availability of Twitter data have contributed to more
computational analysis in the recent years. Sev-
eral studies analyzed the Twitter responses, tweets
by Donald Trump, and their aftermath using NLP
tools (Liu, 2017; Yaqub et al., 2017; Caetano et al.,
2018; Siegel et al., 2021). Political sentiment anal-
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ysis and the use of sentiment analysis to predict
election results has been attempted (Nausheen and
Begum, 2018; Elghazaly et al., 2016; Liu and Lei,
2018). Finity et al. (2021) provide a text analysis
of the 2020 US election speeches. We believe that
the extension of these approaches to more recent
emnotion-based approaches, along with human sur-
veys could provide a robust method of understand-
ing the effect that the speeches have.

In 2021, GoEmotions, a database of fine-grained
emotions, labeled for 27 emotion categories was re-
leased by a team of researchers from Google, Ama-
zon and Stanford Linguistics Department (Dem-
szky et al., 2020). Sequence to emotion models
were developed in Huang et al. (2021), visual-
ization of the emotions was done in Dumont and
Facen, and these models were applied to text senti-
ment analysis and essay analysis (Thainguan et al.,
2021; Maheshwari and Varma, 2022). More ad-
vanced models, such as Emoroberta, have been re-
cently developed (Kamath et al., 2022), and limita-
tions of the text-based emotion detection have also
been discussed (Alvarez-Gonzalez et al., 2021).

3 Methodology

3.1 Data Collection and Processing

We have collected the transcripts from 61 election
rally speeches that Republican candidate Donald
Trump had given in various states between 2018
and 2020. Considering the Democrats, we have col-
lected around 85 rally speeches by Barack Obama,
Kamala Harris, and Joe Biden. The transcripts
of the speeches were web-scrapped from various
online news and transcripts such as USNews.com

(accessed on May 15, 2022), CNN.com (accessed on
June 10, 2022), and Rev.com (accessed on June 15,
2022).

Each speech was then classified based on the
state they were delivered. After which, we labelled
the states into two different race categories: Black
or White states. The state’s label was based on the
statistics that in the US, 14.9% identified as Black
or African American from blackdemographics.

com (accessed on July 4, 2022). So, a state with a
population of more than 14.9% of people identify-
ing themselves as Black or African Americans is
considered a Black state. Later, it was again cat-
egorized into four new categories: loss in White
(White state where the party has lost the elections),
win in White (White state where the party has won
the elections), loss in Black (Black state where

the party has lost the elections) and win in Black
(Black state where the party has won the elections).

Further, we clustered all the classified White
state’s speeches into one and all the Black state’s
speeches into the other. Then, we tokenized each
sentence and passed it through our fine-tuned
BERT model to classify the different sentences
into the twenty seven selected emotions.

3.2 Human Survey Collection
Along with the machine categorisation of the sen-
tences in the speeches, we took fifteen sentences
representing a mix of nine types of emotions. These
fifteen sentences were snippets from the various
speeches delivered by candidates of both parties.
Out of fifteen snippets, nine snippets didn’t have in-
formation about the speaker, and the remaining six
snippets had information about who is the speaker
of the snippet. Out of the six, the last two snippets
presented with interchanging the speakers’ names.
(see Table 1).

The survey was a digital form which had a ge-
ographical location question to understand the de-
mographics of the people taking the survey and
two questions per snippet: whether the individual
would vote for the candidate by just listening to
this snippet, and from which party the speaker of
the snippet was. We collected 68 responses, with
the age of people ranging from 18 to 60. All partic-
ipants in the survey were randomly selected from a
pool of professors, students and staffs from various
departments of the university which helped in get-
ting survey takers from various states of the United
States. This helped in giving us the idea required
for the geographic location specific ideologies that
require the local government to govern in a better
way.

3.3 Model Training
We used a BERT model, given its ability to pro-
vide context-dependent token-level representations
from whole sentences (Devlin et al., 2018; Suhr
et al., 2018), unlike word-by-word and context-
independent GloVebased or Word2Vec embeddings
(Miaschi and Dell’Orletta, 2020; Dev et al., 2020).

3.4 Fine-tuning of the Model
The model’s downstream performance is essential
for activities for specific usages, such as sentimen-
tal analysis of human conversations, thereby re-
quiring fine-tuning of generic models for specific
actions (Devlin et al., 2018). We fine-tuned the
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Table 1: Examples of snippets used in the survey.

Snippets from
Speeches

Party Emotion

As I personally told the
Taliban leader if anyone
ever double crossed the
USA it would be the last
thing they ever did

Republican Negative,
Anger,
Optimism

I’ll never forget what
President Kennedy said
about going to the moon

Democratic Positive,
Optimism

Would be good to talk to
him rather than nuclear
war wouldn’t it be nice?
Anyway through a series
of events I did talk to him
and it was nasty at the be-
ginning remember

Republican Positive,
Optimism,
Gratitude

Think about what it takes
to be a Black person who
loves America today

Democratic Positive,
Admi-
ration,
Love

BERT model using the GoEmotions dataset, a cor-
pus of sentences classified into 27 different emo-
tions (Demszky et al., 2020). Using a transfer learn-
ing strategy, the model parameters were updated by
training over the GoEmotions labeled corpus for
25 epochs.

4 Results and Discussion

4.1 Republicans and Democrats use similar
sentiments, on average

We noted that the top 10 emotions (sentence-wise)
used in the speeches in both White and Black states
delivered by both parties follow a similar template,
which could sometimes create a bias for the public
in choosing their candidate (Figures 1A, 1B). This
result also demonstrates how both parties attempt
to use similar sentiments to attract voters.

4.2 Comparison in Speech wins in Black
states, loses in White states for
Republicans

The sentences with comparison and sadness emo-
tions played a significant role in the speeches deliv-
ered in the Black states that were won by the Re-

publicans (Figure 1C). However, they had to face a
loss in the White states with a higher frequency of
the same category. This difference shows the differ-
ent aspirations of the White and Black population.
Comparison includes disapproval, approval and
confusion; while sadness clusters remorse, grief
and disappointment emotions.

4.3 Approval and Desire in Speech win in
Black states, lose in White states for
Democrats

The sentences based on emotions such as approval
and happiness played a significant role in all the
speeches delivered in the Black states that were
won by the Democrats, in line with the liberal ide-
ology (Figure 1D). In contrast, they had to face a
loss in the White states with a higher frequency of
the same category, owing to the strong Republican
pull. Happiness clusters amusement, excitement
and joy, and desire includes gratitude emotions.

4.4 Curiosity and Disapproval leads to loses
in both Black and White states for
Republicans

The sentences categorized as curiosity and disap-
proval in speeches led the Republicans to lose in
both Black and White states. Interestingly, disap-
proval sentences are one of the top three kinds of
sentences that Republicans used in their speeches
(Figure 1E). It is also one of the top negative emo-
tions used by the Republicans. This difference in
the results may be attributed to the influence of the
Democrats during the election campaigns, and the
results coming in from the swing states.

4.5 Anger and Disgust lead to loses in both
Black and White states for Democrats

The sentences categorized as anger and disgust
in speeches led the Democrats to lose in both the
Black and White states. As with the observation in
the case of Democrats, anger sentences are one of
the top four kinds of sentences used by Democrats.
It is also one of the top negative emotions used
by the Democrats. This anomaly shows us the
expectation of the people from the Democrats not
to show negative emotions like anger and disgust
towards any matter and instead come up with a
solution to dissolve the situation. (Figure 1F).
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Figure 1: Top 10 Emotions in the Speech by A. Republicans and B. Democrats. Emotions that led to win in Black
and loss in White states for C. Republicans and D. Democrats; and loss in both states for E. Republicans and F.
Democrats.

4.6 Positivity wins in White states, loses in
Black states for Republicans, and
vice-versa for Democrats

We observed that when the overall notion of the
speech was positive, it favored the Republicans and
not the Democrats to win elections in the White
states. In contrast, this is reversed when the overall
notion of the speech becomes negative. The Repub-
licans won the elections in the Black states, but the
Democrats had to face loss (Figure 2). The reversal
of notions in the speeches and wins in Black versus
White states for Republicans and Democrats high-
lights their approach to the different demographies,
and how it played out in the results.

The positive notion of a speech was calculated
by clustering the frequencies of the positive emo-
tions: gratitude, optimism, love, excitement, car-
ing, joy, and amusement. Similarly, the negative
notion of the speech was calculated by clustering
the frequencies of negative emotions: annoyance,
disappointment, anger, fear, sadness, disgust, and
embarrassment.

4.7 Survey Findings
Along with observing various sentiments swaying
the results of an election, we found that the senti-

ments are not the only factor behind deciding the
influence of the speech. From the survey, we found
the emotions like desire and happiness categorized
sentences when given to the people by indicating
to them that the snippet is from the Democrats,
then the individual’s choice to vote increased. In
contrast, when a similar emotion-based snippet
was given by blinding the information about the
candidate, the individual opinion to vote varied.
Similar results were observed when the emotion
of curiosity-based snippets were provided that led
the individual’s choice to vote for Republicans de-
creased. However, when we blinded the informa-
tion about the candidate, the similar emotion-based
snippets got different opinions. This result explains
why it is crucial to understand an individual’s ex-
pectations from the candidate they hear to.

From our machine categorization of snippets, we
also saw that the emotion curiosity-based sentences
were not also in favor of the Republicans when
delivered in either Black or White states.

5 Limitations, and Future Work

The small lexicon considering just speeches tar-
geting the 2020 Presidential elections results in
detecting a relatively narrow understanding of how
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Figure 2: Net impact of sentiments, positive and nega-
tive, for Republicans and Democrats.

the sentiments used in the speeches affect the in-
dividuals. Furthermore, the idea behind voting for
an individual comes with many prejudices against
the candidate and the party representing. This was
observed in the survey when we put forward the
same snippet and attributed it to a different speaker.
In our study, we nevertheless saw an interesting
set of emotions that have driven the 2020 Presiden-
tial elections for either party, such as Section 4.6,
where we noted how positivity and negativity no-
tions had impacts when used by either party, and
Section 4.4 and 4.5, where we noted that when the
parties used particular emotion-based sentences,
they had to face a loss.

Future work, including understanding the impact
of emotions on voters from different backgrounds,
such as immigrants, white- and blue-collar workers,
and other demographics, can shed light on the rela-
tionship between how the particular emotion-based
sentences can sway the elections. Considering mul-
tiple years of Presidential elections rally speeches
and understanding the opinions biased by the indi-
vidual’s background would be vital in understand-
ing the changing landscape of people’s aspirations
and how they are catered to by the candidates.

6 Conclusion

We collected a large-scale political rally speech of
the 2020 Presidential elections to understand how
speeches and sentiments have influenced the opin-
ion of people voting for a particular candidate. Our
analysis confirmed that different kinds of emotion-
based sentences sway people’s views about voting
for a candidate. In contrast, we also observed that

people wanted to listen to a particular party about
a specific topic using a set of emotion-based sen-
tences. Our analysis demonstrated that if the emo-
tion could be identified a priori and delivered by
a specific candidate, the election strategy could be
targeted and aligned to the voters’ bias.

References
F Al-Hindawi and N Al-Aadili. 2017. The pragmat-

ics of deception in american presidential electoral
speeches. International Journal of English Linguis-
tics, 7(5):207–219.

Nurudin Alvarez-Gonzalez, Andreas Kaltenbrunner,
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Abstract

Phraseology studies have been enhanced by
Corpus Linguistics, which has become an in-
terdisciplinary field where current technolo-
gies play an important role in its develop-
ment. Computational tools have been imple-
mented in the last decades with positive re-
sults on the identification of phrases in differ-
ent languages. One specific technology that
has impacted these studies is social media. As
researchers, we have turned our attention to
collecting data from these platforms, which
comes with great advantages and its own chal-
lenges. One of the challenges is the way we
design and build corpora relevant to the ques-
tions emerging in this type of language expres-
sion. This has been approached from different
angles, but one that has given invaluable out-
puts is the building of linguistic corpora with
the use of online web applications. In this pa-
per, we take a multidimensional approach to
the collection, design, and deployment of a
phraseology corpus for Latin American Span-
ish from Twitter data, extracting features us-
ing NLP techniques, and presenting it in an in-
teractive online web application. We expect
to contribute to the methodologies used for
Corpus Linguistics in the current technologi-
cal age. Finally, we make this tool publicly
available to be used by any researcher inter-
ested in the data itself and also on the techno-
logical tools developed here.

1 Introduction

Advances in current technologies have played a
pivotal role in the development of academic fields,
such as corpus-based phraseology. One of the most
tangible results is the development of corpora based
on digitised books (Michel et al., 2011), Google
books (Zieba, 2018), and social media (Caselli
et al.). Contributions from Corpus Linguistics have
also been invaluable. Corpus Linguistics has been

identified as one of the fastest growing linguis-
tic methods in language studies (Abdumanapovna,
2018). This growth has gone hand in hand with
advances in technologies, and it is clearly tangible
in the tools that are now available for us as linguis-
tic researchers to create exhaustive corpora to be
accessed all around the world (a comprehensive list
can be found in Tools for Corpus Linguistics). This
has made Corpus Linguistics strongly dependent
on the internet, where many websites have been
deployed specifically for this purpose. All these
factors render working with linguistic corpora a
very interdisciplinary field, combining linguistics,
data processing, data visualisation, and app devel-
opment.

Another technological development that has in-
fluenced corpus-based phraseology has been the
birth and development of social media platforms
since the early 2000s. With these, we can create
corpora that are based on natural language, from
text to speech sources. Among these social media
platforms, Twitter is one of the most influential
ones and most widely used around the globe for
the last two decades. A positive take on this is
that Twitter offers free APIs that can be used to
build tools for linguistic purposes. Researchers
have made positive use of this and have maximised
the potential to collect data and use it for language
research (Dijkstra et al., 2021; Goel et al., 2016;
Shoemark, 2020).

Within the field of Computational Linguistics,
language studies have also found invaluable tools
that have positively influenced the way we ap-
proach phraseology studies. Natural Language Pro-
cessing techniques allow us to do a wide range of
tasks on a large amount of data in relatively quick
time. This has changed the focus from analysing
small amounts of data, generally limited to the time
human coders could process data, to processing
massive amounts of data, where the limit is now on
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the computational capability.
Taking these technological contributions,

namely social media, and open-source com-
putational tools, we present in this paper the
development of an online tool for the querying,
analysis, and visualisation of collocations in
Latin American Spanish based on a social media
corpus. We discuss the emerging challenges when
creating a corpus from social media and propose
methodological processes appropriate for building
digital language corpora to efficiently analyse
collocations. The main motivation is to bring
more depth to the presentation and analysis of
linguistic patterns in a more interactive way. This
type of implementation gives users powerful tools
oriented towards finding patterns in available
corpora. The final product aims to give researchers
full control of the corpus by combining linguistic
analysis, Natural Language Processing outputs,
and visualisation techniques. With this holistic
approach, we offer a deeper understanding of the
complexity of collocations through exploration
tools.

The goal of this research is then to present a
new approach to analyse collocations. In this pa-
per, we focus on Spanish, but this methodology
can be used for any language that has outputs in
social media platforms. We apply the analytical
framework of Network Analysis to the study of
collocations, and we also look at syntactic relation-
ships and statistical measurements. In this sense,
we aim to bridge the gap between the Continen-
tal tradition (Hausmann, 1991; Melcuk, 2007) and
the British Contextualists tradition (Sinclair, 1991;
Sinclair et al., 1970; Jones and Sinclair, 1974).

This paper is organised as follows. In Section 2,
we present the technologies implemented in a more
contextualised way, relevant to our study. We also
present related work and our approach to the analy-
sis and app development. We present the Method-
ology in Section 3 and the Analysis in Section 4.
The Final product is presented in Section 5, with
the Conclusions in Section 6.

2 Background and Rationale

The development of this new technology is cre-
ated within three frameworks: Social Media, Com-
putational Linguistics, and Internet Technologies.
These are briefly discussed in the next sections be-
low.

2.1 Social Media and Corpus Linguistics

One relevant premise in Corpus Linguistics is
to collect reliable representative data, and this is
achieved by selecting resources that allow language
expression in a natural context (Abdumanapovna,
2018), and social media allows the study of lan-
guage in contexts used for everyday communica-
tion (Rudiger and Dayter, 2020). This integra-
tion of social media on Corpus Linguistics is be-
coming more common practice, and it has been
implemented, explored, and documented (Dunn,
2022; Rudiger and Dayter, 2020; Sun et al., 2021).
Because of the complexity that social media lan-
guage entails, it has not been widely explored,
despite its prevalence in current communication
processes (Sardinha, 2022). It has been therefore
suggested to implement multidimensional (MD)
analysis to approach the study of language in so-
cial media platforms, so we can capture its com-
plexities. MD approaches were initially proposed
by Biber (1988) and they are still widely imple-
mented in current studies (Gardner et al., 2019;
Jin, 2021; Sardinha, 2022). This method consists
of analysing multiple linguistic characteristics of
texts in a comprehensive way, examining a range
of linguistic features across sources, which in turn
helps identify correlations across features in whole
corpora. The nature of this task requires the appro-
priate tools for achieving the correct results. That is
why, the implementation of Natural Language Pro-
cessing (NLP) tools helps in this methodological
approach.

2.2 The Role of NLP in Corpus Linguistics

NLP allows Corpus Linguistics to have more statis-
tical (Gerlach and Font-Clos, 2020; Lafferty et al.,
2001; Manning and Schütze, 1999; Schmid, 1994)
and machine learning (Karkaletsis et al., 2015)
approaches to analyse language. This growing
overlap between these two fields has experienced
strong consolidation in the last decade. It is now
common practice to implement NLP techniques
in the design, modelling, and querying of linguis-
tic corpora (Almujaiwel, 2018; Amri et al., 2017;
Gentzkow et al., 2018), especially, in the analy-
sis of linguistic forms within large datasets. This
has positively contributed to more established cor-
pus analysis approaches that focus on frequency
counts, which helps us examine patterns of individ-
ual words and words in contact with other words.
Other established methodologies that have been
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reinforced with NLP techniques include analysis
of collocations, n-grams, and word distributions.
But NLP techniques can also provide other lay-
ers of analysis beyond word features. With NLP
approaches, we can also analyse syntactic relation-
ships and dependencies in sentences, examine se-
mantic relationships, and automate identification of
specific words in large corpora. A common appli-
cation is the recognition of Named Entities, which
consider textual distributions, word relationships,
and syntactical positions. This is particularly useful
when tagging geographic locations, proper names
and institutions mentioned in the corpus. In sum-
mary, NLP tools are generally implemented for text
chunking, word sense disambiguation, Named En-
tity Recognition, syntactic parsing, semantic role
labelling, and semantic parsing (Amri et al., 2019).
A clear advantage of NLP techniques is that they
facilitate the quantification of features, which is the
bases for statistical approaches to language data
analysis. This does not substitute qualitative ap-
proaches to Corpus Linguistics, but rather comple-
ments the way we explore and analyse our linguis-
tic data.

2.3 The Internet and Corpus Linguistics
The advancement of the internet and the computa-
tional power of current resources allow Corpus Lin-
guistics to carry out tasks with intensive processing
power and storage capacity. These help in both
the processing and retrieval of large datasets (Ab-
dumanapovna, 2018; Biber et al., 2006; Kennedy,
1998). In fact, Fisas et al. (2016) argue that this
gives Corpus Linguistics more outcome feasibility
and real-time access to corpora, regardless of phys-
ical location. The use of internet technologies has
already been exploited for corpus purposes (Ander-
sen, 2012; Collins, 2019; Hardie, 2012) and there
are available corpora maximising this technology,
e.g. The Corpus of Contemporary American En-
glish (COCA) (Davies, 2008), The British National
Corpus (Clear, 1993), and the Czech National Cor-
pus (Hnatkova et al., 2014).

2.4 Purpose of Current Corpus
The aim of our corpus is to capture the linguis-
tic complexities of collocations in Spanish used
on Twitter and explore the differences between the
structures and patterns across users in thirteen Latin
American countries. There has been a growing in-
terest in linguistic studies using Twitter data for
different purposes. The areas include phonological

variation (Dijkstra et al., 2021; Eisenstein, 2013),
stylistic and lexical variation on writing (Blod-
gett et al., 2016; Nguyen, 2017; Shoemark, 2020;
Wurschinger, 2021; Pavalanathan and Eisenstein,
2015), dialectal studies (Eisenstein, 2017; Jor-
gensen et al., 2015), and language change (Goel
et al., 2016). In this corpus, we prepare the data
holistically, in such a way that it gives opportu-
nities for users to focus their analysis on a wide
range of linguistic features. This is explained in
the following sections.

The focus of this study is on collocations, which
can be defined as words occurring together in high
frequencies with their semantic properties (Corpas-
Pastor, 2017). In the computational sense, collo-
cations are described as a distinct type of multi-
word expression (MWE) which occurs in high fre-
quency relative to the individual words that make
the expression (Baldwin and Kim, 2010). In this
sense, this is based on statistical quantification for
all combinations (Jones and Sinclair, 1974; Stubbs,
2002). Apart from statistical approaches to identi-
fying MWEs, other methods have been proposed
in the literature. One of this is based on n-gram
frequencies, also known as collocational networks.
A limitation of this approach is that it can only
identify continuous co-occurrences. The statistical
approaches aim to overcome this limitation and are
purposed to discover discontinuous co-occurrences.
Hybrid models have therefore been developed to
capture both continuous and discontinuous occur-
rences. These can combine measurements of lin-
guistic features (e.g., semantic patterns), statistical
calculations, and psychological approaches (Ste-
fanowitsch, 2013). In this paper, we implement a
multi-modal approach based on the hybrid models
previously proposed, where we combine syntactic
dependencies and n-gram patterns.

3 Methodology

Among other computational languages and soft-
ware available, shiny R (Chang et al., 2019), within
R (R Core Team, 2022), offers an invaluable in-
frastructure that, if well implemented, can facilitate
the integration of the necessary methods mentioned
above to produce high quality linguistic corpora.
The app developed as part of this study and all
its functionality were developed in R, which has
been widely used for Corpus Linguistics develop-
ment and related tasks (Abeille and Godard, 2000;
S.Th., 2009). The main framework was within
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Filter Count Percentage
URLs ∼ 10, 000 1.3%
Re-tweets ∼ 258, 000 35%
Quote tweets ∼ 60, 000 8%
Non-Spanish tweets ∼ 95, 000 13%
Less than 10 Words ∼ 137, 000 19%

Table 1: Filters applied to the raw data, showing the
type of filter, the total number of tweets filtered, and
the percentage from the total extracted corpus.

shiny R. Shiny apps allow great interactivity and re-
sponsiveness. Interactivity allows users to explore
visualisations in effective ways, and responsiveness
allows users to navigate contents in real time, with
the use of clicks and dropdown menus. Other li-
braries that we used for the creation of visuals were
ggplot2 (Wickham, 2016) and echarts4r (Coene,
2022). echarts4r is used to create a wide variety
of interactive visuals, and ggplot2 allows a great
degree of flexibility when creating figures, which
is relevant to explore complex linguistic data. But
this allows complex ideas to be presented in a di-
gestible way. Another advantage of this is that it
allows users to see data points within the general
context, as well as being able to narrow down into
more specific analysis. This creates a seamless
navigation of linguistic data in an efficient way.

3.1 Corpus
A preliminary research was done to identify rel-
evant Twitter accounts to build the corpus from.
For this, we aimed to choose Latin American users
whose accounts had a relatively large number of
posts. The reason was to gather as much data as al-
lowed in the free API (3,250 tweets per account at
a given moment). The filters below show that there
is a lot of data that is lost to keep more comparable
content. The second criterion was that the posts had
to be in Spanish, and finally, the accounts had to
be active at the moment of the data extraction. The
motivation was to capture synchronous language
use. This is especially relevant when analysing
the use of phrases, which can be compared across
sociolinguistically related groups of speakers in
similar timeframes. Initially, there was a total of
over 744,000 tweets. From this, we applied the
filters presented in Table 1.

The final output was a total of 307,000 tweets.
This is the main body of the corpus. For the demon-
stration of the app, we chose a subset of the whole
corpus. Large corpora require substantial computa-

Country Females (120) Males (119)
Argentina 210 (33%) 425 (67%)
Bolivia 513 (27%) 1397 (73%)
Chile 160 (28%) 410 (72%)
Colombia 711 (39%) 1130 (61%)
Costa Rica 745 (59%) 518 (41%)
Cuba 313 (31%) 703 (69%)
Ecuador 669 (49%) 680 (51%)
Mexico 762 (52%) 715 (48%)
Panama 848 (54%) 727 (46%)
Peru 437 (57%) 335 (43%)
Puerto Rico 606 (40%) 911 (60%)
Dominican Rep. 1177 (55%) 952 (45%)
Venezuela 633 (44%) 801 (56%)
TOTAL 7784 9694

Table 2: Total number of sentences per country and
gender in the corpus.

tional power to process the data in real time. For
this reason, we selected approximately 17,000 sen-
tences from the original corpus, distributed across
all users from the thirteen countries. We left in
only sentences with 15 to 17 words. The motiva-
tion was to select tweets with similar structures
and character length. The final data contains 239
individual users, with an average of 73 sentences
per user. The distributions per country and gender
are shown in Table 2. Due to the limitations on the
use of Twitter data for individual identification, ac-
count usernames are not presented, and the source
data is not available for download. We only present
analysis on the phrases, n-grams, and syntactic de-
pendencies, which encompasses the aim of the tool.
However, following Twitter regulations, we can
only share the Tweet IDs as a request sent to the
author of this paper.

The data extraction was done through an R
script developed by the first author. We used the
rTweet (Kearney, 2019) package, which allows
users to gather Twitter posts by the free Twitter
API. After collecting the data, the next step was the
development of computational algorithms used to
create linguistic annotations. This is described in
the following sections.

3.2 Corpus Processing

The corpus was processed for two separate yet re-
lated tasks. The first one was to extract all the
morphological and syntactic information. The
main purpose was to give morphosyntactic infor-
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Country ADJ ADP ADV AUX DET NOUN PRON VERB
Argentina 9% 20% 7% 5% 15% 24% 10% 14%
Bolivia 8% 21% 4% 4% 17% 26% 6% 14%
Chile 9% 20% 6% 4% 15% 25% 8% 13%
Colombia 8% 22% 5% 4% 16% 25% 7% 13%
Costa Rica 9% 22% 5% 4% 14% 24% 8% 14%
Cuba 9% 20% 5% 5% 16% 25% 7% 13%
Ecuador 8% 21% 5% 5% 15% 24% 8% 14%
Mexico 8% 22% 4% 4% 17% 25% 7% 13%
Panama 8% 21% 5% 4% 15% 25% 8% 14%
Peru 8% 19% 6% 4% 16% 23% 10% 14%
Puerto Rico 7% 23% 5% 4% 16% 25% 7% 13%
Dominican Rep. 8% 21% 4% 4% 17% 26% 7% 13%
Venezuela 8% 22% 5% 4% 15% 24% 8% 14%
TOTAL 16129 42810 9735 8348 32122 49745 14649 26609

Table 3: Total number and percentages of Parts of Speech per country in the corpus.

mation to collocations and the contexts in which
they appear. The second task carried out statistical
measurements on the collocations to be displayed
through the corresponding visualisations.

3.2.1 Morphosyntactic Tagging
The morphosyntactic processing of this dataset was
preprocessed outside the app and before launch-
ing it. For each sentence, we tagged each word
and added their morphological and syntactic infor-
mation. We implemented a wide range of NLP
techniques for the data processing and analysis.
The data was processed using the UDPipe (Straka
and Strakova, 2017) package as the main tool for
the NLP tasks. We used the Spanish Ancora model
available in the package. The algorithm tokenises
each sentence, identifies word lemmas, and then
assigns a range of features based on the positions
and functions of words in the sentence. Three main
features extracted were the part of speech, mor-
phological information (e.g., gender and number
for nouns, tense and aspect for verbs), and their
syntactic function in the given sentence (e.g., sub-
ject, object). The total distribution per country of
Parts of Speech tagging is shown in Table 3. As
observed, their distributions are similar across all
countries.

3.2.2 Statistical Analysis of the Data
Unlike the morphosyntactic tagging, the statis-
tical processing of this dataset is done interac-
tively within the app. The user chooses the
corresponding country, and then all the calcula-
tions are made. This is done following the pro-

cesses from (Schweinberger, 2022) and using the
quanteda (Benoit et al., 2018) and text mining –
tm (Feinerer and Hornik, 2020) – packages. The
first step is to concatenate all sentences in a sin-
gle vector and then tokenise all words. From this
point onwards, the process splits into two work-
flows. The first one is to calculate collocations
across all words in the data, and the second one
is to calculate all the collocations that can occur
with a word selected in the app by the user. These
processes are expanded below.

3.2.3 Overall Collocations Processing

In this process, the user first has the option to
filter out stop words in Spanish using the stop-
words (Benoit et al., 2021) package. The de-
fault option is to include stops words to cap-
ture collocations where stop words are included,
for example, prepositions. We calculate the
stats for the collocations running the function
textstat collocations() in the quanteda pack-
age, which calculates the lambda value as com-
puted in Blaheta and Johnson (2001). Here, the
user selects two parameters. The first one is the
size of the collocations, e.g., number of words in
the unit, from two to five. The second parameter is
the minimum count. This refers to the number of
times the collocation appears. The larger the size
of the data, the more rigorous it can be to capture
more frequent collocations. On the other hand, for
smaller datasets, higher minimum counts could fil-
ter out relevant collocations. Here we maximise
the power of interactivity, where users choose their
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Collocation Lambda z
Golpe De Estado 4.87003 2.30594
Estado De Derecho 4.41775 2.04069
Democracia Y Libertad 3.1469 1.72487
Abuso De Poder 1.95931 0.87952
Libertad De Expresion 1.72231 0.73930
Poder Y Placer 1.24259 0.54335
Ministro De Gobierno 1.22566 0.7563
TOTAL 7784 9694

Table 4: Three-word collocations for tweets from Bo-
livia in the Overall Collocations.

parameters to better explore the corpus.

3.2.4 Word-based Collocations Processing
The first step in this process is to convert the sen-
tences into a quanteda Corpus object. It contains
the original sentences, document-level variables
and metadata, corpus-level metadata, and features
that are used for subsequent processing of the cor-
pus. Like the 3.2.3 Overall Collocations Process-
ing, users can choose to filter out stop words. The
non-optional filters are removing punctuation char-
acters and numbers. This corpus is then converted
to a Document Term Matrix object, which contains
a sparse term-document matrix. This is a mathemat-
ical matrix that stores information on the frequency
of terms that occur in the sentences, where rows
correspond to the sentences in the collection and
columns correspond to the terms. For statistical
purposes, this is used to calculate co-occurrences
counts from the word selected to all the other words
in the data, as shown in Table 4. Table 5 shows the
strength of specific words in relation to a reference
word, which adds another layer of information for
collocations.

4 Analysis and Visualisation

In this paper, we implement an analysis approach
driven by visualisations of collocations. The visu-
alisations are based on the mathematical measures
done in the data processing stage, for both overall
collocations and word-based selections. The driv-
ing approach is on Network Analysis (NA), which
has been widely implemented in different fields, in-
cluding causal distribution research (Kelly, 1983),
archaeology (Golitko and Feinman, 1981; Orengo
and Livarda, 2016), psychological studies (Jones
et al., 2021; Mullarkey et al., 2019), and social net-
work research (Clifton and Webster, 2017). The

Term Strength Term Strength
abuso 18.42 consultiva 5.53
placer 12.85 quiso 5.53
estrategia 9.99 avenidas 5.53
segundo 9.99 casas 5.53
corrupcion 9.65 conductores 5.53
médicos 8.41 semáforo 5.53
horas 7.82 vuelven 5.53
opinión 7.82 sola 5.53
luis 5.80 públicos 5.53
ejerciendo 5.53 ruta 5.53

Table 5: Collocation strength for the term “poder”
(”power”). Top 20 collocations shown. Note that the
term “abuso” (”abuse) is the strongest term, and the
strength stabilises at term “ejerciendo” (”exercising”).

main purpose of NA is to identify relationships
within the components of a network. The assump-
tion is that meaningful relationships between two
or more elements will always reflect better and
stronger connections than random or weaker rela-
tionships. The working components from which
NA operates are based on relational data organised
in a matrix form. This is where the relationship
between the matrix output from the data process-
ing and the methods in NA converge. We take
the numeric output of the matrix and feed it into
a network analysis visualisation function from the
visNetwork (Almende, 2021) package. An example
of a Network is shown in Figure 1.

Figure 1: Network for the term “puede”.

4.1 Parts of Speech Networks
Network Analysis is also applied to the parts of
speech tagging of the data. This can be used to
observe relationships at the morphological level. It
complements the analysis of collocations and pro-
vides another perspective to examine. Like in the
collocations’ visualisation, we use the functionality
from the visNetwork package, and users can change
the parameters of analysis, including the number
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of links between nodes, and the base frequency for
all the tags, as shown in Figure 2.

Figure 2: Network Analysis of Parts of Speech relation-
ships in data selected.

4.2 Syntactic Dependencies

Another relevant implementation of the analysis
targets syntactic dependencies. Here we use the
output from the Morphosyntactic tagging step. The
visualisation is done using the textplot (Wijffels
et al., 2021) package. The main functionality of this
package is to read the syntactic information from
UDPipe outputs and then plot the dependencies in
a text visualisation output. This can be done for
all the sentences in the corpus. This is a powerful
functionality that can be used to explore syntactic
patterns of all collocations, and to understand all
their contexts, as shown in Figure 3.

Figure 3: Syntactic Dependencies visualisation output,
showing morphological and syntactic relationships be-
tween words.

4.3 Other Visualisations

Other visualisations are provided to examine a
range of parameters that are important in under-
standing patterns and distributions of collocations
in the corpus (See Figure 4). This gives users more
tools to understand the patterns. These are pre-
sented in bar plots and radius pie charts from the
eachrts4r package, which are used for examining
of n-grams and parts of speech patterns.

Figure 4: Radius Pie Chart of top five collocations
within selected data.

5 Final Product

The final product is an app that gives users the op-
portunity to explore all the data, and the results
from the different analyses. The code and applica-
tion can be accessed through the GitHub repository:
https://github.com/simongonzalez/AVANCES. The
app is organised into five main sections. The first
one is the visualisation of the distributions of speak-
ers based on countries and occupations in the data.
The second section shows the distributions of n-
grams and parts of speech through network visuali-
sations, pie charts, and bar plots. The third section
presents results from the Network Analysis, look-
ing at overall and word-based collocations. The
fourth section shows the syntactic dependencies
plots, and the sentences are selected by the user.
The fifth and final section has a searching capa-
bility. In this tab, users can search for syntactic
patterns in the data. The source tagging comes
from the UDPipe output, showing the morphosyn-
tactic patterns. The main usability is to allow users
to identify in advance the potential sequences that
can be relevant to explore in more depth. All these
five sections then gather all the pre-processed data
and also process the data based on user requests.
This gives a full control on the data processing to
have sophisticated exploration tools.

6 Conclusions and future work

In this paper, we have presented the development
and deployment of a Spanish linguistic corpus
built from Twitter posts. We combined NLP tech-
niques, linguistic analysis, and app development
approaches to create a holistic framework to anal-
yse and explore collocations across Twitter users
from thirteen Latin American countries. In future
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versions of the app, we aim to include more lan-
guage features, as well as more data from other
Spanish-speaking countries. We also aim to carry
out more linguistic analysis relevant for corpus
research, such as language variation, stylistics, sen-
timent analysis, for example. Finally, this is an
open-source tool with the potential to be expanded
and customised based on user needs.
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Abstract
In the few works that have used NLP to
study literary quality, sentiment and emotion
analysis have often been considered valuable
sources of information. At the same time, the
idea that the nature and polarity of the senti-
ments expressed by a novel might have some-
thing to do with its perceived quality seems
limited at best. In this paper, we argue that the
fractality of narratives, specifically the long-
term memory of their sentiment arcs, rather
than their simple shape or average valence,
might play an important role in the percep-
tion of literary quality by a human audience.
In particular, we argue that such measure can
help distinguish Nobel-winning writers from
control groups in a recent corpus of English
language novels. To test this hypothesis, we
present the results from two studies: (i) a prob-
ability distribution test, where we compute the
probability of seeing a title from a Nobel lau-
reate at different levels of arc fractality; (ii) a
classification test, where we use several ma-
chine learning algorithms to measure the pre-
dictive power of both sentiment arcs and their
fractality measure. Our findings seem to indi-
cate that despite the competitive and complex
nature of the task, the populations of Nobel
and non-Nobel laureates seem to behave dif-
ferently and can to some extent be told apart
by a classifier.

1 Introduction

The question of what defines the perception of qual-
ity in literature is probably as old as narrative it-
self, but the ability to process and analyze large
quantities of literary texts, and to perform complex
statistical experiments on them (Moretti, 2013),
has recently made new ways of studying this ques-
tion possible. This does not mean that the riddle
has become easy at all: first of all, studying liter-
ary quality with methods from corpus linguistics
means that one has to create a dataset of “high

quality” texts, usually to contrast against “lower
quality” texts; second, while it is possible to ana-
lyze a larger number of texts in a shorter time, we
need to know where to look to find possible, non-
obvious correlations with the perception of quality.
Recently, a series of studies have looked into the
possibility of correlating some fractal properties
of a text - the degree of fractality of its sentences’
length, sentiment arc, or succession of topics - with
its literary quality. These studies have been us-
ing as a proxy to define the quality of a text either
canons defined by a single scholar, or majority-vote
measures taken by large reader platforms, where
the aggregated score given by a large number of
readers is used as the value of the book, often with
a threshold to transform it into a binary problem.
Other similar works have used the number of sales
of a book to approximate its “quality”.

In this work, we try to use a perhaps more daring,
less explored metric to define quality: we apply
an already tested measure: the fractality of the
sentiment arc of a text, which is the curve that
represents the changes in sentiment throughout the
text. We compute this metric for a group of texts
written by authors who won the Nobel Prize for
Literature, and we ask whether this simple measure
can help tell such texts from a highly competitive
control group.

Despite the difficulty of the task - in the best
cases, Nobel Prizes are assigned to only one among
many valid competitors, which means that several
high quality writers will fall in the negative class
- our results seem to indicate that a weak but reli-
able signal is present, and that it can be exploited
by classic machine learning algorithms to predict
whether a narrative’s arc belongs to a Nobel laure-
ate or not.

The paper is organized as follows: in Section
2, we describe some of the most relevant related
works in sentiment analysis and fractal theory for
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studies in literary quality. In Section 3 we present
the corpus and discuss the idea of using Nobel
Prize winners; Section 4 gives a detailed overview
of the concept of series fractality for sentiment arcs.
Finally, Section 5 details the settings of our experi-
ments and Section 6 presents our main results. In
Section 7 we discuss our conclusions and possible
future works.

2 Related Works

2.1 Sentiment Arcs of Narratives

Drawing the sentiment arc of a story is one of the
simplest methods to abstract a narrative’s shape. At
the same time the sentiment or emotional aspect
of communication is often regarded as one of the
most relevant in narrative, especially “artistic” nar-
rative (Drobot, 2013), as it is linked with the central
and somewhat unique property of literary texts of
evoking, rather than describing, experiences and
inner states. As Hu et al. (2021) argues, readers
have to emotionally engage with the evolution of
the story, and a sentiment arc is an index of those
engagement “prompts”. For this reason, sentiment
analysis models (Alm, 2008; Jain et al., 2017), at
the word (Mohammad, 2018), sentence (Mäntylä
et al., 2018) or paragraph (Li et al., 2019) level,
have often been employed in computational liter-
ary studies (Cambria et al., 2017; Kim and Klinger,
2018; Brooke et al., 2015; Jockers, 2017). Senti-
ment analysis usually draws its scores from human
annotations of single words (Mohammad and Tur-
ney, 2013) or from lexicons induced from labelled
documents (Islam et al., 2020). Several studies
have tried to complement the essentiality of senti-
ment analysis with algorithms for textual emotion
detection (Alm et al., 2005), or by developing more
complex SA tools (Xu et al., 2020). Scholars usu-
ally analyse sentiment arcs in terms of their overall
shape (Reagan et al., 2016), but recent develop-
ments have looked for more complex mathematical
properties (Gao et al., 2016).

2.2 Fractality

The study of fractals (Mandelbrot and Ness,
1968; Mandelbrot, 1982, 1997), especially applied
to long series (Beran, 1994; Eke et al., 2002;
Kuznetsov et al., 2013) offers a new way of look-
ing into the properties of narrative and literary
texts, exploring their degree of predictability or
self-similarity (Cordeiro et al., 2015), following
links with fractal properties already found in visual

arts and musics. Recently, Mohseni et al. (2021)
have looked into the degree of fractality of canoni-
cal and non-canonical literary texts using a series
of classical stylometric features such as sentence
length, type-token ratio and part of speech ratio,
while Hu et al. (2021) applied fractal analysis to a
novel’s sentiment arc. Bizzoni et al. (2022) explore
this possibility further, showing that sentiment arcs’
fractality appears to correlate with the perceived
quality of literary fairy tales. Nonetheless, not all
studies on literary quality have relied on sentiments
or fractality: important results have also been ob-
tained with much simpler measures such as bigram
frequency (van Cranenburgh and Koolen, 2015).

2.3 Quality

The idea that readers’ perception of what is pleasant
or engaging could be found in complex statistical
patterns has given rise to a series of attempts to
approach literary quality using quantitative models
(Moretti, 2013). While it is hardly meaningful to
define an absolute measure for something like the
apperception of quality, this line of research has
had to define strategies to approximate a value of
quality for a dataset of texts. To “measure quality”,
most works to this date have looked for large scale
collections of readers’ preferences, from books’
sales to average scores on reading platforms such as
GoodReads (Kousha et al., 2017), while a smaller
number of work has instead tried to rely on estab-
lished literary canons (Wilkens, 2012). Although
these two concepts of quality are distinct and often
retrieve different collections of titles, Walsh and
Antoniak (2021) have observed that their overlap
might be much larger than expected. In both cases,
the possibility of comparing different canons and
different aggregations of readers’ preferences has
opened the possibility of expanding the scope and
reliability of aesthetic studies of literature (Under-
wood, 2019; Wilkens, 2012).

3 A dataset of Nobel literature

The first problem in determining the relationship
between sentiment arcs and literary quality is find-
ing a metric for literary quality itself; and it could
be argued that the problem of finding a reliable
source of quality judgments is the same that every
individual reader has when faced with an amount
of literature too large to read and evaluate alone
(Underwood, 2019) - it’s one of the main reasons
why literary awards exist at all. While several previ-
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N. Authors N. Titles
Whole corpus 7000 9089
Nobel group 18 85
Control group 738 1312

Table 1: Overall titles and authors in the corpus, num-
ber of Nobel laureates and dimensions of the control
group.

ous works attempting to classify or measure some
aspect of literary quality have relied on quantitative
metrics such as number of copies sold or average
reviews on large scale platforms - or even in news-
papers - few attempts have been made, to the best of
our knowledge, to use high prestige literary awards
as a central metrics to approximate the quality of a
work. In this paper we try to use arguably the most
prestigious international literary award, the Nobel
Prize for Literature, as our sole guide to select lit-
erary quality. Naturally, this setting is a deliberate
extremization: no literary award can possibly be
considered the unique indicator of what literary
quality is, and questions on the sensibility of the
Nobel committee’s choices, both in terms of who
got the prize and in terms of who did not receive it,
rise almost every year. At the same time, high level
literary prizes can work as imperfect guidelines for
one kind of quality, and it would be interesting to
find out whether, on a larger scale than single books
or authors, a “signal” telling Nobel-winning texts
from a control population can be found.

Unfortunately, no comprehensive corpus of
Nobel-winning authors exists to date. To carry out
our experiment, we used a recent corpus of literary
texts, the Chicago Corpus, compiled by Hoyt Long
and Richard Jean So, composed of 9089 novels
published in the US between 1880 and 2000. The
corpus contains key works of US Nobel laureates,
seminal works from mainstream literature as well
as relevant works in genres such as Mystery and
Science Fiction (Long and Roland, 2016). 1

The US Nobel laureates in the corpus make the
relative majority of the group of Nobel laureates,
e.g. John Galsworthy, Sinclair Lewis, William
Faulkner, Ernest Hemingway, John Steinbeck, Saul
Bellow and Toni Morrison. Works by non-US writ-
ers like for example Knut Hamsun, Samuel Beckett
and Nadine Gordimer are represented with a more

1Several quantitative literary studies have used the
corpus (Underwood et al., 2018; Cheng, 2020), which
can be found at https://textual-optics-lab.
uchicago.edu/us_novel_corpus.

limited selection of their work.
As noted, the corpus is highly curated and con-

tains high quality fiction from authors who have re-
ceived other prizes, like the National Book Award,
e.g. Don DeLillo, Joyce Carol Oates, and Philip
Roth. Our expectation is therefore not that Nobel
laureates will be completely different from the rest
of the corpus, also in terms of literary quality.

Finally it is worth noting that the whole corpus is
heavily skewed towards the Anglosaxon literature,
and that both the Nobel laureates and their con-
trol group are mainly constituted by Anglophone
writers. This naturally moves the whole contest on
the plain of a well refined “Anglo-centric” canon.
While it does not damage our experiments per se,
given that the same imbalance happens among the
Nobel laureates as among the remaining writers, it
is a distortion that we have to keep in mind.

4 Fractality of sentiment arcs

To estimate the long-term memory of sentiment
arcs we combine non-linear adaptive filtering with
fractal analysis, specifically adaptive fractal anal-
ysis (Gao et al., 2011; Tung et al., 2011). Non-
linear adaptive filtering is used because of the
inherent noisiness of story arcs. First, the sig-
nal is partitioned into segments (or windows) of
length w = 2n + 1 points, where neighboring
segments overlap by n + 1. The time scale is
n+ 1 points, which ensures symmetry. Then, for
each segment, a polynomial of order D is fitted.
Note that D = 0 means a piece-wise constant,
and D = 1 a linear fit. The fitted polynomial for
ith and (i+ 1)th is denoted as y(i)(l1), y(i+1)(l2),
where l1, l2 = 1, 2, ..., 2n+ 1. Note the length of
the last segment may be shorter than w. We use the
following weights for the overlap of two segments.

y(c)(l1) = w1y
(i)(l + n) + w2y

(i)(l),

l = 1, 2, . . . , n+ 1 (1)

where w1 = (1 − l−1
n ), w2 = 1 − w1 can be

written as (1− dj
n ), j = 1, 2, where dj denotes the

distance between the point of overlapping segments
and the center of y(i), y(i+1). The weights decrease
linearly with the distance between the point and
center of the segment. This ensures that the filter
is continuous everywhere, which ensures that non-
boundary points are smooth.

We use the Hurst exponent to measure long-term
memory. Assuming that stochastic process X =
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Xt : t = 0, 1, 2, ..., with stable covariance, mean µ
and σ2, the process’ autocorrelation function for
r(k), k ≥ 0 is:

r(k) =
E [X(t)X(t+ k)]

E [X(t)2]
∼ k2H−2, as k →∞

(2)
where H is called the Hurst exponent (Mandel-

brot, 1982). For 0.5 < H < 1 the story arc is
characterized by persistent such that increments
are followed by increases and decreases by further
decreases. For H = 0.5 the story arc only has
short-range correlations; and when H < 0.5 the
story arc is anti-persistent such that increments are
followed by decreases and decreases by increments.
For the specific application domain (i.e., narratives)
persistent story arcs are characteristic of coherent
narratives, where the emotional intensity evolves at
longer time scales. Story arcs’ that only show short
memory lack coherence and appear like a collec-
tion of short stories. Anti-persistent story arcs will
appear bland and rigid narratives oscillating around
an average emotional state (Hu et al., 2021).

Detrended fluctuation analysis (DFA) is the most
widely used method for estimating the Hurst pa-
rameter, but DFA may involve discontinuities at
the boundaries of adjacent segments. Such discon-
tinuities can be detrimental when the data contain
trends (Hu et al., 2001), non-stationarity (Kantel-
hardt et al., 2002), or nonlinear oscillatory compo-
nents (Chen et al., 2005; Hu et al., 2009). Adaptive
fractal analysis is a more robust alternative to DFA
(Gao et al., 2011; Tung et al., 2011). AFA consists
of the following steps: first, the original process is
transformed to a random walk process through first-
order integration u(n) =

∑n
k=1(x(k)− x), n =

1, 2, 3, ..., N , where x is the mean of x(k). Second,
we extract the global trend (v(i), i = 1, 2, 3, ..., N)
through the nonlinear adaptive filtering. The resid-
uals (u(i) − v(i)) reflect the fluctuations around
a global trend. We obtain the Hurst parameter by
estimating the slope of the linear fit between the
residuals’ standard deviation F (2)(w) and w win-
dow size as follows:

F (2)(w) =

[
1

N

∑N
i=1(u(i)− v(i))2

] 1
2

∼ wH

(3)
All our sentiment arcs are sentence based, ex-

tracted using the VADER model (Hutto and Gilbert,
2014) in NLTK’s implementation (Bird, 2006).

While VADER is not the most recent Sentiment
Analysis model, we chose it for its transparency,
since it is possible to reconstruct the reasons of its
judgments based on its systems of rules, as well
as its popularity, as its underlying dictionary and
set of rules has proven the weapon of choice for
a large number of previous works. The sentiment
arc is obtained by first computing the sentiment of
each word in the text, and then by computing the
average sentiment of each sentence. The sentiment
of a word is in turn obtained using an ad-hoc lex-
icon, which links a sentiment score to each word
and takes care of morphological variations. The
sentiment of a sentence is then computed as the
average of the sentiment scores of all the words in
that sentence, by taking care of tricky structures
like negations, intensifiers and so forth.

5 Experiments

We present the results for two experiments:

1. Without directly testing the predictive power
of narrative sentiment arcs and their Hurst ex-
ponent, we analyzed its distribution in both
Nobel-winning and non-Nobel-winning pop-
ulations, to test whether the two populations
might differ in their average score;

2. To directly test the predictive power of our
Hurst exponent, we ran a series of classifiers
to check whether sentiment arcs and their
Hurst score can provide a degree of predic-
tive power on telling whether or not a given
text is likely to belong to a Nobel-winning
author.

In both cases, we decided to design the non-Nobel-
winning class (or control group) in order to be as
contextual to the Nobel population as possible: for
each book belonging to an author who won the No-
bel prize, we took all novels published between one
year before and one year after its publication date,
and we considered them as the “control group” for
that book. All the control groups for all books of
one author work as the control group for that author,
and all control groups together combine into the
overall control group for the Nobel prize popula-
tion. We did this also to mimic as much as possible
the logic of the prize itself, that selects between
contemporary candidates. A detailed summary of
this selection process can be seen in Table 2.
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Nobel N. titles Control
S. Beckett 1 32
S. Bellow 5 228
W. Churchill 4 125
W. Faulkner 15 332
J. Galsworthy 9 105
W. Golding 2 6
N. Gordimer 2 3
K. Hamsun 1 1
E. Hemingway 7 170
R. Kipling 3 19
D. Lessing 3 34
S. Lewis 8 137
T. Morrison 5 192
A. Munro 1 2
J. Steinbeck 15 81
R. Tagore 1 19
S. Undset 2 32
P. White 1 0
Total 85 1518

Table 2: Number of titles per Nobel and control group.
Notice that the control group’s total number is higher
than the one reported in Table 1 since one title can fig-
ure in more than a subgroup.

5.1 Probability distribution

In the first experiment, we simply focused on
the possibility that the Nobel-winning population
might have a different Hurst score distribution than
the control group, and that such difference might
be statistically significant on the large scale. To fur-
ther test this idea, we divided our corpus in Hurst
classes (e.g. all titles having a Hurst score of 0.51,
0.52, etc.) and we looked at the probability of see-
ing a title from a Nobel laureate in each of these
classes. To deal with the problem of having a heav-
ily imbalanced dataset, since the control authors
are much more numerous in any class than Nobel
winning authors, we computed the probabilities on
a sub-sampled portion of the control group as large
as the Nobel group, so that both populations sum up
to the exact same amount. Finally, in order to avoid
relying on random lucky or unlucky sub-samplings
from the majority class, and in general to increase
the representativity of our comparison, we repeated
the random majority class sub-sampling 100 times
and drew the average probability for each Hurst
class. The result is that for each class of Hurst val-
ues, we compute the probability of seeing a Nobel
author’s title and the average probability of seeing

a non-Nobel author’s title as computed over several
subsamples.2

5.2 Classification
In the second experiment, we trained four different
classifiers:

• Quadratic Discriminant Analysis classifier
(Bose et al., 2015): a generative model that
is particularly apt to classify data when the
decision boundaries are non-linear;

• Gaussian Naive Bayes classifier (Chan et al.,
1982): we chose this model particularly for its
ability to handle small and complex training
data;

• Random Forest classifier (Ho, 1995): this
algorithm is well suited to make fine-grained
predictions on data that are not necessarily
linearly divisible;

• Decision Tree classifier, which has the bene-
fits of being simple and able to handle rel-
atively small datasets (Swain and Hauska,
1977).

As features, we used the Hurst score and a con-
densed version of the sentiment arc for each novel.

The large difference in our classes’ sizes repre-
sents an additional difficulty. The sparsity of Nobel
titles makes training on the dataset as is a seem-
ingly meaningless task, since classifiers systemati-
cally ignore or misrepresent the minority class. To
contrast that dataset’s imbalance, we tried three
resampling techniques:

• Random subsampling: this is the easiest re-
sampling technique, and it simply means that
we randomly drew from the majority class a
number of data points equal to the size of the
minority class, as we did in Section 5.1;

• Near Miss subsampling (Mani and Zhang,
2003; Bao et al., 2016), specifically the so
called Near-Miss 1 method: this is a more
sophisticated undersampling technique based
on the distance between items from the major-
ity and items from the minority class, where
the elements from the majority class with the
smallest average distance to three minority
class examples are selected for comparison.

2This naturally means that the probabilities do not neces-
sarily sum up to 1.
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Score p-value
T-test 2.57 0.01
Anova 6.63 0.01
Mann-Whitney U 55106 0.023
Kruskal-Wallis 5.166 0.023

Table 3: Difference between Nobel laureates and con-
trol group as tested by four significance measures (the
first two assume that the populations have a normal dis-
tribution, the last two do not make such assumption).
In all cases, the difference in Hurst score distributions
is statistically significant.

In this way, the algorithm selects datapoints
that are closest to the decision boundary;

• SMOTE upsampling (Chawla et al., 2002), a
upsampling technique widespread in machine
learning, often used in cases of severely im-
balanced datasets (Liu et al., 2019; Rustogi
and Prasad, 2019). SMOTE has the consider-
able benefit of creating not simple duplicates
of the observed datapoints, but rather slightly
different synthetic datapoints, increasing the
ability of a classifier of modeling a minority
class.

6 Results

6.1 Probability distribution

The difference between the distributions of Hurst
scores for the Nobel and the control group is sta-
tistically significant according to several measures,
as can be seen in Table 3.

The probability of seeing a text from a Nobel lau-
reate peaks at a different point than the probability
of seeing a text from the control group (see Figure
1). The distribution of the two groups reinforces the
hypothesis, laid by Hu et al. (2021), that high liter-
ary quality might lie in a specific area on the Hurst
continuum - in other words, that there might be a
specific interval of Hurst values where high quality
narrative texts are most likely to fall. Naturally we
should not ignore the fact that the two probability
distributions have a considerable overlap; that the
statistical significance, while being strong, does not
mean that the two groups are completely separable;
and that the number of control titles is higher than
the number of titles from Nobel-winning authors
for any Hurst interval. In other words, any text
has a lower probability of belonging to a Nobel
laureate than of belonging to an author that did not

win the Nobel prize - after all it’s possible to award
the Nobel prize to just one person every year. At
the same time, if we take equal-sized classes for
the two groups, texts having a Hurst score ranging
approximately between 0.53 and 0.61 seem to have
a higher probability of belonging to a Nobel lau-
reate than of belonging to a control author, while
texts falling outside of this range have a higher
probability of belonging to a control author than
of belonging to a Nobel laureate: again, the Nobel
population and the control population display statis-
tically different behaviours on the Hurst continuum.
Figure 1 offers a visualization of our results.

A cursory qualitative examination of the results
for different authors proved that these results of-
ten (but not always) correspond to what we might
expect from a given title or author. For example
John Steinbeck, one of the best represented writ-
ers in the corpus with 15 novels, has an average
Hurst exponent of 0.598, and thus differs insignifi-
cantly from the 90 works in its control group, that
score an average of 0.606, but with a more signif-
icant standard deviation (0.41 vs. 0.25). While
Steinbeck’s novels Hurst scores range from 0.56
to 0.64, the two novels that get by far the highest
average grades on GoodReads (Mice and Men and
The Grapes of Wrath with Cannery Row as a very
distant third) both have a Hurst exponent of exactly
0.58, at the apex of the probability curve for Nobel
titles. Similar observations can be made for the
works for other popular Nobel laureates, such as
Hemingway, with his most renowned titles (such
as for example The Old Man and the Sea or For
whom the bell tolls) roughly falling within what we
considered a fuzzy Goldilocks interval for literary
quality, while less acclaimed texts such as To have
and have not are clearly out of it (Figure 1). Many
other factors play into the success of these promi-
nent novels, but their location in the middle of what
seems to be a “Goldilocks”-zone for variability is
significant, also when studied on the level of the
individual authorship.

6.2 Classification

Among the three techniques we adopted to resam-
ple our dataset, we found that randomly undersam-
pling the majority class does not yield particularly
strong results, while Near Miss understampling and
SMOTE oversampling both bring the models to bet-
ter performances (see Figure 2). The reason for this
lies probably in the fact that the difference between
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Figure 1: Probability distribution of the Nobel group and of the control group. The control population’s proba-
bilities are averaged over 100 different selections. We added some titles for reference. Not all works from Nobel
laureates fall in the Hurst “sweet spot”: for example, The Old Man and The Sea has a Hurst score of 0.53, while
the less acclaimed To Have and Have Not from the same author has a Hurst score of 0.69.

the two populations, while present, is quite difficult
to pick up even when we control for size: after
all, we are using a corpus with a large number of
high quality authors that did not win a Nobel prize,
so the control group is both much larger than the
Nobel group and bound to have several elements
similar to its members. Just randomly subsampling
from the majority class to create a small group of
non-Nobels to learn from makes the task very diffi-
cult, while an algorithm like Near Miss, that selects
data with the least distance to the negative classe’s
samples, essentially selecting learning cases that is
most fruitful for the classifier to model, brings sig-
nificantly better results. Finally, it’s worth noting
how SMOTE upsampling brings about the high-
est performances of the group (excluding the “All
dataset” case): while this technique does not create
completely dependable results, since it relies on
the synthetic generation of new data points for the
minority class, its effectiveness can make us more
confident in postulating that a difference between
the Nobel and the control populations does indeed
exist.

In Table 4 we provide a summary of the per-
formances, adding in parenthesis the performance
of the classifiers when they are only fed informa-
tion from the sentiment arcs, without accessing the

Hurst exponent. The comparison seems to us quite
interesting: the sentiment arcs seem to suffice in
bringing about better-than-chance performances,
and in some cases even quite high scores; on the
other hand, all classifiers trained on a feature set
enriched by the single dimension of the arcs’ Hurst
exponent perform better than when they do not
have access to such information, with no exception,
and in some cases the single presence of the Hurst
exponent increases the F scores significantly.

7 Discussion and Conclusions

In this paper we have tried to use a measure of
fractality for sentiment arcs to distinguish Nobel-
winning writers in a corpus of selected literary texts
in the English language, as a case for the relevance
of this metric in literary quality evaluation. We are
not interested in the overall valence of a literary
work as such, but in its patterns of variation and
repetition throughout the narrative arc, although
the underlying argument for using sentiment analy-
sis (and not just, for example, PoS tagging) is that
it can be linked to the evocation of emotions in
the work. Even if it is far from catching the ex-
pressions of emotions perfectly, as there are many
way to express them, also through words with a
neutral sentiment, we believe it remains a strong
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Original dataset Random Subs. Near Miss SMOTE Ups.

Quadratic Discr. An. 0.90 (0.90) 0.55 (0.51) 0.56 (0.51) 0.57 (0.50)
Gaussian Naive Bayes 0.91 (0.90) 0.52 (0.49) 0.80 (0.67) 0.67 (0.53)
Decision Tree Cl. 0.88 (0.88) 0.57 (0.52) 0.69 (0.60) 0.87 (0.82)
Random Forest 0.91 (0.90) 0.53 (0.51) 0.79 (0.62) 0.90 (0.86)

Average

Table 4: Weighted F scores, averaged from a 10-fold cross-validation, for four classifiers trained on different ver-
sions of the dataset. Notice how the results on the “all dataset” column are effects of the majority class being
overwhelmingly larger than the minority class. In parenthesis, we add the performances when only using informa-
tion from the sentiment arcs. The other three columns, reporting results based on resampled versions of the dataset,
do not resent of the distortion.

indicator of the work’s rhetoric appeal structure.
Overall, the best attitude towards this kind of met-
ric is probably similar to the attitude we can have
towards the aesthetic properties of fractals in mu-
sic or visual arts: it is never necessary for a work
of art to contain anything fractal, but on the large
scale we could expect fractal patterns to hold a
correlation with the perception of beauty. In the
same way, we should not imagine a systematic re-
lationship between quality and a given range of
Hurst exponents: first of all because there is no
single way to measure literary quality, and second
because a “good” Hurst exponent can hardly be
the single factor in high quality textual narrative.
Nonetheless, we have found that the distribution
of Hurst exponents, as computed on the sentiment
arcs of whole novels, for the titles of authors who
won a Literature Nobel Prize is different from the
distribution of Hurst exponents for the titles of the
control group. This is particularly relevant consid-
ering that the control group still included several
high-level writers, from Nabokov to Woolf, who
can be said to rival the Nobel population in terms
of both fame and critical acclaim. What this differ-
ence in distribution seems to indicate is that there
might be a “sweet spot” of self-similarity in senti-
ment arcs, roughly between 0.53 and 0.61, where
the probability of seeing a text from a Nobel laure-
ate grows and the probability of seeing a title from
a non-Nobel laureate decreases. Following on this
finding, we tried to create a classifier that would tell
whether a text came from a Nobel laureate or not
based on its Hurst exponent and a representation
of its sentiment arc only. What we found is that
when we control for data imbalance by using Near
Miss subsampling or SMOTE upsampling, classi-

fiers appear to perform well above chance, while if
we subsample randomly their performance suffers
considerably. We consider this a indication that
a “signal” for Nobel laureates exists, despite the
highly competitive control group, and that it falls
in line with previous studies on the Hurst exponent
for sentiment arcs.

8 Future Work

Given the scope and complexity of the concept of
literary quality, there are several interesting direc-
tions this research can take. A sensible next step
would be to increase the size of our corpus to in-
clude more texts, in order to see if the signal for
Nobel laureates becomes more pronounced. Specif-
ically, we aim at increasing the number of titles in
the minority class, both by looking at other presti-
gious awards and by including not only the winners,
but also the list of nominees. Being pre-selected for
a prestigious award, nominees could help creating
a larger “quality class” and might even temper the
random or political factors playing in the choice
of a single individual winner. The Chicago cor-
pus does not offer such information in its metadata,
but it is still possible and even relatively easy to
access it for the Nobel prize. Other large English
language prizes like the Pulitzer Prize would also
be of great interest to create a larger subset. An-
other goal worth striving for, albeit on a longer
time scale, is to include a more diverse range of
titles. The Chicago corpus is constituted mainly
of Anglophone writers - both the Nobel group and
its control are heavily skewed towards the Anglo-
Saxon literature. Finally, the internal imbalance in
the amount of titles that different Nobel laureates
hold in our selection might play a role in the be-

38



Figure 2: Classification results for our 4 classifiers under three different assumptions: random undersampling, Near
Miss undersampling and SMOTE upsampling, with increasing number of folds in a K-folds cross-validation.

haviour of the systems. While we are comforted
by the fact that the same metrics have proved use-
ful with completely different authors in previous
works, in future we would like to design ablation
experiments aimed at checking the performance
of the machine learning models on the less repre-
sented names. Finally, it would be interesting to
see if this signal is specific to English-language
texts or if it appears in other languages as well.
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Abstract

Midrash collections are complex rabbinic
works that consist of text in multiple languages,
which evolved through long processes of unsta-
ble oral and written transmission. Determining
the origin of a given passage in such a com-
pilation is not always straightforward and is
often a matter of dispute among scholars, yet it
is essential for scholars’ understanding of the
passage and its relationship to other texts in the
rabbinic corpus.

To help solve this problem, we propose a
system for classification of rabbinic literature
based on its style, leveraging recently released
pretrained Transformer models for Hebrew. Ad-
ditionally, we demonstrate how our method
can be applied to uncover lost material from
Midrash Tanh. uma.

1 Introduction

Midrash anthologies are multi-layered works that
consist of text in multiple languages, composed
by different authors spanning different generations
and locations. The midrash collator often merges
and quotes various earlier sources, sometimes para-
phrasing previous material. These complex pro-
cesses can make it hard for scholars to clearly sep-
arate and detect the different sources which the col-
lection is composed of. Identifying sections which
originate in one source or another can shed light on
many scholarly debates and help researchers gain a
better understanding of the historical development
of the rabbinic corpus.

The ability to analyze and classify rabbinic texts
in an automated way has tremendous potential.
Placing old manuscripts, uncovering lost material

that is quoted in later works (e.g. parts of Midrash
Tanh.uma, Mekhilta Deuteronomy), and determin-
ing authorship or dating of a text are examples for
such uses. This great potential motivated us to turn
to current state-of-the-art natural language process-
ing (NLP) methods to determine whether we can
currently solve any such high-impact problem.

We propose a system for classification of rab-
binic literature by detecting unique stylistic pat-
terns in the language of the text. Additionally, we
demonstrate how our classifier can be used to un-
cover lost midrashic material that is quoted in later
works. As a test case, we apply our method to de-
tect lost sections of the Midrash Tanh.uma that are
quoted in the Yalkut Shimoni.1

2 Related Work

Work from recent years on authorship attribution
and plagiarism detection has demonstrated the ef-
fectiveness of stylometry and literary style classifi-
cation in general.

Dershowitz et al. (2015) perform automatic bib-
lical source criticism by looking at preferences
among synonyms and other stylistic attributes. Sie-
gal and Shmidman (2018) used computational tools
to help reconstruct the lost Mekhilta Deuteronomy.
They start off with a list of candidate texts, and the
main problem they focus on is removing quotes or
near-quotes of existing material from other sources.
Ithaca (Assael et al., 2022) is an impressive toolkit
for restoration and classification of ancient Greek
epigraphs.

1A medieval midrash anthology from the 13th century CE.
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3 Method

3.1 Dataset
Our training dataset was extracted from Sefaria’s
resources.2 We use the raw text files and divide
them into the following categories:

Mishnah – In this category we include all trac-
tates of the Mishnah and the Tosefta. Both collec-
tions are generally dated to the second century CE

and consist of rabbinic rulings and debates, orga-
nized by topic.

Midrash Halakhah – These collections are
dated to around the same time of the Mishnah, but
they are organized according to the Pentateuch and
focus more on the exegesis of biblical verses. In
this class we include: Mekhilta d’Rabbi Yishmael,
Mekhilta d’Rashbi, Sifra, Sifre Numbers, and Sifre
Deuteronomy.

Jerusalem Talmud – We include all tractates of
the Jerusalem Talmud, omitting the Mishnah pas-
sages that provide the basis for discussion. These
texts for the most part are written in Palestinian
Aramaic and are roughly dated to the 4th c. CE.

Babylonian Talmud – We include all tractates of
the Babylonian Talmud, omitting the Mishnah pas-
sages that provide the basis for discussion. These
texts for the most part are written in Babylonian
Aramaic and are roughly dated to the 5th c.

Midrash Aggadah – In this category we include
early midrash works assumed to have been com-
posed during the amoraic period (up to the 5th c.)
or slightly later. The works included in training are:
Genesis Rabbah, Leviticus Rabbah, and Pesikta de-
Rav Kahanna. Like midrash halakhah these works
follow the order of verses in the Bible, but in con-
trast they focus less on deriving rulings (halakhah)
and more on expounding on the biblical narrative.
Other works which we did not use during training
but which we partially associate with this category
include: Ruth Rabbah, Lamentations Rabbah, and
Canticles Rabbah.

Midrash Tanh. uma – In this category we in-
clude later midrashic works which make up what
is referred to as Tanh.uma-Yelammedenu Litera-
ture. The works included in training are: Midrash
Tanh. uma, Midrash Tanh. uma Buber, and Deuteron-
omy Rabbah. Other works that we did not use

2https://github.com/Sefaria/
Sefaria-Export

during training but we partially associate with this
category include Exodus Rabbah starting from Sec-
tion 153 and Numbers Rabbah starting from Sec-
tion 15.4

We divide these works into continuous blocks
of 50 words. We then clean the text by removing
vowel signs, punctuation and metadata. In order
to neutralize the effect of orthography differences,
we also expand common acronyms and standardize
spelling for common words and names.

After cleaning and normalizing the data, we
split our dataset into training (80%) and valida-
tion (20%) sets. Finally, we downsample all ma-
jority classes in the validation set to get a balanced
dataset.

3.2 Models
Baseline. For our baseline model we use a
logistic regression model over a bag of n-
grams encoding. We include unigrams, bi-
grams, and trigrams. We use the default pa-
rameters from scikit-learn (Pedregosa et al.,
2011) but set fit intercept=False to re-
duce the impact of varying text length and set
class weight="balanced" in order to deal
with class imbalance in the training data. This type
of model is highly interpretable, enabling us to see
the features associated with each class. Finally, we
choose this model as our baseline as it generally
achieves reasonable results without the need to tune
hyperparameters.

AlephBERT. The next model we evaluate is Ale-
phBERT (Seker et al., 2022) – a Transformer model
trained with the masked-token prediction training
objective on modern Hebrew texts. While this
model obtains state-of-the-art results for various
tasks on modern Hebrew, performance might not
be ideal on rabbinic Hebrew, which differs signif-
icantly from Modern Hebrew. We train the pre-
trained model on the downstream task using the
Huggingface Transformers framework (Wolf et al.,
2020) for sequence classification, using the default
parameters for three epochs.

BEREL. The third model we evaluate is BEREL
Shmidman et al. (2022) – a Transformer model
trained with a similar architecture to that of BERT-
base (Devlin et al., 2019) on rabbinic Hebrew texts.

3See “Exodus Rabbah,” Encyclopaedia Judaica, for the
rationale behind this division.

4See “Numbers Rabbah,” Encyclopaedia Judaica, for the
rationale behind this division.
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In addition to the potential benefit of using a model
that was pretrained on similar text to that of the
target domain, BEREL also uses a modified tok-
enizer that doesn’t split up acronyms which would
otherwise be interpreted as multiple tokens with
punctuation marks in between. (Acronyms marked
by double apostrophes [or the like] are very com-
mon in rabbinic Hebrew.) We train the pretrained
model on our downstream task in an identical fash-
ion to the training of the AlephBERT model.

Morphological. Finally, we also train a model
that focuses only on morphological features in
the text, in an attempt to neutralize the im-
pact of content words. We expect this type of
model to detect more “pure” stylistic features that
help discriminate between the different textual
sources. To extract features from the text, we
use a morphological engine for rabbinic Hebrew
created by DICTA (https://morph-analysis.
dicta.org.il/). We then train a logistic regres-
sion model over an aggregation of all morphologi-
cal features that appear in a given paragraph.

3.3 Text Reuse Detection

To achieve our end goal of detecting lost midrashic
material, we combine our style classification model
with a filtering algorithm based on text-reuse de-
tection. For reuse detection, we use RWFS (Schor
et al., 2021), a system designed for this goal using
fuzzy full-text search on windows of n-grams. For
our corpus of texts we use all biblical and early
rabbinic works using the texts available on Sefaria.
We use 3-gram matching and permit a Levenshtein
distance of up to 2 for each individual word. The
match score for each retrieved document is given
by the number of n-gram matches and the results
are sorted accordingly.

3.4 Detecting Lost Tanh. uma Candidates

Tanh. uma-Yelammedenu Literature is a name given
to a genre of late midrash works, some of which are
lost and only scarcely preserved in anthologies or
Genizah fragments (Bregman, 2003; Nikolsky and
Atzmon, 2021). One of the lost works was called
Yelammedenu and we know about it since it is cited
in various medieval rabbinic works such as Yalkut
Shimoni and the Arukh.5 While lost Tanh.uma ma-
terial is explicitly cited in some works, it is often
quoted without citation in various anthologies.

5An early dictionary for rabbinic literature from the 11th
century CE.

Model Validation Acc

Baseline 0.867
AlephBERT 0.879
BEREL 0.922
Morphological 0.560

Table 1: Model accuracy on validation set.

To find candidates for “lost” Tanh. uma passages,
we apply the following process:

1. Extract all passages from the given midrash col-
lection, in our case we used Yalkut Shimoni.

2. Split long passages into segments of up to 50
words.

3. Run these segments through the style detection
model.

4. Collect segments for which our model gives the
highest score to the Tanh. uma class.

5. Run these segments through a text-reuse engine.

6. Keep only segments that do not have a
well established source. (Our threshold was
#n-gram matches≤ 0.2 ·#n-grams in query.)

4 Results

As can be seen in Table 1 our baseline model
achieves well over the random guess accuracy of
0.166 on the validation set, and achieves almost
the same accuracy as the AlephBERT fine-tuned
model. The BEREL-based model leads by a sig-
nificant margin, nevertheless, we choose to use our
baseline model for inference on Yalkut Shimoni
due to its more calibrated scores, and its higher
explainability.6

In Figure 2, we can see that the the most com-
mon errors are mixing ‘Tanh.uma’ with ‘Midrash
Aggadah.’ On the other hand, ‘Babylonian Talmud’
and ‘Jerusalem Talmud’ seem to be the most dis-
tinct classes, perhaps due to their extensive use of
Aramaic in addition to Hebrew.

After taking the whole Yalkut Shimoni on the
Pentateuch and following the process described
in Section 3.4, we can analyze the prevalence of
each class in the collection. As can be seen in Fig-
ure 1, the Babylonian Talmud is the most quoted
class, while the Jerusalem Talmud is rarely, if ever,
quoted. Our classifier gives a similar distribution to

6For logistic regression, the model weights correspond
directly to an n-gram’s contribution to the score given to a
specific class.
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Figure 1: From left to right: (1) class frequencies for passages based on text reuse detection; (2) predicted class
frequencies for passages with high text reuse score; (3) predicted frequencies for passages with low reuse score.

Figure 2: Confusion matrix for baseline model.

that of the text-reuse engine. However, when look-
ing only at passages with low reuse score we see
that the Babylonian Talmud rarely appears while
‘Tanh.uma’ becomes the most frequent predicted
class by far, followed by ‘Midrash Halakha.’ This
aligns with the fact that we know of lost works that
belong to these categories, while the Babylonian
Talmud was well preserved throughout the genera-
tions as the core text of the rabbinic tradition.

To evaluate our classifier on the target task, we
sampled for manual labeling a random set of 50
items classified as Tanh.uma. A midrash expert
analyzed these passages and looked them up in the
early print edition of Yalkut Shimoni, which tends to
include citations in the margins. Sections that were
ascribed to Yelammedenu (ילמדנוּ!) and sections that
were recognized as being typical Tanh. uma material
were labeled as “positive,” while all other passages
were labeled “negative.” Out of these items, 22
were cited as Yelammedenu, while an additional 8
were recognized as typical Tanh. uma material from

0.5 0.6 0.7 0.8 0.9 1.0
Threshold

0.2

0.4

0.6

0.8

1.0

Precision and recall vs threshold

Precision
Recall

Figure 3: Precision and recall for lost Tanh.uma.

lost sources,7 yielding an approximate precision of
60%.

From Figure 3, we see that the precision grows
monotonically with the decision threshold, indi-
cating that the model is useful in recovering lost
Tanh.uma material. Furthermore, we see that we
can achieve a precision of approximately 80% by
setting an appropriate decision threshold without a
high cost to recall.

5 Discussion and Future Work

Our results for detecting Tanh.uma sections in
Yalkut Shimoni demonstrate that our method can be
a useful tool for researchers working on recovering
lost rabbinic material.

We are planning a digital library of Tanh.uma-
Yelammedenu literature and believe our work will
be of high value to researchers working on de-
tecting lost material of this genre. We intend to

7These latter items are perhaps the more exciting find as
they have previously been unidentified.
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run our classifier on additional collections such as
Midrash HaGadol for which we don’t currently
have ground truth labels to help uncover additional
lost Tanh. uma passages.

Our method can be expanded and applied to
many more open questions in Jewish studies. An
obvious direction involves applying it to other
lost midrashic material. Another is exploring the
Baraitot8 that appear in the Babylonian Talmud
and the Jerusalem Talmud and their relationship to
each other. Also promising would be to apply it to
the many fragmentary manuscripts that have been
found in collections like the Cairo Geniza. This
would require dealing carefully with noisy text with
errors originating in handwritten text recognition.
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Abstract

Many digital humanists (philologists, histori-
ans, sociologists, librarians, the audience for
web archives) design their research around
metadata (publication date ranges, sources,
authors, etc.). However, current major web
archives are limited to technical metadata while
lacking high quality, descriptive metadata al-
lowing for faceted queries. As researchers of-
ten lack the technical skill necessary to enrich
existing web archives with descriptive meta-
data, they increasingly turn to creating personal
web archives that contain such metadata, tai-
lored to their research requirements. Software
that enable creating such archives without ad-
vanced technical skills have gained popularity,
however, tools for examination and querying
are currently the missing link. We showcase a
solution designed to fill this gap.

1 Introduction

The potential of the vast amount of data generated
on the World Wide Web (as a corpus of text) has
taken the lead from printed media and is constantly
evolving (e.g. the U.S. presidential tweets). For
example, sociologists and linguists must use online
sources to gain insight into recent trends (tempo-
ral, ideological standpoints) in social topics and
language as the print media can not keep up the
pace and provide real-time updates (e.g. COVID-
19 news, social media). Luckily, the state of major
web archives indicates that all important data will
likely be preserved. Therefore, beyond tackling the
difficulties of web harvesting, meeting the needs
of researchers has become the most recent goal of
archivists (Major and Gomes, 2021, 13).

However, the quantity of data in major archives
does not counteract deficiencies and negligence in
quality. The aforementioned direction of research
requires quality descriptive metadata (publication
date, author, column, portal name, keywords, etc.)
for specific portals with complete and up-to-date

archives, to for example assess source dependent
standpoints. Unfortunately, major web archives are
limited to full-text or URL searching, even more ad-
vanced ones only include filters on technical meta-
data (e.g. file format, crawl date), and a rare few
such as https://webarchives.ca/ have
facets on descriptive metadata.

As Hale et al. (2017), Indig et al. (2020) and
Costa (2021) have pointed out, for a more detailed
overview of sources, a uniform format for meta-
data and text would be needed because websites
are typically neither consistent nor well-structured.
Nevertheless, the complexity and time-consuming
nature of isolating the useful text, identifying the
segments along with metadata (e.g. title, headings,
image), preprocessing (e.g. tokenization and pars-
ing) and postprocessing (e.g. filtering, deduplica-
tion, curation of metadata) in existing web archives
make it an unattainable promise of future AI solu-
tions. This is especially relevant for those without
technical skills or sufficient infrastructure1.

Fortunately, many workflows (e.g. crawling, text
extraction, NLP, plotting) can be conducted suffi-
ciently well with a few clicks on free, easy-to-use
software or services that work on uploaded data
or prepared data sets (see examples in Section 3.).
Researchers with insufficient funds (e.g. PhD stu-
dents) are therefore limited to creating “personal”
web archives using such tools to gian at least pre-
liminary results through exploratory analysis and
test their ideas before going further. These attempts
usually get stuck at the aggregation and visualisa-
tion stages, as available tools and tutorials do not
facilitate the freedom to experiment, instead only
showcasing basic, and typical workflows. With
our tool these scholars can find answers to detailed
questions involving metadata based on their gath-
ered data with at most a few line of code needed

1Downstream projects e.g. the OSCAR corpus (Ortiz
Suárez et al., 2019) discard metadata in favour of dedupli-
cation and filtering.
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for the collecting and preprocessing steps.
Such archives must be created manually and in

many cases cannot be published or shared due to
conservative legal regulations. This puts pressure
on website operators, as everyone is forced to cre-
ate an archive of their own, the very issue that was
intended to be avoided by shared archives such
as Common Crawl that have become trapped in
a rivalry of quantity over quality. On top of that,
the Internet Archive does not support download-
ing and restoring pages2, and as of yet does not
contain a faceted query and visualisation interface
for descriptive metadata. In the future, large web
archives may catch up and support querying quality
uniform descriptive metadata out of the box, but
until then scholars must individually experiment
with the available tools on a smaller scale. Here
we find the eternal struggle to strike a balance be-
tween precision and recall in a non-standardised
open domain.

2 Background

Ruest et al. (2020) developed The Archives Un-
leashed Toolkit3 which generalised typical schol-
arly activities into the Filter-Extract-Aggregate-
Visualize (FEAV) cycle. This model features
a chain of independent tasks where each task
can be adapted separately to the technological
developments and different goals on different
scales. Nonetheless, existing tools are not yet suf-
ficiently easy-to-use and integrated for individual
researchers, who opt for simpler ones which are
easier to setup, use and adapt.

Off-the-shelf services are too dependent on the
provider. Moreover, they are constantly growing
and developed, which means that these services
will inevitably change over time4 (e.g. shut down
or being extended), and become volatile5. This
hinders the reproducibility of obtained results, forc-
ing researchers not to trust such sources, since it
is essential to ensure the citation and long-term
preservation of research data and final research re-

2https://wiki.archiveteam.org/index.
php?title=Restoring

3https://github.com/archivesunleashed/
aut

4For example https://archivesunleashed.
org/cloud/ has “shut down on 30 June 2021, and will be
replaced by a similar service ”.

5For example Warcbase, https://github.com/
lintool/warcbase (Lin et al., 2017) is unmaintained
since September 2017 in favour of The Archives Unleashed
Toolkit.)

sults (Barats et al., 2020). In the long term, research
material should be suitable for the widest possible
research community, and should stand the test of
time to facilitate reproducibility. This requires web
archivists to resist the siren voices of merely in-
creasing size, and strive to democratise and further
reduce the complexity of the tools involved.

3 Tools for a Modular FEAV Cycle

Tools such as Trafilatura (Barbaresi, 2021) serve
as good examples, as they are adequate for cre-
ating custom, “personal” web archives and have
unique features compared to existing major web
archives (e.g. extracting descriptive metadata and
text in a uniform format with sufficient quality and
quantity). In a few lines of Python code one can cre-
ate enough research data for preliminary analysis,
and by combining such data sets more complicated
advanced research questions can be answered in
depth.

Processing such text with NLP pipelines (e.g.
SpaCy (Montani et al., 2022)) with another few
lines of code to extract lemmas and named enti-
ties is easy even for non-technical researchers. On
the visualisation front there exist a large number
of tools and libraries providing quick and elegant
solutions (e.g. D3.js (Bostock, 2012)), often im-
plicitly handling most parameters, however, their
functionality either focuses on ease-of-use or mod-
ularity, rarely both. Their popularity – judging by
their download and citation counts – shows that
people tend to prefer them. They may also appear
as building blocks of some full-fledged compact
applications as well. The last remaining part is
the aggregation of data, which is either done with
predefined workflows limiting its scope or is com-
pletely left to the user with all of its complexity.

Following from the design of such pipelines, if
any of these tools are not yielding satisfactory re-
sults, they can be changed independently (maintain-
ing the FEAV cycle) as their output is in simple and
standard format. We take these tools as granted,
and focus on the missing part, the ground-up design
of an ideal trend viewer as the aggregation module
for the desired tool chain.

4 Trend Viewer Trends

The history of n-gram trend viewers starts with the
Google Books N-gram Viewer (Michel et al., 2011)
which has an exceptionally large corpus, but its
software is not freely available to try on custom
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data. Another similar example is the Microsoft Web
N-gram Services, which has been shut down6.

The National Library of Norway also established
an elaborate n-gram trend search service (Birkenes
et al., 2015) on their collection of books, but the
source code7 has not been updated for 7 years and
is written in the now deprecated Python 2 language.
Its SQLite database back end can handle 34 billion
words from books and newspapers in a remarkable
way. The project is still relevant as the Icelandic
Gigaword Corpus utilises the code in their recent
work (Steingrímsson et al., 2020).

The most versatile existing solution is
Shine8 (Jackson et al., 2016), an experimental
faceted search engine and trend viewer tool based
on Solr in its early stages, however, it has not
shown signs of development since 2020. It has
similar goals to those of our project (see Section
1.), including faceted search over various metadata,
however, it fails to cover descriptive metadata
other than publication date when it comes to
aggregation and visualisation. The Web Archives
for Longitudinal Knowledge (WALK)9 project is a
good demonstration of applying Shine to facilitate
DH research.

These examples suggests that there is an emerg-
ing trend in the DH and NLP of using descrip-
tive metadata for diachronic corpora (created from
e.g. web archives) where available. Such data aug-
mented with modern NLP (e.g. sentiment analysis,
wikification (Brank et al., 2017)), aggregated and
displayed in the context of not just time, but all
other accessible factors can help digital humanists
focus and gain insight on new previously nonex-
istent scopes of their research. Our aggregation
module works independently on the output of exist-
ing crawling and NLP tools, and uses an existing
visualisation tool, therefore maintaining ease of use
and sufficient generality.

5 Method: Redesign from the Ground Up

We encourage future researchers to utilise e.g.
Trafilatura to create their own research data in stan-
dard format (e.g. TEI XMLs) that can be lemma-
tised effectively with e.g. SpaCy to get prepro-
cessed data in decent quality and quantity in almost

6https://www.microsoft.com/en-us/
research/project/web-n-gram-services/

7https://github.com/
NationalLibraryOfNorway/NB-N-gram

8https://github.com/ukwa/shine
9https://webarchives.ca/

any language10. We also provide example scripts,
however, for the sake of reproducibility we used an
existing data set containing descriptive metadata
for our experiments: Indig et al. (2020) developed
a pilot web archive described as a complete, reli-
able and versatile representation of archived con-
tent (recorded in WARC files) for Hungarian news
portals while maintaining archive content authen-
ticity (Lendák et al., 2022). It contains around 1
billion words from about 2.8 million news articles
written in the last 20 years composed of roughly
20 different Hungarian news portals with a stan-
dardised layout and descriptive metadata in TEI
XML format. The whole archive is available with
DOI links on the Zenodo.org repository11 which
is maintained by CERN ensuring the reproducibil-
ity of further downstream research and making a
positive example of legally sharing “personal” web
archives for non-profit research purposes.

Building on the various types of available meta-
data in the input data set (publication date, author,
column, portal name, keywords, etc.), we designed
an extensible hybrid query service. On one hand,
the retrieved records can be viewed as a list of links
to the original pages as in traditional search en-
gines, and the query can be refined with filters on
metadata fields. Additionally authorised non-profit
researchers can view – legally, without copyright
infringement – the full article in our standardised
HTML format which contains the original text for-
matting generated on-the-fly from the stored TEI
XMLs. This allows access even if the original link
is broken or its content has changed, which also
helps manual work and gathering examples. On
the other hand, the features of the retrieved doc-
uments can be visualised with different kinds of
graphs (e.g. line and bar charts) by setting the ap-
propriate parameters (e.g. the fields for the axes),
allowing the user to create custom views of the
data filtered by the represented features (see Figure
1.) opening possibilities for non-technical users to
express research questions (see Section 7. for more
examples).

All retrieved data and plotted graphs can be
downloaded for use e.g. in research papers or ad-
ditional processing. As an example, bundling such
a tool with a research paper can enable readers to
cross-check and further examine the presented re-
sults and enhance reproducibility and reusability,

10see the evaluation in the respective papers
11https://zenodo.org/communities/

elte-dh/search?page=1&size=20&q=TEI
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increasing the impact of the paper.

6 Technical Evaluation and Details

Existing search engine platforms e.g. Solr or Elas-
ticSearch provide a solid foundation, however, their
complexity and possible vulnerabilities are prone
to hacking attempts and require continuous mainte-
nance. Their complexity also discourages external
developers from customisation attempts. The same
holds for deep learning frameworks, which also
require advanced technical skills and machinery.

Birkenes et al. (2015) have shown that storing
n-grams in SQLite can be fast enough even for
databases extending over 34 billion tokens and
yield correct results. However, they use separate
tables for uni-, bi- and trigrams. Our approach was
to add padding tokens at the end of text segments
and create only a table with 5-grams, as we can
represent lower-order n-grams using only the first
n tokens, thus creating fewer rows overall. The
actual frequencies come from grouping the match-
ing lower-order n-grams (GROUP BY statement
in SQL) and SUMming the frequencies for each
group12. So one can easily use wider search pat-
terns e.g. “[first name] [surname] [job title] [organ-
isation]”.

Each n-gram has a frequency and is linked to
a document while the metadata (publication date,
sources, authors, etc.) for each document – iden-
tified by a document ID – are stored in a row in a
separate table along with the path for the TEI XML
document on the file system. We distinguish three
types of fields: a) simple text (e.g. portal name, col-
umn), b) multi-valued text (e.g. author, keywords),
c) date (e.g. publish date) which can specified as
an interval when used as a filter.

Our import script requires a CoNLL-U like ver-
tical TSV format used by Sketch Engine (Kilgar-
riff et al., 2014). The possible lemmas for each
word are acquired by lemmatising the text prior
to database creation with a common lemmatiser.
We only store the lemma n-grams in the database,
because their disambiguation in the query string
is done by a look-up table using all possibilities
in conjunctive normal form (CNF) as ambiguous
n-grams are unlikely and results close to real lem-
matisation can be achieved.

Our pipeline uses AWK and standard Unix tools,

12A prefix trie or perfect hash based approaches could po-
tentially yield more compact storage format, but they would
increase complexity as metadata still would require a database.

allowing to create and count lemma 5-grams for 1
billion words while retaining their source document
IDs, in about an hour. The user has to write a con-
figuration file and run a single command to import
the data into the database. We provide example
scripts to help users from the crawling through to
the importing stages. To allow rewriting or differ-
ent development paths, we decoupled the front end
and the back end which communicate with a stable
REST API. The application is available as a docker
image to facilitate operating system independence
and long term usage.

The only limiting factor we experienced is the
quality of the used data, as regarding performance
even low-end hardware can handle databases with
the the expected size.

7 Examples

Search engines for web archives or interfaces for
visualising trends usually help researchers navi-
gate through data sets, allowing quick assessment
of the usefulness of materials for current research
(e.g. cross-check data to reveal artefacts), possibly
verifying simpler claims or filtering useful parts
(saving time by not processing unused segments).
We would like to illustrate how, thanks to more
detailed preprocessing, a few tiny adjustments can
expand the possibilities for answering more com-
plex research questions. We provide presets in the
WebUI for users to show the examples given below.

One can observe the emergence and rivalry of
new terms across different news portals, e.g. in
relation to the climate crisis13, or the way how med-
ical jargon14 became common language during the
COVID-19 pandemic (Varga et al., 2022a,b), and
how the correlation between its key issues (e.g. re-
striction, quarantine vs. vaccination) have changed
over time by the start of the third wave. Another
example demonstrates how one can get a quick
answer to the question “Which values (national,
chatolic, european) are more prominent in the arti-
cles of the selected news portals?”, which can then
be nuanced through more detailed examination (e.g.
their ideological standpoints). A small but impor-
tant detail is that distortions due to the size of each
portal can be mitigated by expressing the occur-
rences of n-grams as a percentage (e.g. percentage

13e.g. climate change, climate emergency, climate strike,
climate hysteria

14e.g. social distancing, spike protein, long covid, PCR test,
super-spreader
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Figure 1: The distribution of mentions of different kinds of sport across portals on the WebUI.

of articles per portal). When listing relevant ar-
ticles the logical operators applied to the n-gram
can be used to separate the trend of co-occurrence
and independent occurrences of the listed n-grams.
Thanks to accurate metadata extraction, the use of
hashtags by online newspapers and journalists can
be tested, the variety and consistency of keywords
and phrases associated with topics can be a telling
feature, and it helps to improve the accuracy of the
search and the weighting of the topic. In the field
of sports, we can investigate the interest of some
Hungarian news portals in Hungary and abroad, by
querying articles about different sports (see Figure
1). We would expect that portals in Hungary would
be predominantly concerned with football results
and in Romania hockey (jégkorong) would be more
prominent (e.g. on maszol.ro). The fact that in
Hungarian three synonyms of almost equal rank
are typically used to describe football (labdarúgás,
futball, foci) makes interpretation difficult, because
synonyms sometimes complement each other and
sometimes overlap, which is reflected in the num-
ber of results. This can be clarified with the down-
loadable TSV files. Future plans include making it
even easier to do this directly in the search engine
by utilising vector space models to unify synonyms
if enabled. A further point to note is the importance
of context. If researchers want to quantify traces of
hate speech or ethnic exclusion, they need to be fa-

miliar with the background and the attitudes of the
sources used. A simple but striking example is the
occurrence of the term gypsy (cigány). In two of
the newspapers studied, the results are very promi-
nent, but one is an avowedly extremist medium
(far-right wing), while the other deals specifically
with social issues, education and inclusion.

8 Conclusion and Discussion

We introduced a search and visualisation engine
for viewing n-gram trends in light of different de-
scriptive metadata implemented in a lightweight
SQL-based framework. A custom data set can be
imported with a few lines of Python code, and the
customised visualisation can be exported to be used
directly in research papers. This helps researchers
express their questions freely or share their data
through a query and visualisation interface (e.g. as
anonymous supplementary material for research pa-
pers) and enable further examination and possible
new discoveries on the same data set.

We plan to add more NLP modules (e.g. senti-
ment analysis to study hate speech and wikification
for semantic results) for different layers of annota-
tion and support for CQL expressions. The source
code15 and docker image is published under a copy-
left license and a public pilot service is available.

15https://github.com/ELTE-DH/
meta-trend-viewer
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Abstract
Large pre-trained language models have
brought remarkable progress in NLP. Pre-
training and Fine-tuning have given state-of-
art performance across tasks in text process-
ing. Data Augmentation techniques have also
helped build state-of-art models on low or
zero resource tasks. Many works in the past
have attempted at learning a single massively-
multilingual machine translation model for
zero-shot translation. Although those transla-
tion models are producing correct translations,
the main challenge is those models are produc-
ing the wrong languages for zero-shot transla-
tion. This work and its results indicate that
prompt conditioned large models do not suf-
fer from off-target language errors i.e. errors
arising due to translation to wrong languages.
We empirically demonstrate the effectiveness
of self-supervised pre-training and data aug-
mentation for zero-shot multi-lingual machine
translation.

1 Introduction

Machine Translation is one of the classic prob-
lems in Natural Language Processing(NLP). Sev-
eral products like Google Translate, Bing Trans-
late provide services to millions of translation re-
quests across a diversity of language pairs. While
the requests for these services come in almost all
language pairs imaginable, the quality of transla-
tion for low-resource language pairs like German-
Arabic is especially low. This is prompted due to
a lack of quality training data for such locale pairs
compared to high-resource languages like English-
French etc.

Specifically, for few-shot machine translation,
there have been many successful techniques pro-
posed. Zoph et al. (2016) demonstrated that trans-
fer learning from high-resource languages to low-
resource languages can be used to achieve remark-
ably high BLEU scores. Building on top of it, Gu

et al. (2018) showed that universal lexical repre-
sentations achieve better alignment of lexical and
syntactic relations between languages. Similarly,
(Fadaee et al., 2017) have been successfully used
to utilize computer vision leanings in augmentation
to low-resource translation.

Success due to techniques like transfer-learning,
data augmentation, etc. has also provided great
progress in building large multi-lingual neural ma-
chine translation models (Johnson et al., 2017).
The objective here is to build a single high-capacity
model that is able to generate translations for any
language pair and can be trained at the same time.
Zhang et al. (2021) have used conditional specific
language routing for achieving impressive perfor-
mance across low resource language pairs. Sim-
ilar to this work, Xia et al. (2019) utilized data
augmentation strategies and Zhang et al. (2020)
used random online back translation to achieve
state-of-the-art performance for low-resource ma-
chine translation. In their work, Arivazhagan et al.
(2019a) encourage parameter sharing across lan-
guage by implementing an auxiliary loss function.
Similarly, de-noising objective (Liao et al., 2021)
and distillation techniques (Sun et al., 2020) have
also been shown to have boosted zero translation
learning.

Recently, research direction in massively multi-
lingual translation models(MMT) (Aharoni et al.,
2019) has also been popularized to build zero-shot
translation systems. Arivazhagan et al. (2019b) pro-
vides a survey of challenges associated with MMT
models, while also emphasizing the importance of
preprocessing and vocabulary in knowledge trans-
fer across language pairs. Although, Gonzales et al.
(2020) detail the lack of robustness of zero-shot
models across training runs, we do not notice it in
our training runs and find that augmentation tech-
niques help stabilize the training process.

Neural models like Transformer (Vaswani et al.,
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2017) have brought significant advances in tasks
across NLP. Pre-trained language models like
BERT (Devlin et al., 2018), BART (Lewis et al.,
2019), T5 (Raffel et al., 2019) have achieved state-
of-art performance across the NLP spectrum. Simi-
larly, generative models like GPT-2 (Brown et al.,
2020) have shown few and zero-shot abilities on
many tasks. The wide success across tasks has not
only been limited to high-resource languages like
English, and French but has indeed been shared
with low-resource languages like Azerbaijani, Be-
larussian, Galician, Urdu, etc (Lakew et al., 2021).
It has also brought significant progress in single
large multi-lingual models mBERT (Devlin et al.,
2018), mBART (Liu et al., 2020), mT5 (Xue et al.,
2020) that learn universal representation across lan-
guages. This is responsible for remarkable zero and
few-shot performance across tasks for languages
that lack supervised training data.

In this paper, we will investigate language mod-
eling pre-training and data augmentation strategy
for zero-shot translation Our work provides 2 major
and concise pieces of contributions:

1. Prompt Conditioned models like mT5 do not
suffer from off-target translation and a lan-
guage tag in the task prompt is sufficient for
the model to generate output in the right lan-
guage.

2. SeqMix style data augmentation technique on
top of large pre-trained language models like
mT5 is a simple yet competitive approach
against a strong baseline on zero-shot transla-
tion.

2 Problem

We will first look at the challenge of off-target
translation. For all the zero-shot language pairs, we
construct a random test dataset of 1000 examples1

from the source language that may or may not be
part of the original test dataset. We then run the
translation system over those examples and identify
all the output that corresponds to the wrong target
language.

Say, a translation model(M ) generates for
data instances(x1...xn) translations as (y′1...y

′
n)

and reference translations as (y1...yn) for source
language(s) and target language(t). Also, given a
language identification oracle as L, where L(x) is

1We choose 1000 as a good compromise across languages
irrespective of their original test size

the predicted language M for data instancex. In
this work, we will utilize Salcianu et al. (2016)’s
Language Identification system to measure lan-
guage performance. We then describe off-target
translation error rate(OTTER) as:

OTTER(M) =

∑
i L(y

′
i) 6= t∑

i L(yi) = t
(1)

In the original paper, Zhang et al. (2020) used
the accuracy of translation language as a metric to
compare. We argue that any language identification
system is noisy and thus accuracy on just transla-
tion output doesn’t take into account errors of the
language identification system. OTTER, on the
other hand, is a noisy measure that measures lan-
guage accuracy over both reference and translation
output text of the translation system.

The main question that we investigate is improv-
ing the quality of zero-resource translation. The
problem at hand is learning a single model that is
able to learn translation across language pairs that
are unseen during the training time. This is moti-
vated by human language learning experience, that
if a person knows German, English, and Arabic and
can translate over German → English and Arabic
→ English then they should be able to translate
with sufficiently good quality between German →
Arabic without any formal training. This is true for
us because beneath all the lexical and grammatical
differences across languages, we share the ground-
ing of various concepts in the same representation.
Basically, the representation of the concept ‘cat’ is
the same as the word ‘Katze’ in German.

Traditionally, a pivot language has been promi-
nently used to achieve this task. For example; if a
German-to-Arabic translation is required then the
original text is passed through the first German-
to-English translation engine, and then the output
English sentence is passed through the English-to-
Arabic translation system.

This simple yet effective strategy has been
shown to achieve state-of-art performance across
zero-resource settings in many language pairs. Cur-
rey and Heafield (2019) use data augmentation with
pivot language to generate pseudo-parallel data
across zero-shot language pairs and then re-train
a system. Recently, Dabre et al. (2021) have even
utilized multi-pivot languages and simultaneous
translation as a method to improve zero-shot per-
formance. While Kim et al. (2019) combined piv-
oting with transfer learning and an adapter module,
Siddhant et al. (2020) leveraged monolingual data
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with self-supervision for low resource languages to
achieve impressive performance.

3 Experimental Setup

For the purpose of this study, we will constrain
the study and experiments to OPUS-100 by Zhang
et al. (2020). OPUS-100 is an English-centric
dataset with over 100 language pairs that have ei-
ther source/target language as English. It also con-
sists of several other non-English-centric pairs that
are available for zero-shot translation objectives.
We should emphasize that while previous and re-
lated work on this dataset has been centered around
massively-multilingual translation as well as zero-
shot translation, the objective of the current work is
only on zero-shot translation. As part of zero-shot
languages, OPUS-100 provides 15 language pairs
that are combinations of French, German, Arabic,
Russian, Chinese and Dutch. For the evaluation of
our translation model, we shall use the BLEU score,
which is a standard metric of automatic evaluation
across machine translation.

We run our experiments using the mT5 imple-
mentation available in the Transformers library pro-
vided by HuggingFace (Wolf et al., 2019) and use
pre-trained mT5 models(small, large, and xx-large)
from Xue et al. (2020). For reproducibility pur-
poses, we use the Adam optimizer and run our
experiments on a Google TPU v2-32 instance for
64,000 steps with 256 max length, 512 batch size,
0.0001 learning rate and we use a beam size of 4 at
inference time.

For baseline experiments, we consider 2 strong
baselines – (i) First, for any language pair say XX-
YY, we train 2 Transformer models XX-En and
En-YY, and run zero shot inference for any new
sentence from language XX through XX-En and
then through En-YY, note that we do not pre-train
these models (ii) Second, we consider the model
from Zhang et al. (2020) which implements random
online back translation to recover from off-target
translation.

4 Methodology

4.1 Large Pre-trained Model with Prompt
Conditioning

First, we provide a brief introduction to the T5
architecture. T5 or Text-to-Text Transfer Trans-
former is a recently introduced framework that
frames all the NLP tasks as a text-to-text prob-
lem. While the model architecture is vanilla

Transformer architecture (Vaswani et al., 2017),
it has been pretrained on the C4 dataset (Raf-
fel et al., 2019) on a Masked Language Mod-
eling objective (Devlin et al., 2018). Any new
task could be provided as a brief prompt to the
model along with the input, for example, trans-
lation from German to English could be spec-
ified as translate German to English:
This is a test input sentence, while
the output is generally not formatted. This is the
default prompt style used by (Raffel et al., 2019)
as well as by this work.

Recently, Xue et al. (2020) introduced the multi-
lingual version of this model which is pre-trained
on the mC4 dataset. They have shown that mT5
exhibits zero-shot capabilities, as learning a task in
one language is directly transferable to the same
task in a different language without any further
training. They also highlight that the model suffers
from unexpected translation in the output space.
For example, a model trained on English Part-of-
speech and when inference is run on French input
outputs an English translation of the French input.
This issue is similar to what (Zhang et al., 2020)
has suggested that the massively multilingual trans-
lation models suffer from. The lack of language
signals to the model results in although correct out-
put but in an incorrect target language.

4.2 Data Augmentation

We run experiments on 2 main techniques in this
work:
• Sentence Concatenation
• Seq2Mix
In the first set, if our objective is to run transla-

tion from German to Arabic, then at each training
time, we choose a data point from the German-
English dataset and a random data point from the
English-Arabic dataset. We then concatenate the
source sentence and target sentence for both lan-
guage pairs with a simple <sep> token. This re-
sults in a training sentence whose input has the first
half as a German sentence and the second half as
an English sentence. Similarly, the output has the
first half in English and the Second half as Arabic
sentences. We modify the input prompt slightly
here to identify the languages present in the new in-
put and output, as translate German and
English to English and Arabic. We
hypothesize that the model is intelligent enough
to pick up the right words and context from the
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Figure 1: Example of Data Augmentation

prompt to produce the right output.
Secondly, we used Seq2Mix as introduced

by Guo et al. (2020). They propose 2 vari-
ants of the Seq2Mix algorithm – hard and
soft Seq2Mix. For the purpose of this work,
we will only focus on the hard version. In
essence, for 2 input sentences of equal sequence
length2, from German (Gx1, ..., Gxn) and English
(Ex1, ..., Exn), we construct a German-English
sentence (GEx1, ..., GExn), where GExi is a to-
ken taken randomly from either (Gxi, Exi) with a
sample probability from Binomial(λ).3 A similar
process is run over to obtain an English-Arabic sen-
tence which serves as output to the German-English
input.

Figure 1 depicts both the augmentation tech-
niques for the input sentences in the same. It is
noteworthy that we need not merge sentences that
are similar to each other, thus we could select any
two sentences from our dataset for creating the
augmented data. All of these data augmentation
strategies work to create synthetic datasets that are
employed along with the original bilingual datasets
at training time with equal weighting. We hypoth-
esize that while the model learns translation from
both synthetic and original datasets, the prompt
conditioning along with the mixed vocab is learned
better at training time.

2otherwise use padding to ensure the sequences are of
equal length

3where λ itself is sampled from β(0.5, 0,5)

5 Results & Analysis

We find that a mixed data augmentation training
regime helps bring down OTTER to an extremely
low range as referenced in 1. We attribute this to
the compositional relationships learned by the large
language model on the mixed vocabulary as well as
the language tag we use as part of the task prompt.

OTTER BLEU
Transformer + Pivot - 12.98
Zhang et al. (2020) - 14.78
Ours (small mT5) 27.1% 4.9
Ours (large mT5) 24.2% 5.1
Ours (XXL mT5) 19.4% 7.2

XXL mT5 + input concat 0.9% 15.4
XXL mT5 + Seq2Mix 0.7% 15.7

Table 1: OTTER and BLEU scores for zero-shot lan-
guage pairs; results are average across all the 15 lan-
guage pairs in the zero-shot setting

Similarly, we find that data augmentation tech-
niques like Seq2Mix (Guo et al., 2020), can sub-
stantially improve zero-shot performance when
used on top of large pre-trained language models.
We explain the performance using the following
reasoning:

• Mixing vocabulary in the same sentence dur-
ing training force the internal representation
of tokens to align themselves in similar clus-
ters across languages.
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• Using XX-English and English-YY transla-
tion objective along with data augmentation
smoothens the loss landscape to facilitate bet-
ter representation for zero-shot translation

6 Conclusion

In this paper, we utilized mixing augmentation tech-
niques along with large sequence-to-sequence mod-
els to generate high-quality zero-shot translation
models for language pairs that have no training data
available. We successfully demonstrate that large
pre-trained language models are able to learn the
semantic spaces between languages and are already
good at zero-shot machine translation. However,
data augmentation techniques can further boost this
performance to achieve impressive results on zero-
shot translation.

7 Future Work

We plan on running further experiments with im-
proved data augmentation strategies at pre-training
time which we think will benefit downstream zero-
shot translation.
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Abstract

The simple question answering over the knowl-
edge graph concerns answering single-relation
questions by querying the facts in the knowl-
edge graph. This task has drawn significant
attention in recent years. However, there is a
demand for a simple question dataset in the
Persian language to study open-domain simple
question answering. In this paper, we present
the first Persian single-relation question answer-
ing dataset and a model that uses a knowledge
graph as a source of knowledge to answer ques-
tions. We create the ParsSimpleQA dataset
semi-automatically in two steps. First, we build
single-relation question templates. Next, we
automatically create simple questions and an-
swers using templates, entities, and relations
from Farsbase. To present the reliability of
the presented dataset, we proposed a simple
question-answering system that receives ques-
tions and uses deep learning and information
retrieval techniques for answering questions.
The experimental results presented in this pa-
per show that the ParsSimpleQA dataset is
very promising for the Persian simple question-
answering task.

1 Introduction

A knowledge graph (KG) represents a network of
real-world entities, with a massive semantic net
that integrates various, inconsistent and heteroge-
neous information resources to represent knowl-
edge about different domains (Stroh and Mathur,
2016). Some KGs contain information from mul-
tiple domains to permit machine learning applica-
tions to operate on various tasks such as question
answering (QA), recommender systems, and search
systems by allowing them to retrieve and reuse
comprehensive answers for a given query over KG.
Many studies used well-structured KGs as exter-
nal resources to support open-domain QA, whereas
the Knowledge Graph-based Question Answering

*These authors contributed equally to this work.

(KGQA) system aims to answer Natural Language
Questions (NLQs) automatically.

KG as a data structure underpins digital informa-
tion systems, assists users in finding and retrieving
resources, and serves navigation and visualization
purposes. In the humanities, knowledge graphs are
usually rooted in knowledge organization systems
that have a centuries-old tradition and have under-
gone a digital transformation with the advent of
web-connected data (Haslhofer et al., 2018). This
work addresses the Persian language, which in gen-
eral is underrepresented in NLP and also within
digital humanities. Considering open-domain QA
in low resources languages such as Persian, this
work certainly benefits also the research on digi-
tal humanities. Generally, knowledge graphs and
applications could be vehicles for formalizing and
connecting findings and insights derived from the
analysis of possibly large-scale corpora in the dig-
ital humanities domain. Where with help of such
applications we can digitize archive collections for
librarians or social science research.

In the English language, there are more valu-
able research works, but there is limited work
that has been carried out for the Persian KGQA.
The Farsbase (Asgari-Bidhendi et al., 2019) is the
first Persian KGs that uses hybrid techniques to
extract knowledge from various sources, such as
Wikipedia, Web tables, and unstructured texts. The
Farsbase was published in 2018; since then, only a
few research works have been published to incor-
porate the Farsbase in NLP tasks due to the unavail-
ability of datasets that refer to the KG. This also
limited research on digitalizing datasets for open-
domain QA tasks, since, human readers often rely
on a certain amount of broad background knowl-
edge obtained from sources outside of the text. It is
perhaps not surprising then, that machine readers
also require knowledge external to the text itself to
perform well on QA tasks where KGs are the best
source of such information. To overcome these
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concerns, (Etezadi and Shamsfard, 2020) were the
first researchers who proposed the PeCoQ dataset
as the first dataset for Persian complex QA over
KG. Although the existing dataset is very well de-
veloped for complex QA, many general-purpose
KGQA systems in other languages (e.g English)
are designed to deal with complex QA by decom-
posing complex questions into simple questions.
The Knowledge Graph Simple Question Answer-
ing (KGSQA) is a key building block for complex
QA, and its performance depends on KGSQA (Yani
and Krisnadhi, 2021). So putting more emphasis
on KGSQA is necessary for KGQA. To facilitate
research on Persian KGQA, the first simple QA
dataset and system have been introduced in this
work. To the best of our knowledge, this is the first
step toward Persian KGSQA. In this work, we first
proposed the ParsSimpleQA dataset, a simple QA
dataset in Persian. Next, we proposed a simple QA
framework for the Persian KGSQA.

The rest of the article is organized as follows.
We first describe the problem statements and defi-
nitions in section 2. The KGQA studies are studied
in section 3. Section 4 presents the ParsSimpleQA
dataset. The first Persian simple QA model is pre-
sented in section 5. Section 6 describes experi-
mental setups, and results are covered in section 7.
Finally, in section 8 we conclude the article.

2 Problem Statement and Definitions

Our study aims to design the first simple QA dataset
and system for the Persian language that can map a
simple NLQ q to a matching query Q consisting of
the subject and relation to be executed in the KG
G to retrieve answers. KG G comprises triples in
the form of (s, r, o) where s, r, and o denote the
head entity, predicate/relation, and the tail entity,
respectively. In this work, G is Farsbase KG, the
first Persian multi-source KG. A simple question is
a question that contains a single relation that can be
queried through G to extract facts. For example, the
question "who is the director of Alone in Berlin?"
contains a director relation which can be answered
using G fact that "Vincent Perez" is the director.

The KGSQA task is defined as (Buzaaba and
Amagasa, 2021): given a KG G = {(si, ri, oi)}
that represents a set of triples, and a NLQ q =
{w1, w2, . . . , wT }, where wi ∈ q is a sequence
of words, the simple QA task is to find a triple
(s′, r′, o′) ∈ G, such that o′ is the answer to the
question.

3 Related Works

The KGQA has attracted a considerable body of re-
search in recent years, and increasingly, researchers
are building end-to-end neural network models for
this task. A straightforward decomposition of the
KGQA pipeline is entity recognition, relation pre-
diction, entity linking, and evidence integration.
This work explored relationship prediction, entity
linking, and evidence integration to transform natu-
ral language into queries to extract simple factoid
question answers from KGs.

3.1 Relation Prediction

Relation prediction (RP) can be considered a clas-
sification task since the simple QA assumes only a
single relation is mentioned in the question. (Mo-
hammed et al., 2018) and (Buzaaba and Amagasa,
2021) investigated various models including BiL-
STM, BiGRU, CNN, and logistic regression for
RP. Similarly, (Li et al., 2021) tried the BiGRU
model for the RP task. Overall, (Mohammed et al.,
2018) and (Li et al., 2021) concluded that BiGRU
is the best model for RP in their KGSQA pipelines.
Moreover, (Sidiropoulos et al., 2020) used a com-
bination of word2vec (Mikolov et al., 2013) with
LSTM to solve the RP task. However, (Lukovnikov
et al., 2019) took advantage of pre-trained language
models and fine-tuned BERT (Devlin et al., 2019)
for the RP task.

3.2 Entity Linking

Entity linking (EL) is the task of linking a set of
entities mentioned in a text to a KG. (Buzaaba
and Amagasa, 2021; Lukovnikov et al., 2019; Mo-
hammed et al., 2018) used an inverted index to
retrieve entity mentions from KG and then ranked
mentions using fuzzywuzzy, a string-based similar-
ity method. Additionally, (Fu et al., 2020) pro-
posed a low-resource cross-lingual EL (XEL) that
supports 25 languages, including Persian. They
proposed a simple yet effective zero-shot XEL
system, QuEL, that utilizes the search engine’s
query logs. (Asgari-Bidhendi et al., 2020) proposed
the ParsEL-Social, the first Persian EL dataset
which is constructed from social media contents.
Next, they utilize context-dependent and context-
independent features to propose the first EL model
called ParsEL 1.0 in Persian using Farsbase KG.
Moreover, in (Asgari-Bidhendi et al.) they pro-
posed the ParsEL 1.1, which is an improved version
of the previously proposed EL model, by adding
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graph-based features. In the latest work in EL at
Persian, (Asgari-Bidhendi et al., 2021) introduced
an unsupervised language-independent entity dis-
ambiguation (ULIED), which uses disambiguate
and linked named entities. The proposed entity
disambiguation uses different similarity measure-
ments for candidate entity weighting and aggre-
gation. The ULIED showed promising results in
languages other than English, such as Persian.

3.3 Evidence Integration

Evidence integration (EI) is the final task to inte-
grate evidence to reach a single (entity, relation)
prediction. (Sidiropoulos et al., 2020) used a heuris-
tic based on popularity, that chooses entities that
appear among the facts in KG either as a subject or
as an object. (Mohammed et al., 2018) used the top
m entities and r relations to generate m ∗ r tuples
where scores are the product of their component
scores. After pruning meaningless combinations,
they used graph-based features such as popular-
ity nodes to select the final answers. (Lukovnikov
et al., 2019) ranked the given entity-relation pairs
by considering string-based similarity for entity
and higher prediction probability using the BERT
language model (Devlin et al., 2019) for relation.
Next, they took top-scored pairs, which can easily
generate a query to retrieve the answer from the
KG.

3.4 Datasets

In (Bordes et al., 2015), the SimpleQuestions
benchmark was first introduced, and this bench-
mark consists of 108,442 simple questions anno-
tated with the correct Freebase knowledge base fact,
where facts have exactly one relation. This allowed
a significant improvement in English KGSQA re-
search, where (Petrochuk and Zettlemoyer, 2018)
reported an empirical analysis and concluded the
SimpleQuestions dataset is nearly solved. However,
researchers continued to analyze this benchmark
further. Since neural network models require ap-
propriate data for end-to-end training, the demand
for a dataset in a new language is increased. Due
to this concern, for the Persian language, the first
KGQA dataset, which supports the complex QA,
was introduced by (Etezadi and Shamsfard, 2020).

4 ParsSimpleQA Dataset

To construct a KGQA system in the practical en-
vironment, we should solve the following tasks:

entity detection, EL, RP, and EI where each task
can be addressed in a supervised or unsupervised
learning fashion using an appropriate dataset. The
proposed dataset is suited for training and evalua-
tion of models for suitable and optimal queries to
extract answers from KG G. For automated QA
dataset generation, we had to deal with two chal-
lenges: creating high-quality templates and creat-
ing logical/correct QAs which the ParsSimpleQA
datasets consider these challenges properly. Figure
1 depicts the process of creating the dataset. In the
following, we discussed the details for ParsSim-
pleQA creation.

1. Relationship Selection: Farsbase consists
of many relationships and considering all of
them for dataset creation is computationally
costly. For this reason, we filtered almost 100
most common relationships from G. Next,
we analyzed chosen relationships based on
two criteria: (1) whether they are meaningful
in Persian or not, and (2) whether they meet
Persian NLP dataset creation needs. In the
final, we obtained 35 relationships for dataset
creation.

2. Generating Templates: In this step, we
used three annotators who were familiar with
KGQA techniques for building templates and
asked them to build templates for each rela-
tionship collaboratively. Templates are ques-
tions that only require an entity to be complete.
By using specified entities, we were able to
generate QAs. For example, for the template
Who is the author of < ENT >?, we may
consider the following samples: Who is the
author of Harry Potter? and Who is the au-
thor of Blindness? where Harry Potter and
Blindness are entities.

3. Template Evaluations and Cleaning: For
creating high-quality templates, we asked
three NLP researchers with at least a master’s
degree to check templates and find the inap-
propriate templates for relationships. During
this process, we kept evaluations blind for re-
searchers. To obtain high-quality templates,
we applied hard voting for researcher deci-
sions about accepting or rejecting templates.
Next, the rejected template was removed from
the final list to obtain 149 templates. Then,
we asked annotators to analyze templates to
see whether there are relationships that share
the same information or not. Thereby, we
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Figure 1: The ParsSimpleQA dataset generation procedure

combined multiple relationships to obtain 32
relationships in total. On average, 4.65 tem-
plates per relationship were constructed for
the ParsSimpleQA dataset.

4. Entity Selection: Two ranges of data sources
have been used to build the Farsbase knowl-
edge base. The first source involves ex-
tracting rule-based information from dumped
Wikipedia data, and the other source includes
other knowledge bases such as Yago and Wiki-
data. Rule-based information extracted from
the Wikipedia dumps naturally contains a lot
of noise, including meaningless words, as well
as information from other knowledge bases,
including entities from different languages
such as Chinese and Korean. None of them
are appropriate for this task. Therefore, we
considered the following three conditions in
the entity selection for dataset creation: 1)
The entity must have a URI field (a unique
ID in KG), 2) Ignoring entities from dbpe-
dia, yago-knowledge.org, ecowlim.tfri.gov.tw,
data.linkedmbd.org, data.linkedopendata.it,
and 3) Considering only entities with Persian
letters.

5. Automatic QA Generation: All selected KG
entities are inserted into template slots with
condition that they have that template relation.
So, we can say that template markings such
as author/actor allow for natural sentences to
be generated. We used all entities as subject
entities and relationships for each template to
run a Cypher query (Francis et al., 2018) – a
Neo4j query language – over KG to generate
object entities. Subsequently, we constructed
(s, r, o) triples. Next, we constructed the sam-
ples using subject s and relationship templates
where we know that answer is an object entity
o. The constructed samples contain informa-
tion such as relation type, template, question
entity (subject), question (combination of tem-
plate and question entity), question entity URI
(identified entity in KG), answer entity (ob-
ject), and answer entities URIs. At the end,
the ntemplates ∗ nrelationships ∗ nentities sam-

ples were obtained (n is number of items).

6. Post-Processing: The goal of this step is
to create a final dataset for KGSQA by per-
forming grouping, processing, and doing train-
validation-test set splits. The following steps
were performed for post-processing where the
train/validation/test split with respect to rela-
tionship type and entities to avoid leakage.

(a) Grouping data based on relation types.
So, we clustered the samples for relation
templates for each relation group.

(b) Aggregation of groups based on question
entity URIs. For each entity, we may
have multiple samples with different an-
swers (multiple answers for a question).
In this step, we list the answers to each
question.

(c) Combining similar relations that annota-
tors identified.

(d) Train, validation, and test splits. We
performed a train-validation-test split on
question entity URIs and templates sepa-
rately for each relation group. Next, the
final train-validation-test sets for relation
types were generated using divided ques-
tions entity URI and templates. This pro-
cess was done by looking for pair entities
and templates in the divided lists. After
obtaining train-validation-test sets indi-
vidually for relations, we merged them to
form the final train, validation, and test
sets.

We employed 60% train, 20% validation, and 20%
test split rates while creating datasets. Table 1
presents the stats of the proposed datasets. Overall
36,122 samples for 32 relationship types using 149
templates and 16,772 unique entities were created.

5 Method

Our methodology for the Persian KGSQA uses the
ParsSimpleQA dataset and comprises the follow-
ing components: relation prediction (RP), entity
linking (EL), and evidence integration (EI). Figure
2 depicts a proposed framework. In the proposed
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Sets # of samples # of templates # of question entities
Train 29,360 78 10,945

Validation 2,261 34 1,898
Test 4,501 37 3,929

Overall 36,122 149 16,772

Table 1: ParsSimpleQA dataset stats

KGSQA, a deep learning model is presented to
identify the relation type of the questions. Next,
the EL module uses a hybrid method for candidate
entity generation and rankings for URI identifica-
tion of entities from KG. Finally, the EI module
uses question relation type, obtained URIs from
entity linker, and KG to generate the answers using
a Cypher query.

5.1 Relation Prediction

This module’s goal is to identify the question rela-
tion type r′ using a supervised approach. In recent
years, transformer-based language models, such as
BERT, have achieved state-of-the-art performance
on many tasks (Min et al., 2021). Transformers
encode context bidirectionally and require mini-
mal architecture changes for a wide range of NLP
tasks. Since the nature of KGSQA is open-domain
specific, and to solve RP, a general-purpose repre-
sentation such as BERT is a logical choice due to
the advantages of contextualized representations.
For relation type identification, we used ParsBERT
(Farahani et al., 2021) a BERT variant for the Per-
sian language as a pre-trained language model. To
modify the output of ParsBERT for the RP task, we
added an extra layer for fine-tuning. In ParsSim-
pleQA, samples appear to be imbalanced, which
affects the RP fine-tuning since during the training,
weights flow toward the majority class. To over-
come this issue, we applied the focal loss function
(Lin et al., 2017) which is an improved version of
cross-entropy loss by focusing on hard learning of
misclassified examples.

5.2 Entity Linking

The EL aims to link a set of entities mentioned in
a text to a KG. EL consists of candidate genera-
tion (CG) and candidate ranking (CR). For CG, we
applied a keyword-based search engine to retrieve
the entities, where it uses a string-based BM25
scoring function as the similarity scoring function.
For CR, most of the approaches tried to use node
context information to perform CR. However, the

Farsbase (Asgari-Bidhendi et al., 2019) contains
only 14% of abstract context information which can
be encoded in the form of contextualized represen-
tation for EL using transformers. However, in this
way, we may lose nodes that do not contain context
information but are the key object nodes for the
question to form the answer triples. To overcome
this limitation, we proposed a graph-based features
ranking mechanism as a second ranking function
that considers node connections instead of context
information. Assessing EL with graph-based and
context-based rankings boosts the performance of
the EL rankings, regardless of the question itself.
We acknowledge that the question itself must be
taken into consideration since it plays an essen-
tial role in candidate entity generation. So, CR
contains information about string-based features.
Finally, a string-based ranking method that has
been used for CG is incorporated with graph-based
and context-based rankings as a hybrid CR for EL.
The proposed hybrid CR takes advantage of each
other for the final appropriate candidate ranking.
The final CR has been calculated in the following
manner:

String-based ranking: Entities in KG are indexed
into the search engine using an inverted index
data structure. Next, with BM25 scoring function
(Robertson and Zaragoza, 2009), relative entities
are retrieved as a CG for CR. BM25 is based on
the bag-of-words approach. The score of a sub-
ject s′ given a query q which contains the words
w1, w2, ..., wT is given by:

Rbm25(s
′, q) =

n∑

i=1

IDF (wi) ·QT (s′, wi)

QT (s′, wi) =
f(wi, s

′) · (k1 + 1)

f(wi, s′) + k1 · (1− b+ b · |s′|
avgdl )

where f(wi, s
′) is q’s term frequency in the s′, |s′|

is the length of the s′ in words, and avgdl is the
average length in the text collection from KG. k1
and b are free parameters.
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Figure 2: The workflow of SimpleQA model

Context-based ranking: Since the question con-
veys a better level of meaning, first, the embeddings
of the question q and candidates s′ are obtained us-
ing the ParsBERT language model. Next, we calcu-
lated cosine similarity between Vs′ and Vq vectors
to obtain RParsBERT (Vs′ , Vq), where Vs′ and Vq

are embeddings of s′ and Vq, respectively.

RParsBERT (s
′, q) = Similarity(Vs′ , Vq)

Graph-based ranking: Assuming that a node with
more connections is also more popular, the degree
of each node is used as its popularity score to cal-
culate RG(s

′).

RG(s
′, q) = degree(s′)

Finally, for each candidate s′i where s′i ∈ s′,
we calculate the probability P (R, k, q) for ranking
outputs R ∈ {Rbm25, RParsBERT , RG} using the
following formula:

P (R, s′i, q) =
R(s′i, q)∑ns′
j=1R(s′j , q)

where ns′ is the number of candidates s′i. In
the final, the average of ranked probabilities was
calculated to obtain the final Rscore(s

′
i, q) ranking

score for candidates, where we pick the tope ELs
with the highest probability score.

Rscore(s
′
i, q) =

PRbm25
+ PRParsBERT

+ PRG

3

5.3 Evidence Integration
In evidence integration (EI), once we have a list
of candidate entities, each candidate node is used
as a starting point to reach candidate answers o′.
We limit our search to a single hop and retrieve all
nodes that are reachable from the candidate node
s′ where the relation path is consistent with the pre-
dicted relation r′. Due to the high performance of
the EL model, we used EL final scoring Rscore as
a sorting function for answers o′. During EI, since
EL and RP models are independent, the triples may
appear to be meaningless because EL can produce
s′ that does not have the r′ that the RP model pre-
dicted. In this case, the (s′, r′) pairs are ignored
from EI.

6 Experimental Setups

Metrics: Commonly used performance measures
include accuracy, precision, recall, and F-measure
(Diefenbach et al., 2018). Since For each question
there is an expected set of correct answers, these are
called the gold standard answers. we can define the
metrics as followings (n is a number of samples):

accuracy(q) =
ncorrect predictions

ndataset samples

precision(q) =
ncorrect system answers for q

nsystem answers for q

recall(q) =
ncorrect system answers for q

ngold standard answers for q
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F −measure = 2 ∗ precision(q) ∗ recall(q)
precision(q) + recall(q)

Where precision indicates how many of the answers
are correct, recall indicates how many of the re-
turned answers are in the gold standard. F-measure
is the weighted average between the (macro) preci-
sion and recall.
Training Setups: We have used the ParsSimpleQA
dataset for training and evaluating the first Persian
KGSQA model. We imported Farsbase KG into
the Neo4j database. Next, after tuning several hy-
perparameter models, the final model was trained.
Training and hyperparameter tuning was done us-
ing the NVIDIA Tesla V100 GPU machine.

7 Results

7.1 Results and Hyperparameter Tunings

Regarding imbalanced nature of the data, results
for RP, EL, and EI tasks are demonstrated in Tables
2, 3, and 4, respectively. In the following, we
presented a more detailed analysis.
Relation Prediction: For comparison of the pro-
posed method for RP, we implemented the BiGRU
baseline, which was proposed in (Mohammed et al.,
2018). We did the hyperparameter tuning for Bi-
GRU and ParsBERT models using the validation
set. The optimal values for the BiGRU are α =
1e− 4 , batch− size = 16, optimizer = adam,
and loss = cross− entropy. The optimal values
for ParsBERT are α = 1e− 5, batch− size = 4,
and optimizer = adam. For loss function in fine-
tuning ParsBERT, we examined cross-entropy, In-
verse of Square Root of Number of Samples (ISNS)
(Mahajan et al., 2018), and FL loss functions which
experimental results showed the superiority of the
focal loss function for RP task. Table 2 presents
the experimental results over validation and final
results over the test set. The experiment with three
loss functions showed that hard learning of mis-
classified classes using the focal loss function is an
appropriate choice for this task.
Entity Linking: The results for the proposed EL
method over the validation and test set are pre-
sented in Table 3, and the optimal tope parameter
is the number of top candidates for EL prediction
and it is set into 1.
Evidence Integration: After entering RP, EL, and
KG into EI, the final hyperparameters needed to
be tuned for the final system. The final parameters
are 1) topa, the number of top answers in the final

system, 2) topr, the number of top relations, and
3) tope, the number of top ELs. We run the two-
step tuning by considering F1-score as a judgment
metric for optimal parameters. In the first step
we tried to find optimal values for topr and tope
since both topr and tope are effects the final system
response. As a result, according to the Figure 3, the
optimal values for (topr, tope) pair are (2, 5). Next,
we used optimal topr and tope to tune the topa.
Figure 4 shows the tuning results for topa, where
the results after topa = 5 remains unchanged. In
the end, we used optimal values for the final system
evaluation, where the results are presented in Table
4 for the test set.
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Figure 3: Hyperparameter tuning for (tope, topr) set
using validation set
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Figure 4: Hyperparameter tuning for topa using valida-
tion set

7.2 Analysis
All models under comparison have all their compo-
nents fixed, except RP. Therefore, any improvement
observed is due to RP.
Effect of RP: RP uses the ParsBERT model, and in
the experimental result, ParsBERT recognizes the
relations more accurately than the baseline. How-
ever, we observed two concerns:
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Model Loss Function Precision Recall F1-score Accuracy Dataset

BiGRU cross entropy 34.33 36.36 33.61 60.15 Validation
ParsBERT cross entropy 60.8 64.56 60.87 77.62 Validation
ParsBERT ISNS 62.97 61.79 55.85 75.36 Validation
ParsBERT FL 60.18 65.88 61.14 77.39 Validation
ParsBERT FL 53.99 59.22 54.25 54.61 Test

Table 2: Relation prediction results

tope Entities Precision Recall F1-score Accuracy Dataset
1 68.02 67.18 67.38 68.02 Validation
1 68.23 66.77 67.18 68.23 Test

Table 3: Entity linking results

tope topr topa Precision Recall F1-score Accuracy Dataset

2 5 5 55.94 66.20 57.52 71.56 Validation
2 5 5 48.56 63.93 52.27 68.30 Test

Table 4: Final system results

• Imbalanced Relations: The weighting tech-
nique solved this issue somehow, but the issue
isn’t completely solved. Still, we can see the
model does not work accurately for some re-
lations.

• Relations Similarity: This happened due to
the similarity in templates, and asking anno-
tators to find similar relations wasn’t enough
since the experimental analysis showed that
some templates might have common words in
templates that lead to misclassification.

However, regarding both weaknesses, the model
performs promisingly regarding the baseline model
and positively helps the rest of the pipeline. This
shows that producing this kind of data could help
better identification of relation types.

KGSQA Performance Analysis:

• According to Table 3, the proposed EL
strongly generalized well on unseen ques-
tions.

• Figures 3 and 4 for hyperparameter tunning
showed the effect of low performance on RP
affect on the other tasks such as ELs in the sys-
tem. This is obvious in (tope, topr) pairs, e.g
(4, 1), (3, 1). But applying topr > 1 solved
this issue positively.

• In terms of accuracy, the final system achieved
an accuracy of 68.30% on the test set. This
means the proposed KGSQA produced an-
swer sets (topa answers for each sample) in
the test set which 68.30% (2671 out of 3929
samples) of samples contained answers (gold
answers exist in answer sets). Regarding this,
the presented model disables producing a cor-
rect answer (in the answer set) for 1258 sam-
ples in the test set.

• We obtained the optimal value of topa = 5
for the number of output answers. Because
most of the questions contained only one or
two answers, the number of correct answers
for each question may be ended up with 1 or
2 true answers, which results in low precision.
One way of solving this issue is decreasing
topa or considering a separate ranker from EL
for topa answer selections.

• The high recall alarms the number of outputs
that are well intersected with gold answers.
So, answers are mostly among the topa an-
swers.

8 Conclusion

This paper introduced ParsSimpleQA, the first
KGSQA dataset for the Persian language that con-
tains questions with corresponding entities, entity
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links, relation types, and answers. The machine-
generated questions using human-generated tem-
plates are preprocessed and divided into train, val-
idation, and test sets for training and analyzing
machine learning techniques. Next, we introduced
the first Persian KGSQA to perform EL, RP, and
EI. Our experimental results on the ParsSimpleQA
dataset show that our proposed framework is robust
and generalized well. This framework will play a
baseline model that opens many works in Persian
KGSQA. Moreover, our generated ParsSimpleQA
dataset is available to the research community at
the GitHub1 repository.
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Abstract 

Digital history is the application of 

computer science techniques to historical 

data in order to uncover insights into events 

occurring during specific time periods from 

the past. This relatively new 

interdisciplinary field can help identify and 

record latent information about political, 

cultural, and economic trends that are not 

otherwise apparent from traditional 

historical analysis. This paper presents a 

method that uses topic modeling and 

breakpoint detection to observe how 

extracted topics come in and out of 

prominence over various time periods. We 

apply our techniques on British 

parliamentary speech data from the 19th 

century. Findings show that some of the 

events produced are cohesive in topic 

content (religion, transportation, 

economics, etc.) and time period (events 

are focused in the same year or month). 

Topic content identified should be further 

analyzed for specific events and undergo 

external validation to determine the quality 

and value of the findings to historians 

specializing in 19th century Britain.  

1 Introduction 

The field of digital history involves the 

application of computer science techniques to 

historical data. Research in this field is aimed 

at uncovering both obvious and latent 

information about specific time periods from 

the past, allowing for a deeper understanding 

of historical events. 

Specifically, using natural language 

processing techniques on historic text data can 

be valuable in determining what factors are 

catalysts for change. Issues, ideas, and 

sentiments can suddenly become viral and 

become triggers for influential events.  

In this paper, we present our work on 

detecting these factors by pinpointing which 

topics gain or lose prominence over certain 

time periods in history. We test our methods by 

applying them to a dataset of 19th century 

British parliamentary debates from the House 

of Commons. We define our task as one that 

discovers when political, cultural, and 

economic trends grow and/or shrink with 

respect to significant increased or decreased 

discussion of certain topics in parliamentary 

discourse.   

We model the ideas by turning to standard 

(generative) topic models, such as LDA (Biel, 

Ng, & Jordan, 2013). These models are well 

studied and have been applied in a variety of 

fields, including the humanities (Günther & 

Quandt, 2016; Ramage, Rosen, Chuang, 

Manning, & McFarland, 2009; Thomas & 

Droge, 2022; Guldi, 2019). In many such 

models, there is an intuitive description for 

topics that makes it feasible for users to detect 

what ideas are being represented in their data. 

The next thing we need to model is the 

change in prominence of topics. There is a 

class of topic models known as Dynamic Topic 

Models (Biel & Lafferty, 2006) that attempts 

to determine the evolution of the most 

prominent topics over time. While this is 

useful in a lot of applications, this information 

does not necessarily show us the scope of the 

change in each topic’s prominence. For 

instance, while a topic that is generated in time 

t does not appear in time t-1, it is not easy to 

determine whether its prominence suffers just 
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a small drop or falls off a cliff. Thus, in this 

work, we took the approach of developing a 

single topic model for all documents across all 

time slots. We intentionally generate a larger 

number of topics and use measures to 

quantitively measure the importance of each 

topic for each time slot.  Thus, we can generate 

a time series of importance for each topic. We 

then apply a changepoint/breakpoint detection 

algorithm on the time series to detect major 

changes in the time series and capture where 

certain topics enter/leave parliamentary 

debate. 

Another issue we look at is the robustness of 

the results. Topic model algorithms generate 

different results for each run, an undesirable 

characteristic (Yong, Pan, Lu, Topkara, & 

Song, 2016). Methods have been proposed for 

combating this instability (Montyla, Claes, & 

Faroaq, 2018; Miller & McCoy, 2017) (Rieger, 

2020). In our work, we incorporate methods to 

overcome the instability by running the model 

multiple times and using clustering techniques 

to combine the results and enhance stability.  

2 Background 

2.1 Topic Modeling and Latent Dirichlet 

Allocation 

Topic modeling is a language modeling 

technique that represents a large corpus of 

documents via topics. In such models, like 

Probabilistic Latent Semantic Indexing (PLSI) 

(Hoffmann, 1999) and Latent Dirichlet 

Allocation (LDA) (Biel, Ng, & Jordan, 2013), 

a topic is represented by a probability 

distribution over the vocabulary of the corpus. 

Intuitively, a topic is defined by the words that 

are heavily associated with it.  

We use the following notation for the rest of 

the paper: 

 

• We have a corpus C of n documents, 

denoted by C1, … Cn 

• The set of all distinct words that 

makes up all documents is denoted 

by the set W (w1, … wm)  

• Let k be the number of topics 

describing the corpus (provided by 

the user) 

Given the above, the topic model is 

described by two sets of probability 

distributions, each represented by a set of 

vectors. 

 

• Topic-word vector (t1, …, tk): each 

vector corresponds to a topic, which 

is a probability distribution on W. 

• Document-topic vector (d1, …, dn): 

each vector corresponds to a 

probability distribution of topics 

1..k. This represents the association 

of each topic to a given document.  

 

The goal of the topic modeling is to find the 

set of vectors/distributions that maximizes the 

probability that the corpus is actually being 

represented by the corresponding model.  

Among the most widely used topic models 

today is Latent Dirichlet Allocation (LDA). It 

assumes there is an underlying Dirichlet 

distribution governing the choice of the 

vectors. Two parameters that are associated 

with the Dirichlet distribution, α and β, are 

used to affect the likelihood of a certain 

probability distribution being picked.  

Typically, users of LDA can examine the 

topics, and for each topic, extract the words 

that have high probability to describe them. 

Also, they can look at the document-topic 

vectors to cluster documents along the topics. 

2.2 Dynamic Topic Model 

While the basic topic model does not have a 

time dimension, there has been work done to 

incorporate the time dimension. Dynamic 

Topic Model (Biel & Lafferty, 2006; Wang, 

Biel, & Heckerman, 2008) is one such 

approach. For the discrete case (Biel & 

Lafferty, 2006), it assumes the topic-word 

vector at time t is conditional on the topic-word 

vector at time t-1. The method generates a set 

of topics for each time t, enabling the user to 

see the most prevalent topics at certain times. 

Other dynamic topic models have been 
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proposed, many of which are being applied in 

a large variety of applications (Xu, Chen, Dai, 

& Chen, 2017; Hida, Takeishi, & Hori, 2018; 

Rieger, Jentsch, & Rahnenführer, 2021). While 

these models incorporate the notion of topic 

changes over time, they mostly focus on the 

generation of topics at different time points, 

meaning extra efforts are needed to obtain 

what we are looking for – the gain or loss of 

topic prominence.  

    The work by Wang and Goutte (Yunli & 

Cyril, 2018) is similar to this work in the sense 

that they also generate time series and apply 

change point detection. However, they are still 

generating topics on a per time slot basis and 

calculate the “dissimilarity” of topics from 1 

slot to the next. The topic-CD model proposed 

in (Lu, Guo, & Chen, 2022) is also similar, 

with the caveat that the model builds in a fixed 

number of change points.  

2.3 Changepoint/Breakpoint Detection 

Algorithms for Time Series 

Changepoint / breakpoint detection in time 

series (Troung, Oudre, & Vayatis , 2020) has 

been applied to many problems involving 

climate data (Reeves, Chen, Wang, Lund, & 

Lu, 2007) and bioinformatics (Vito M. R. 

Muggeo, 2011). In this paper, we utilize the 

“ruptures” package  (Truong, 2018), which 

contains a variety of change point detection 

algorithms. After some research, we selected 

the Pelt (“Pruned Exact Linear Time”) 

algorithm, which computes the segmentation 

of the time series that minimizes the 

constrained sum of approximation errors. The 

Pelt algorithm does not require a fixed number 

of change points to be detected, which is ideal 

in our case, as we are conducting unsupervised 

learning and do not know the number of true 

breakpoints. The algorithm uses pruning rules 

to keep or discard samples from the set of 

potential change points, resulting in a 

considerable speedup when compared to other 

algorithms and a computational complexity 

that is linear on average.  

3 Our Approach  

3.1 Problem Specification and Basic 

Algorithm 

Our goal for this work is to, given a set of 

historic documents spanning a time period,  

determine when and how certain ideas rise to 

prominence or fade into non-existence over 

that period.  

We assume there is a corpus C of documents 

(C1, …, Cn). Each document has a time point 

(chosen from a set of time points t1 ≤ … ≤ tm) 

associated with it. We assume m is much 

smaller than n. Notice that a timepoint can be 

a single instance in time (e.g. 1/1/2001, 12:00 

am), or a period of time (e.g. March 1854 – 

June 1855). Our approach allows the user to 

choose any way of grouping the documents by 

time periods as they see fit.  

We capture the notion of ideas by using 

topic models to represent them. Each topic can 

be represented by the words associated with it 

that have the highest probabilities. This 

provides a reasonable starting point for users 

to infer the ideas based on the words that are 

used to describe it.  

Our approach consists of the following steps 

(for the rest of the paper, we use LDA as our 

topic model, but any topic model that 

generates topic-word and document-topic 

vectors can be used): 

 

1. Run LDA on C, with k topics.  

2. For each timepoint ti, calculate and 

aggregate the document-topic 

vectors for all documents to form a 

vector denoting the importance of 

each topic at each timepoint.  

3. For each topic, generate a time 

series based on the aggregated 

vector’s value over the timepoints. 

4. Apply breakpoint detection 

algorithms on the time series to 

detect when there is a sudden 

increase/decrease of weight of each 

topic. 
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Here we provide some additional details 

about each step:  

• We want the number of topics k to 

cover the possible topics over all 

timepoints. Thus, we suggest setting k 

to a larger number than normal – i.e. 

larger than what one expects the 

number of topics to be over the 

timepoints. 

• In step 2, we leave the option of how 

to aggregate the document-topic 

vector open. In this paper, we choose 

to simply add the document-topic 

vectors for all documents – essentially 

treating probabilities as “weights”. We 

also choose not to normalize the 

results to get back to a probability 

distribution. One reason we take the 

raw sum is that we want to model not 

just the relative importance of the 

topics amongst themselves, but also 

the quantitative strength of the topic 

being mentioned. Other aggregation 

functions can be chosen if they can be 

justified. 

• As mentioned in section 2, we use Pelt 

as our breakpoint detection algorithm.  

3.2 Data used and simple example 

To illustrate our methods, we use a data set of 

British parliamentary debates from 1803-

1910. The dataset contains raw text and 

metadata for 10,979,009 sentences in speeches 

made by the legislators during parliamentary 

debates. In addition to the raw text of each 

sentence spoken, important metadata fields 

used in the event detection process include the 

date the sentence was spoken and the speech 

the sentence belongs to. As the dataset is large 

and analysis requires extensive computational 

resources, a subset of the dataset is created by 

performing stratified random sampling by 

speech month. For data cleaning and 

preparation, the raw text from each sentence is 

tokenized into words. We lowercase all words, 

strip out all punctuation, and filter out words 

that are less than 3 letters long. Then, all 

common English and dataset-specific 

(government-related) stop words are removed 

to retain more interesting terms. Finally, 

lemmatization is conducted to remove 

inflectional endings and retain the base form of 

each word.  

In terms of segmenting the speech into 

documents, we consider each time a legislator 

speaks as a document to be fed into LDA. 

     Figures 1 and 2 show sample results from 

various steps of our methodology – LDA 

document-topic vector aggregation,  time 

series generation, and breakpoint detection. 

 

 
Figure 1. Examples of time series generated from 

aggregated LDA document-topic vectors.  

 

 
Figure 2. Example of breakpoints detected by the Pelt 

change point algorithm.  

3.3 Enhancing robustness 

Using LDA introduces the problem of 

instability. LDA is a non-deterministic 

algorithm that uses a stochastic process to 

update internal weights. Therefore, the results 

generated by LDA are not reproducible 

between different runs of the algorithm on the 

same dataset.  

   As stated in the introduction, there has been 

work on enhancing the stability of the method. 

Most methods try to run LDA on the same data 

set multiple times, and then aggregate the 

results.  We follow a similar technique here. In 

our experiments below, we run our algorithms 

10 times and aggregate the results for analysis. 

However, compared to other methods, we 

have options on how we aggregate the topics 

generated over multiple runs. In our case, each 
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topic is associated with two items: the topic-

word vector describing it, and the time series 

that is generated from that topic. Thus, we can 

aggregate the topics in one of two ways. 

The first way is to cluster the topics based 

on the topic-word vector with agglomerative 

hierarchical clustering. Once the documents 

are clustered, the previously calculated 

changepoints of each time series for each topic 

are examined. Those points that appear with 

high frequency in the cluster will be returned 

as the breakpoints.  

     For clustering purposes, we need a 

similarity/distance metric between pairwise 

topic-word vectors. Our approaches rely on 

using selective terms from each topic. With a 

decent vocabulary size, each topic-word vector 

will have a lot of terms that have small (but 

non-zero) values. Since those terms are usually 

ignored by humans anyway, it makes some 

sense to ignore those terms when calculating 

similarity between topics. Thus, each topic is 

now represented by a subset of the vocabulary 

that is deemed “important” – for example, the 

set of words having high probabilities of 

belonging to the topic. After that, we apply 

Jaccard coefficient and Jensen-Shannon 

distance to calculate the similarity between 

topics. We apply two versions of the Jaccard 

coefficient, by considering only the top k 

words of each topic (denoted by Jaccard), or 

by considering all words in a topic that have a 

probability greater than a threshold p (denoted 

by Jaccard-p). We also apply Jensen-Shannon 

distance, which is the square root of Jensen-

Shannon divergence. It measures the similarity 

between two probability distributions and is 

the symmetric version of Kullback-Leibler 

divergence. 

The advantage of this method is that since 

the topic-word vector is the defining feature of 

the topic, it theoretically makes sense to cluster 

the topics in this way (as opposed to other 

stability methods). However, there is no 

guarantee that they share the same breakpoints, 

which may render some clusters useless. 

Alternatively, we can cluster the topics 

based on the time series that are associated 

with each topic. We use both Euclidean and 

Manhattan distance as distance measures. 

Once the topics have been clustered, we 

examine the topics within a cluster and find 

words that have high probability among most 

of the topics and use them to represent the 

clusters.  

We will then apply the changepoint 

detection algorithms to the sequences of the 

clusters to denote the breakpoints. For this 

method, the clustering usually places 

sequences with similar breakpoints together. 

The challenge is to find frequent words that are 

shared among the topics. Space limitations 

means that we will only discuss the result of 

our first approach.  

4 Experimental Results  

We create a subset of the data for use in our 

experiments by selecting 500 samples from 

each month of the dataset’s representative time 

period using stratified random sampling. We 

set the number of clusters detected by 

agglomerative clustering to N = 10. We 

evaluate results for the distance metrics used in 

both methods on the basis of both cluster 

cohesion and topic distinctiveness. For each 

approach-metric combination, we analyze 

cluster tendency plots and the spread of topics 

across clusters. Cluster tendency plots used 

include VAT and iVAT, which reveals hidden 

cluster structures as dark blocks along the 

diagonal of the image representation. We also 

analyze topic annotations created by extracting 

the top documents from each cluster based on 

the aggregated probability of a document 

belonging to the cluster topics. 

As mentioned in the previous section, we 

utilize the Jaccard coefficient, Jaccard-p 

coefficient, and Jensen-Shannon distance as 

distance metrics for agglomerative clustering.  

For the Jaccard approach, the sets of terms 

used to calculate the coefficient include the top 

terms from each topic with a topic-word 

probability 100x greater than the overall 

probability the term would appear in a random 

document. We further add rare words (those 
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occurring less than 10 times across all topics) 

and unique words (those that were completely 

unique to the given topic). For the Jaccard-p 

approach, the sets of terms used to calculate 

the coefficient include the top terms from a 

topic that have a topic-word probability of 

greater than 0.25%. For the Jensen-Shannon 

approach, the topic-word vectors used to 

calculate the distance include the top 1000 

terms from each topic with the highest 

probabilities. 

The Jaccard approach resulted in a less 

effective extraction and clustering of topics. 

Over 70% of the total topics were contained 

within one cluster, indicating one large generic 

cluster and many small specific ones. The topic 

annotations corroborate this finding – the top 

documents from the large cluster have a 

variety of topics, and the number of topics in 

the other clusters are too small.  

The Jaccard-p approach seems to mitigate 

the original issues of using Jaccard due to its 

different word set composition and probability 

threshold. One larger cluster still exists, but the 

topics are more evenly spread across the 

identified cluster, as shown in Figure 3. 

Moreover, the VAT diagram (Figure 4) shows 

greater cluster distinctiveness.  

 

 
Figure 3. LDA topic distribution over Jaccard-p 

agglomerative clustering.  

 

 
Figure 4. VAT diagram for Jaccard-p agglomerative 

clustering.  

 

The topic annotations generated from the 

Jaccard-p approach indicate that certain 

clusters do exhibit topic cohesion. Relevant 

speeches for the clusters show thematic 

similarities, and topic-generated time series 

show similar trends in rise and fall across time 

intervals.  

 

 
Figure 5. Breakpoints associated with topics in Jaccard-

p cluster, mapped against time. 
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Figure 6. Subset of topic time series associated with a 

Jaccard-p cluster, indicating corresponding movement 

across many timepoints.  

 

Figures 5 and 6 shows the information of 

one such cluster. The breakpoint mapping over 

time in Figure 5 shows that there are 

identifiable periods of time (spanning months 

or years) for the events or trends associated 

with this cluster. Figure 6 shows a selected 

subset of the time series of the LDA topics 

from this cluster. There are similarities in time 

series across multiple runs, showing that there 

are corresponding rises and falls in topic 

prominence over time. The similarities also 

show that the agglomerative clustering was 

effective in combating LDA instability. 

 

The examined Jaccard-p cluster’s topic 

annotations indicate topic cohesion. The top 

documents of this cluster cover discussions on 

treasury legal tender, the value of money used 

international trade, and the interest rates 

established by the Bank of England. These 

points of discussion are related in the areas of 

economics, finance, and trade. Common 

important terms extracted from the documents 

include “gold,” “payment,” “price,” and 

“bank.” One note is that clusters, including the 

one being examined, can include certain 

documents that are not as related to the 

common theme. For example, this cluster’s 

fifth most important document relates to 

education, instead of economics. This 

indicates that we can continue to improve upon 

our approach to filter out unrelated documents. 

 
Figure 7. LDA topic distribution over Jensen-Shannon 

agglomerative clustering.  

 

The Jensen-Shannon approach behaves 

somewhat better than the Jaccard-p approach 

in terms of topic distribution across clusters 

(Figure 7). The VAT diagram (Figure 8) shows 

internal cluster cohesion, and the topic 

cohesion is present for many clusters. In 

addition, we discovered a Jensen-Shannon 

cluster about finance and economics, 

containing similar content, documents, and 

breakpoints to the Jaccard-p cluster discussed 

earlier. This observation indicates that we can 

compare clusters across approaches.  

 

 
Figure 8. VAT diagram for Jensen-Shannon 

agglomerative clustering.  

 

The Jensen-Shannon cluster chosen for 

examination here (Figures 9 and 10) highlights 

ideas that reoccur frequently across the 

century. The selected subset of LDA topic time 
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series from this cluster again show similarities 

between time series and robustness across runs 

of LDA. 

 

 
Figure 9. Breakpoints associated with topics in Jensen-

Shannon cluster, mapped against time. 

 

The topic annotations of the Jensen-

Shannon cluster also indicate topic cohesion. 

The top documents of this cluster have a focus 

on educational systems, with additional 

commentary on government and political 

systems. Common important terms extracted 

from the documents include “school,” 

“teacher,” “election,” and “representative.” 

Future work can focus on distinguishing 

between these somewhat discrete topics –

breaking down larger clusters into smaller ones 

on other criteria can yield more specific 

identifications of events and trends. 

 

 

 

 

Figure 10. Subset of topic time series associated with a 

Jensen-Shannon cluster, indicating corresponding 

movement across many timepoints.  

 

The difference in the word sets used for each 

approach contributed to the differences seen in 

the results. With the Jaccard approach, we saw 

less success with clustering and identification 

of topics, indicating that we can modify the 

Jaccard word set composition to be similar to 

those used in the Jaccard-p and Jensen-

Shannon approaches for future experiments. 

5 Conclusions and Future Work  

The problem of event discovery using topic 

modeling and change detection is a 

challenging one. The two experimental 

methods we define in this paper yielded results 

with varying degrees of success. Our most 

reliable results came from the Jaccard-p and 

Jensen-Shannon approaches from Method 1, 

where generated LDA topics were clustered 

based on their document content. We were able 

to create clusters with distinct areas of 

discussion, such as finance or education, 

which we can continue to do analysis on to 

identify specific historical events. 

Our first approach can be improved by 

increasing the number of samples analyzed per 

time interval or increasing the granularity of 

the time interval used. We plan to break down 

each cluster into smaller sub-clusters to 

examine more specific topic content – for 

example, our Jaccard-p cluster could be 

dissected to explore historical discussions on 

specific components of the British economic 

system. 

We would also like to explore dynamic time 

warping technique to measure time series 

similarity. The simple distance metrics used in 

our approach suffer from a misalignment 

problem, where computations rely on a one-to-

one mapping of corresponding observations in 

time series. Dynamic time warping solves the 

misalignment issue by exploring different 

warping paths and finding the optimal one that 

allows for matching of similar time series with 

different phases. 
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Finally, we aim to consult with historical 

experts specializing in the analyzed time 

period. These experts can provide external 

validation of the topics generated and insight 

into what potential changes can be made to our 

approaches to benefit future historical work.  
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Abstract

Amis is an endangered language indigenous
to Taiwan with limited data available for com-
putational processing. We thus present an
Amis-Mandarin dataset containing a parallel
corpus of 5,751 Amis and Mandarin sentences
and a dictionary of 7,800 Amis words and
phrases with their definitions in Mandarin. Us-
ing our dataset, we also established a base-
line for machine translation between Amis
and Mandarin in both directions. Our dataset
can be found at https://github.com/
francisdzheng/amis-mandarin.

1 Introduction

Amis is a minority language spoken on the east
coast of Taiwan and has been described as a vul-
nerable or endangered language (Moseley, 2010;
Edmondson et al., 2005; Kuo, 2015; Liu, 2011).
Though there have been some efforts to preserve
the language through education and linguistic re-
search (Wu and Lau, 2019; Kuo, 2015; Liu, 2011),
Amis and its preservation have not yet benefited
from (to the best of our knowledge) data-based
methods used in machine learning and natural lan-
guage processing.

Low-resource machine translation has recently
attracted more attention in the field of natural lan-
guage processing for languages such as Amis that
have a relatively low amount of data due to a
small population of speakers. Because neural ma-
chine translation (NMT) systems typically do not
perform well for low-resource languages, which
lack parallel data (Koehn and Knowles, 2017), ap-
proaches such as collaborating with language com-
munities to increase parallel data, transfer learn-
ing from other machine translation systems, and
using multilingual models, among others are be-
ing explored (Haddow et al., 2022). However,
despite all these new approaches to low-resource
machine translation, it is clear that parallel data

is still essential for training state-of-the-art ma-
chine translation systems (Haddow et al., 2022),
as high-resourced language pairs still require large
amounts of data to achieve state-of-the-art transla-
tion quality (Akhbardeh et al., 2021).

Due to the lack of Amis resources available for
use in machine translation, we developed an Amis-
Mandarin parallel corpus and dictionary. Our con-
tributions can be summarized as follows:

• We present an Amis-Mandarin dataset, which
consists of an Amis-Mandarin parallel corpus
containing 5,751 sentences and a dictionary
containing 7,800 unique words and phrases
in Amis with definitions in Mandarin.

• We trained neural machine translation models
on the Amis-Mandarin dataset and produced
baselines for future studies.

2 Amis

Amis (ISO 639-3 language code ami) is an East
Formosan language (Blust, 1999; Ross et al.,
2009) spoken on the east coast of Taiwan between
Hualien and Taitung (Liu, 2011; Kuo, 2015) by the
Amis, one of Taiwan’s several indigenous ethnic
groups. Formosan languages are spoken by the in-
digenous peoples of Taiwan (Liu, 2011) and are
part of the Austronesian language family. They
are believed to be the most diverse of the Austrone-
sian languages (Li, 2008), and because high diver-
sity in a group of genetically-languages found in
a geographical area implies earlier settlement in
that area (Sapir, 1916), Taiwan is considered to
be the homeland of Austronesian languages (Li,
2008; Blust, 1999). Figure 1 shows the distribu-
tion of these languages in Taiwan with the region
where Amis is spoken being shaded in gray.

Though the vast majority of Taiwan’s popula-
tion is Han Chinese, Taiwan is home to several
groups of indigenous peoples who are Austrone-
sian (Trejaut et al., 2014). According to official
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Figure 1: Distribution of Taiwan’s Indigenous Lan-
guages (Li, 2004, as cited in Liu, 2011).

government statistics1, Taiwan’s indigenous popu-
lation is 582,008, which is approximately 2.4% of
Taiwan’s total population. The Amis people have a
population of 217,216, making up approximately
37.3% of Taiwan’s indigenous population. Man-
darin Chinese is the language of education (Scott
and Tiun) and is spoken along with other Chinese
languages (e.g. Hokkien) by the majority of the
population, whether indigenous or not. Despite
the Amis population being over 200,000, the Amis
language has just roughly 30,000 speakers (Kuo,
2015).

These roughly 30,000 speakers, however, do not
all speak the same dialect of Amis. According
to Tsuchida (1982, 1988, as cited in Kuo, 2015),
Amis has five major dialects: (i) Sakizaya (撒
奇萊雅群), (ii) Northern/Nanshi Amis (北部/南
勢阿美群), (iii) Tavalong-Vata’an (太巴塱-馬太
鞍群), (iv) Central/Haian Amis (中部/海岸阿美
群), and (v) Southern/Peinan and Hengchun Amis
(南部/卑南恆春阿美群). The dataset described
in Section 3 in this paper uses data from Central

1July 2022 statistics from Taiwan’s Coun-
cil of Indigenous Peoples (原 住 民 族 委 員
會) https://www.cip.gov.tw/zh-tw/
news/data-list/940F9579765AC6A0/
C89C009B11A070EC725C4C571E9FFD7B-info.
html

Amis. The existence of several dialects of Amis
means that any one dialect has a relatively low
number of speakers.

Amis is classified as a vulnerable language by
UNESCO (Moseley, 2010), meaning that most,
but not all, children and families of the Amis, an in-
digenous Austronesian ethnic group native to Tai-
wan, speak Amis as a first language but that their
use of Amis may be limited to specific social set-
tings (such as the home, where it is used amongst
family) (Moseley, 2010). However, Amis has also
been described as an endangered language by sev-
eral linguists (Edmondson et al., 2005; Kuo, 2015;
Liu, 2011). Liu (2011), who researched the Amis
language in Taiwan since 1995, performing exten-
sive fieldwork and data gathering with native Amis
speakers, notes that only those over 50 are profi-
cient in Amis. Whether Amis is “vulnerable” or
“endangered,” it is clear that the language is at risk
and would benefit from more attention from lin-
guists and natural language processing technolo-
gies to help preserve the language digitally and en-
able its use in modern technologies.

3 Amis-Mandarin Dataset

We compiled Amis-Mandarin parallel data from
an Amis-Mandarin online dictionary (原住民族
語言線上辭典)2 published by the Indigenous
Languages Research and Development Founda-
tion (原住民族語言研究發展基金會). This
dictionary consists of words, phrases, and exam-
ple sentences of these words and phrases in Cen-
tral Amis with their Mandarin translations. It was
compiled in 2012 by National Taiwan Normal Uni-
versity.

Though these data have been made searchable
in the format of an online dictionary, they are
not designed for computational use. The website
allows one to download the dictionary in parts
or in whole as a PDF or ODT file. However,
due to some inconsistencies in how words, trans-
lations, and example sentences are laid out in
these files, neither is easy to use for computa-
tional tasks. Thus, we downloaded PDFs of the
dictionary made available by this online dictio-
nary, converted them to HTML using PDFMiner3,
and extracted data using Beautiful Soup4 indepen-

2https://e-dictionary.ilrdf.org.tw/
ami/search.htm

3https://github.com/pdfminer/pdfminer.
six

4https://www.crummy.com/software/
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Table 1: Summary of the Amis-Mandarin Parallel Corpus

Total Train Dev Test
Number of sentences 5,751 4,600 576 575

Number of Amis words 38,946 31,136 3,947 3,863
Number of Chinese characters 69,864 55,672 7,289 6,903

dently from the authors of this dictionary. Each
Amis word/phrase and its Mandarin dictionary
entry were extracted, and when available, exam-
ple sentences in Amis along with their Mandarin
translations were also taken. Dictionary entries
and their Mandarin definitions were put into one
pickle file, while example sentences and their
Mandarin translations were put into another pickle
file. These files can be opened using pandas5.
The dictionary is also available as a tab-delimited
text file, and the parallel sentence data are also
available as text files split into train, dev, and test
sets. The parallel data were shuffled before be-
ing split into the train, dev, and test sets, which
were taken from 80%, 10%, and 10% respec-
tively from the shuffled data. The dataset we com-
piled can be found at https://github.com/
francisdzheng/amis-mandarin.

Our dictionary dataset contains 7,800 unique en-
tries in Amis along with their Mandarin equiva-
lents. Amis dictionary entries that had more than
one definition in Mandarin were added to our dic-
tionary dataset as separate entries for each addi-
tional definition. Thus, there are a total of 7,926
pairs of Amis and Mandarin words/phrases in our
dictionary dataset. Our parallel corpus dataset con-
tains 5,751 Amis sentences and their Mandarin
translations. This parallel corpus dataset is sum-
marized in Table 1. Due to the concept of a word
being different in Amis and Mandarin, Table 1 de-
scribes the Mandarin data in terms of characters
and the Amis data in terms of words, which are
typically separated by spaces unlike in Mandarin,
which does not use spaces in writing.

4 Amis-Mandarin Machine Translation

Using our Amis-Mandarin dataset, we trained
models for machine translation between Amis and
Mandarin in both directions.

BeautifulSoup/
5https://pandas.pydata.org

4.1 Methods
4.1.1 Preprocessing
Data were tokenized using a unigram (Kudo,
2018) implementation of SentencePiece (Kudo
and Richardson, 2018). A vocabulary size of
4,000 and a character coverage rate of 0.9995
were used. Using our SentencePiece (Kudo and
Richardson, 2018) model and vocabulary, we used
FAIRSEQ6 (Ott et al., 2019) to build vocabularies
and binarize our training data in preparation for
training our model.

4.1.2 Training
We trained a Transformer (Vaswani et al., 2017)
model using an mBART (Liu et al., 2020) imple-
mentation of FAIRSEQ (Ott et al., 2019) for trans-
lation between Amis and Mandarin in both direc-
tions. Our Transformer (Vaswani et al., 2017)
model used six encoder and decoder layers with
eight attention heads each, a hidden dimension of
512, and a feed-forward size of 2048, and a learn-
ing rate of 0.0003. Our model was optimized using
Adam (Kingma and Ba, 2015) with hyperparame-
ters β = (0.9, 0.98) and ϵ = 10−6. A dropout rate
of 0.1 and a weight decay of 0.01 were used for
regularization.

We conducted two experiments, one in which
training involved only the training set from our
parallel Amis-Mandarin corpus (consisting of sen-
tences) and one which included the dictionary
dataset as part of the training data. The dictio-
nary data were treated as additional parallel data
(though they’re not full sentences) and simply
added on to the parallel sentence training data.
This was done to see the effect of exposing models
to the dictionary dataset and to establish two base-
lines for translation as a dictionary may not always
be available when training models.

4.1.3 Evaluation
Translations outputted by our model were eval-
uated with detokenized BLEU (Papineni et al.,

6https://github.com/facebookresearch/
fairseq

81



Table 2: Results

Without Dictionary With Dictionary
BLEU CHRF BLEU CHRF

Amis to Mandarin 5.33 0.1596 7.07 0.2198
Mandarin to Amis 15.36 0.4018 18.94 0.4618

2002; Post, 2018) using the SacreBLEU library7

(Post, 2018) on the test data from our parallel cor-
pus. We also used CHRF (Popović, 2015) to mea-
sure performance at the character level.

4.2 Results

Our results are presented in Table 2. Models
trained using only the parallel corpus dataset per-
formed worse than the models trained using both
our parallel corpus dataset and dictionary dataset.
This is expected as these models were able to learn
direct translations of individual words and phrases
that are used in the parallel sentence data in ad-
dition to translations of whole sentences. Though
dictionaries are not as useful as parallel data in that
dictionaries do not reveal much about how a word
or phrase should be used in a sentence, using dic-
tionary data in the training process proved to sig-
nificantly improve translation quality.

The improvement in translation quality after
adding the dictionary dataset can be seen in both
the Amis → Mandarin and Mandarin → Amis di-
rections and is reflected in both the BLEU and
CHRF scores. Notably, the improvement in trans-
lation quality as measured by BLEU for the Man-
darin → Amis direction was greater than that for
the Amis → Mandarin direction. One possible ex-
planation for this is the fact that some Amis words
in the dictionary dataset are paired with multiple
Mandarin equivalents or longer Mandarin explana-
tions, exposing the model to relatively more Man-
darin words for a single given word or phrase in
Amis. Thus, the model may map multiple words
in Mandarin to single words or phrases in Amis,
which are almost sure to appear in the parallel sen-
tence data (as mentioned in Section 3, the parallel
sentence data come from example sentences for
the Amis words in the dictionary). On the other
hand, the Mandarin definitions for each Amis en-
try in the dictionary dataset do not necessarily ap-
pear in the parallel sentence data. More research
is needed to see whether the model trained on both

7https://github.com/mjpost/sacrebleu

the parallel corpus dataset and dictionary dataset
still performs better in the Mandarin → Amis di-
rection on other parallel data.

5 Conclusion

We presented an Amis-Mandarin parallel corpus
and dictionary, which is the first, to the best of our
knowledge, Amis-Mandarin dataset documented
in English for the natural language processing
community. Though the online dictionary from
which we obtained the data is available to anyone,
the dictionary interface is only available in Man-
darin, and the data is not in a form that NLP re-
searchers can easily use. Other Amis-Mandarin
data we found on the web were also not in an
easily usable format and not friendly for English-
speaking researchers. The dataset we compiled
consists of 5,751 parallel sentences and 7,800
Amis words and phrases paired with their defini-
tions in Mandarin. Using this dataset, we experi-
mented with Amis-Mandarin machine translation
and established baseline BLEU and CHRF scores.
Using both the parallel corpus and dictionary dur-
ing training produced models that performed the
best on our test data from our parallel corpus.

Aside from sentence translation, we also envi-
sion that the dataset we compiled can be used
for exploring how dictionary entries can be pre-
dicted using parallel data (instead of using dictio-
nary entries to aid in the translation of sentences).
Defining words is also an important part of lan-
guage documentation, and it would be interesting
to see how machines can draw meaning for individ-
ual words or short phrases given parallel sentence
data.

In the future, we would like to take a closer look
at how tokenization can be optimized for the two
languages and try using other existing tokenizers
that have been trained more specifically for Man-
darin. We also want to try to incorporate more
external knowledge and perhaps acknowledge that
parallel data may never be enough. Our dataset
is small, and we hope to explore how knowledge
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from grammars and other literature written on
Amis can be incorporated into our model or into
the creation of synthetic parallel data. As Amis is
an Austronesian language like Indonesian, which
is widely spoken and has much more literature
available, it is possible that knowledge from In-
donesian can be helpful in NLP tasks involving
Amis. We hope that our dataset can spark more
interest from the machine learning community in
not only Amis, but other Formosan languages as
well.
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Maja Popović. 2015. chrF: character n-gram F-score
for automatic MT evaluation. In Proceedings of the
Tenth Workshop on Statistical Machine Translation,

83



pages 392–395, Lisbon, Portugal. Association for
Computational Linguistics.

Matt Post. 2018. A call for clarity in reporting BLEU
scores. In Proceedings of the Third Conference on
Machine Translation: Research Papers, pages 186–
191, Brussels, Belgium. Association for Computa-
tional Linguistics.

Malcolm Ross et al. 2009. Proto Austronesian verbal
morphology: A reappraisal. In Austronesian his-
torical linguistics and culture history: A festschrift
for Robert Blust. Asia-Pacific Linguistics, College
of Asia and the Pacific, The Australian⋯.

Edward Sapir. 1916. Time perspective in aboriginal
American culture: A study in method. 13. Govern-
ment Printing Bureau.

Mandy Scott and Hak-khiam Tiun. Mandarin-only to
Mandarin-plus: Taiwan. 6(1):53–72.

Jean A. Trejaut, Estella S. Poloni, Ju-Chen Yen, Ying-
Hui Lai, Jun Hun Loo, Chien liang Lee, Chunfen He,
and Marie Lin. 2014. Taiwan Y-chromosomal DNA
variation and its relationship with Island Southeast
Asia. BMC Genetics, 15:77 – 77.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

Li-ying Wu and Ken Lau. 2019. Language educa-
tion policy in Taiwan. In The Routledge interna-
tional handbook of language education policy in
Asia, pages 151–161. Routledge.

84



The 2nd International Workshop on Natural Language Processing for Digital Humanities (NLP4DH), pages 85–95
November 20, 2022. ©2022 Association for Computational Linguistics

Machines in the media: semantic change in the lexicon
of mechanization in 19th-century British newspapers

Nilo Pedrazzini
The Alan Turing Institute (UK)

npedrazzini@turing.ac.uk

Barbara McGillivray
King’s College London (UK)

The Alan Turing Institute (UK)
barbara.mcgillivray@kcl.ac.uk

Abstract

The industrialization process associated with
the so-called Industrial Revolution in 19th-
century Great Britain was a time of profound
changes, including in the English lexicon. An
important yet understudied phenomenon is the
semantic shift in the lexicon of mechanisation.
In this paper we present the first large-scale
analysis of terms related to mechanization over
the course of the 19th century in English. We
draw on a corpus of historical British news-
papers comprising 4.6 billion tokens and train
historical word embedding models. We test
existing semantic change detection techniques
and analyse the results in light of previous his-
torical linguistic scholarship.

1 Introduction

Started in the 18th century in Great Britain, the in-
dustrial mechanization saw a dramatic acceleration
in the 19th century. New machines were introduced
in different industries at a rapid pace and the ever
more pervasive automation of manufacture meant
large-scale reorganization and movement of the
workforce throughout the territory. This had pro-
found repercussions on many aspects of daily life
from a cultural, political, and social perspective.

The English language, particularly its lexicon,
used by 19th-century sources to describe these
changes reflected the same rapid pace at which
the objects and the societal landscape had been
shifting, making it an important, and yet understud-
ied, research topic. Previous studies on the English
language in the 19th century have focussed on how
the changes observed in the lexicon of the period
often reflect ‘new interpretations given to older
words in a time of changing societal values’ in Vic-
torian Britain (Görlach, 1999, 132), as in the shift
in the usage of words describing men and women
(Bäcklund, 2006), or have highlighted the plethora
of neologism and new loanwords introduced as a

result of the Industrial Revolution (Kay and Allan,
2015, 20; Bergs and Brinton, 2012). As Görlach
(1999, 133) also notes, meaning change (besides
mere new word formations) ‘is best illustrated from
semantic fields relating to the new technologies that
rapidly became part of everyday experience, such
as the field of vehicles/transport/traffic’.

In this paper we investigate the issue of trac-
ing these subtle shifts at scale using computational
methods. Drawing from examples of lexical se-
mantic change in 19th-century English from pre-
vious literature, we train diachronic word embed-
ding models on a very large collection (4.6 billion
tokens) of digitized 19th-century British newspa-
per articles. We then compare these data-driven
analyses with previous qualitative studies, to ver-
ify the extent to which historical language models
reflect expert knowledge. In addition to validating
the computational models, we assess how these
methods can be employed to answer new complex
questions on the linguistic effects of mechanization
and other historical events.

Using historical newspapers as a data source
presents specific methodological challenges, and in
particular historical (issues of representativeness,
Beelen et al. 2022) and computational (processing
OCR’d collections, van Strien et al. 2020) com-
plexities. However, given the size of newspaper
archives and the possibility to sample them by
variables of interest (e.g. time period, political
leaning, place of circulation or publication), these
sources are a very good fit for large-scale analyses
of lexical change in periods of on-going deep so-
cietal changes. This is also shown by the growing
number of projects which use historical newspa-
pers as sources for large-scale semantic processing
and data-driven historical analysis, including News-

85



Eye,1 Translantis,2 Impresso,3 and Living with Ma-
chines.4

This work is the first to provide a large-scale
analysis of the English lexicon of mechanisation
in the 19th century. From a methodological point
of view, our dataset presents challenges that are
shared by other historical newspaper archives and
thus our research can inform similar studies on
other languages. From the point of view of histori-
cal linguistics and historical research, we present
the first study of the English lexicon of mechanisa-
tion that employs computational techniques, which
allows us to compare automatically detected seman-
tic changes with those identified by close-reading
methods in previous literature.

2 Previous work

According to Görlach (1999) and Mugglestone
(2008), the 19th century was a pivotal period in the
history of English, when its lexicon underwent a
significant transformation in both spoken and writ-
ten sources, although the academic literature has
paid less attention to Late Modern English (1700-
1950) compared to other periods in the history of
the English language (Kytö et al., 2006). In re-
cent years a number of NLP studies have proposed
algorithms for the automatic detection of lexical
semantic change from historical texts using word
type and token embeddings (Hamilton et al., 2016;
Tsakalidis et al., 2019). Algorithms based on type
embeddings have been shown to perform best in
the 2020 SemEval shared task (Schlechtweg et al.,
2020) and they typically consist of the following
steps: the corpus of interest is divided into time-
dependent slices; then word embedding models
are trained from each subcorpus and their spaces
aligned. Finally, the cosine similarity between a
word’s embedding in the first (or last) space and its
embedding in each of the spaces is computed. If
the similarity is below a predefined threshold (i.e.
the two embeddings are sufficiently different), the
word is marked as a potential candidate for seman-
tic change. In few cases these algorithms have been
applied in real-world digital humanities research:
Wevers and Koolen (2020), for instance, present a
study on word embeddings trained on a 500,000
digitized Dutch newspaper corpus for the purpose

1https://www.newseye.eu/
2https://translantis.wp.hum.uu.nl/
3https://impresso-project.ch/
4livingwithmachines.ac.uk

of studying the evolution of concepts.

3 Data and methods

Two newspaper collections were used for this ex-
periment. A selection of titles from the British Li-
brary’s Heritage Made Digital digitization project,5

comprising 12 titles and around 2.3 billion tokens,
and a collection specifically digitized for the Living
with Machines project, comprising 107 titles and
also around 2.3 billion tokens. Jointly, the collec-
tions span the period between 1801 and 1920. To
prepare the corpora for training diachronic word
embeddings, we first split them into time slices
of 10 years each. We preprocessed the articles
for each decade by removing word breaks resulting
from OCR, newlines, and punctuation, by lowercas-
ing the text and removing the stop words provided
by the NLTK library for English.6

We trained Word2Vec (Mikolov et al., 2013)
models as implemented in the Gensim library
(Řehůřek and Sojka, 2010). To choose the opti-
mal hyperparameters for training, we performed
a grid search comparing the skip-gram and the
continuous-bag-of-words architectures, as well as
different number of epochs ({5,10}), vector dimen-
sions ({200,300}), context windows ({3,5,10}) and
minimum word counts ({1,5,10}). We evaluated
the quality of the models resulting from all com-
binations of these parameters on one decade (all
articles published between 1821 and 1830) calcu-
lating the cosine similarity between pairs of syn-
onyms7 in each model and choosing the model that
returned the highest average score for all pairs. The
final models were trained using the skip-gram ar-
chitecture, 5 epochs, 200 dimensions, a context
window of 3 and a minimum count of 1. Since the
models for each decade are trained independently,
the resulting word vectors in different decades are
not aligned along the same coordinate axes. To
allow for comparison between the representation
of the same word across different decades, we
aligned the semantic spaces on the basis of the Or-

5https://www.bl.uk/projects/
heritage-made-digital

6https://www.nltk.org/search.html?q=
stopwords

7The list the synonyms considered is the following: super-
fluous/unnecessary, display/exhibit, mimetic/imitative, disap-
pear/vanish, alike/identical.

The pairs were chosen so that at least one sense of one word
is linked to a sense of the paired word via the linking between
the Oxford English Dictionary and the Historical Thesaurus
of English and the linked senses have quotations that include
the range 1800-1920 or a portion of it.
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thogonal Procrustes problem (Schönemann, 1966).
Given W (d) ∈ Rn×m, denoting the matrix of the
vectors in decade d, the Orthogonal Procrustes
problem consists in finding the orthogonal matrix
Q ∈ Rm×m that most closely maps the matrices
W (d) and W (d+1). This is done by:

min
Q
||W (d)Q−W (d+1)||F ,

subject to QTQ = I
(1)

where I is the n×m identity matrix and || . . . ||F
the Frobenius norm. The problem in (1) is solved
via singular value decomposition: UΣV T , in
this case W (d)(W (d+1))T (Tsakalidis et al., 2019,
2021). After all embedding spaces are aligned,
we can use the cosine similarity between vectors
across different decades to assess their semantic
shift.

We compiled a list of words drawing from those
indicated by Görlach (1999) as having undergone
semantic change at some point during the 19th cen-
tury.8 For each word we calculated the cosine simi-
larity between its vector in the semantic space for
the most recent decade (the 1910s) and its vector in
each of the previous decades. We followed Shoe-
mark et al. (2019), who found that comparing the
embeddings to the last time period leads to better
results in semantic change detection. We then anal-
ysed the resulting scores in the following way. Any
time point t with a cosine similarity significantly
higher than the one in the time point t− 1 was con-
sidered a potential changepoint in the meaning of a
word. Significant changepoints were detected us-
ing the pruned exact linear time (PELT) algorithm
(Killick et al., 2012), a penalized-cost method for
detecting multiple changepoints in time-series data.
We ran the algorithm with a jump parameter of 1
and comparing results with penalty set to 0.25 and
0.5.9 We then extracted the nearest neighbours of
each word for each decade to establish what type

8The complete list includes: traffic, trade, train, coach,
wheel, railway, matches, bulb, gear, stamp. Fellow was also
included as an example of semantically stable word made
by Görlach (1999). For the purpose of this paper, words are
considered only in their singular form for simplicity, even
though considering both singulars and plurals may give a
more complete picture. The only exception is the lemma
match, which was considered only in its plural form, due to
the intuitively more likely usage of this word in the plural
(matches) in its new, phosphorous sense. Future studies may
wish to consider both numbers for all the words and attempt
reconciling, if needed, any different observations made on
them.

9For this experiment we used the implementation of the

of semantic change might have occurred at each po-
tential changepoint. We evaluated the accuracy of
the models at detecting semantic change for a word
against its entry in the Oxford English Dictionary
(OED).10 Using the OED API,11 for each word we
extracted the list of its senses, their definition and
first record in writing, and selected all senses that
had a first recorded year later than 1800 and earlier
than 1920. To identify whether the detected poten-
tial changepoint for a word corresponded to one
(or several) of its selected senses from the OED,
we extracted the nearest neighbours of the word
in each time period and compared those from the
relevant decade(s) with the OED senses.

4 Qualitative analysis

word changepoint
coach 1830
gear 1830
traffic 1830
train 1830
stamp 1840
fellow 1860
railway 1860
matches 1880

Table 1: Words with a changepoint detected by the PELT
algorithm by setting the penalty to 0.5.

word changepoint
wheel 1810, 1880
coach 1830
gear 1830
traffic 1830, 1860
train 1830
stamp 1840
fellow 1860
railway 1860
matches 1880

Table 2: Words with a changepoint detected by the PELT
algorithm by setting the penalty to 0.25.

Table 1 contains the 8 words for which a seman-
tic changepoint was detected by setting penalty to
0.5. As Table 2 shows, setting penalty to 0.25 re-
sulted in detecting changepoints for one extra word.

PELT method by the ruptures library: https://pypi.
org/project/ruptures/.

10https://www.oed.com
11https://languages.oup.com/research/

oed-researcher-api/
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We can immediately see that fellow, indicated by
Görlach (1999, 131) as having a stable semantics
in the 19th century, is included among the words in
both tables. Two changepoints were also detected
by the model trained with the lower penalty for
wheel, another word cited by Görlach (1999, 131)
as semantically stable. If we compare the trajecto-
ries of wheel and train (Figure 1), for example, it is
not surprising to see that a changepoint detection
model trained with stricter parameters may detect
a change for the latter but not for the former, even
though the plot suggests that a change in usage,
albeit more gradual, occurred for wheel as well.

Figure 1: Time series for the cosine similarity between
wheel, train in each decade and their respective vector
in the time reference (the last decade, i.e. the 1910s).

Figure 2: Semantic change trajectory of train.

4.1 Train
In Figure 2, we can see that train moved consider-
ably in the semantic space between the 1810s and
1830s, to the extent that its 50-nearest neighbours
in the 1810s and the 1840s have no words in

Figure 3: Semantic change trajectory of wheel.

common (see a selection of these in Table 3), with
a decade in between, the 1820s, in which the
words related to the older, more common sense
(‘an elongated back of a robe or skirt’) are found
together with those related to the newer one (‘a
series of connected railway carriages’).12 The
semantics of this word appears to have changed
steadily for at least two decades: our changepoint
detection model was trained with a jump parameter
of 1 (i.e. in our case, a change spanning at least
one decade), so that a jump of 2 time units made it
an even more likely candidate.

4.2 Wheel

On the other hand, the semantic change of wheel,
as suggested by our models, is less abrupt and may
rather reflect an increased usage in specific senses
related to technological innovations (or colloca-
tions describing these) throughout the century than
the introduction of a new sense altogether, as was
the case for train. If we compare the nearest neigh-
bours of this word around the first changepoint (Ta-
ble 3), we can see that words related to wheel in its
figurative use referring to ‘the course or sequence
of events, procedure, the passage of time’ prevail in
the 1810s and 1820s, whereas words related to its
sense ‘various mechanical contrivances’ are already
the majority in the 1830s and 1840s. Terms related
to the latter sense, however, are not exclusive of
the period following the detected changepoint, as
carriage, cart, vehicle, and wagon in the 1810s
and 1820s all indicate. The OED lists the intro-
duction of different specific usages of wheel in this

12Throughout the paper, the definition of the senses are
quoted directly from the OED and reported in single quotation
marks.
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Word Moving away from or adding new mean-
ings to

Moving towards

wheel shafts, dray, stumble, draws, revolve, car-
riage, lottery, cart (1810s); drawn, dray,
prizes, cart, prizes, shafts, capitals, vehicle,
wagon (1820s)

axle, shaft, jerk, wheelers, flanges, jerked,
axles, cart, paddle (1830s); axle, shaft, en-
gine, buffer, flange, paddle, jammed (1840s)

train chenille, intermixed, brocaded, lama, car-
nations (1820s); shunts, brocaded, mauve,
hearse, carriages (1830s)

luggage, engine, carriages, waggons, trucks
(1840s)

fellow college, scholar, countrymen, bursar, tutor
(1850s)

creatures, townsmen, countrymen, man, citi-
zens (1860s)

railway tunnel, turnpike, aqueducts, canals, naviga-
tion, drainage, waterworks (1820s)

railroad, junction, bridge, station, lines,
tramway (1830s); beltway, companies, col-
liery, stakeholders, passengers, trains (1860s)

traffic trafficking, slave, nefarious, kidnapping, il-
licit, contraband, smuggling, piracy (1820s)

railways, railroads, conveyance, transit, line
(1830s); passengers, trains, coaches, milage
(1860s)

coach saddle, harness, horses, post, telegraph
(1810s)

wagon, carriage, driver, carriage, truck
(1830s)

Table 3: Nearest neighbours of wheel, train, fellow, railway, traffic, and coach in the decades around the detected
changepoints.

sense at different points in time since at least the
14th century, with steering wheel (1743) already in
use in the nautical field and then extended to ‘the
steering-wheel of a motor vehicle’. A new usage of
wheel recorded by the OED is that of paddle wheel,
which appears among the nearest neighbours for
the 1830s and 1840s (see Table 3), despite the OED
reporting 1842 as its first written record. The clear-
est change between the 1820s and the 1830s is
given by train-related words, such as wagon in the
1820s and axle, the closest neighbour of wheel in
both the 1830s and 1840s.

Figure 4: Semantic change trajectory of fellow.

4.3 Fellow

The case of fellow is also rather complex. By once
again visualising the nearest neighbours for the
detected changepoint and the preceding decades
in a two-dimensional space, the neighbours are
overall clearly divided between those related
to fellow used in academic context (e.g. tutor,
scholar, college, bursar, as names of specific
colleges–Magdalene, Trinity, Christi), attested
since the 15th century according to the OED, and
those related to the sense of fellow broadly defined
by the OED as ‘a person who or thing which shares
an attribute with another specified person or thing;
a person or thing belonging to the same class
or category as another’ (e.g. brethren, citizens,
comrade, countrymen/countrywomen), attested
since the 13th century according to the OED. The
OED however also records one new usage for the
latter sense from 1844 (‘a person’s contemporary,
esp. in a particular profession, art form, field of
study, etc. chiefly in plural’), in addition to the
similar, albeit more generic, pre-existing usage
‘something that resembles another specified thing;
a match; the like’ for the same sense. Our models
appear to reflect the new 1844 usage particularly in
politically loaded words such as citizens, brethren
and comrade, whose similarity with fellow may
be due to the political leanings of the newspapers
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in which this term appears the most. A new
usage also recorded from 1816 by the OED is ‘an
animal or thing. Often affectionate, humorous,
or ironic’, which may be reflected in words
such as creatures, the closest neighbour of fel-
low in the 1860s, as well as unfortunate and wretch.

4.4 Railway and traffic

Figure 5: Time series for the cosine similarity between
railway and traffic in each decade and their respective
vector in the time reference (the last decade, i.e. the
1910s).

Figure 6: Semantic change trajectory of railway.

Other words from Tables 1 and 2 that pertain to
the language of mechanization and that were men-
tioned by Görlach (1999) as examples of semantic
change are railway and traffic. Two changepoints,
the 1830s and the 1860s, were detected for traffic
by the model trained with a lower penalty and both
of these can be clearly seen in Figure 5. Only one
changepoint, the 1860s, was instead detected for
railway, as we can also gather from the steeper
change in cosine similarity in the plot in Figure 5.

However, it is quite evident that, besides the steep
increase in cosine similarity between the 1860s and
the 1870s, considerable change, though perhaps
more gradual, occurred between the 1820s and the
1850s. This is in fact what we also observe if we
compare the neighbours of railway before 1820
and after 1830 (Figure 6). A possible reason why
no changepoint was detected pre-1860s is that its
semantics up until the 1850s is not significantly
dissimilar yet from the usage of the word in the
previous two decades, when it may have been still
widely used in the sense of ‘a roadway laid with
rails (originally of wood, later also of iron or steel)
along which the wheels of wagons or trucks may
run, in order to facilitate the transport of heavy
loads’. A neater departure from the latter is ob-
served by the 1860s, when it was probably already
used predominantly in the sense of ‘a line or track
typically consisting of a pair of iron or steel rails,
along which carriages, wagons, or trucks convey-
ing passengers or goods are moved by a locomotive
engine or other powered unit’, first attested, accord-
ing to the OED, in the 1820s. Between the 1830s
and the 1860s, the key change in the meaning of
railway, which can be inferred from the semantic
space in Figure 6, is two-fold. First, there is a def-
inite departure from railways as only a means for
the transport of goods to railways as a means of
transportation for passengers. This is evident from
the distance of railway in the 1860s from the words
in Figure 6 concerning precisely this semantic field,
such as canals, tunnel, navigation, waterworks, ex-
cavating, wharf, embankment, roadway, turnpike or
aqueducts, and the greater proximity to words such
as train, station, passengers and tram. The prox-
imity to these latter words is particularly clear by
focussing on the axis highlighted with a red dashed
line in Figure 6, across which the semantic change
seems to have occurred. Second, we observe a shift
towards the usage of railway in the meaning of ‘a
network or organization of such lines [as defined
by the new sense defined of railway above]; a com-
pany which owns, manages, or operates such a line
or network; this form of transportation’. This is
clear from neighbours such as company and share-
holders, and modifiers that were likely to identify
clearly defined regional railway networks, such as
northernwestern, midland, and western.

Both changepoints for the word traffic are
supported by our neighbour analysis. Between
the 1820s and the 1830s the main meaning of
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Figure 7: Semantic change trajectory of traffic.

traffic drifted away from the sense defined by the
OED as ‘the activity or business of acquiring,
transporting, and selling something which, for
legal or moral reasons, should not be treated as
a mere commodity; trade of an illegal, immoral,
or otherwise objectionable nature’, exemplified
by 1810s-1820s nearest-neighbours such as
slave, contraband, detestable, infamous, inhuman,
abominable, execrable, disgraceful, trafficking13,
piracy, illicit, and so on. Its main usage by the
1830s, as suggested by its neighbours, is in the
sense of ‘passage of vehicles, vessels, etc., to
and fro along a route’, and by the 1860s several
neighbours are related to its usage (first recorded,
according to the OED, in the 1830s) as ‘the
quantity of goods, or number of passengers, carried
by a transportation service over a particular period;
the business or revenue generated from this’, as
exemplified by words such as passengers, coaches,
railways, trains and milage.

4.5 Gear

The trajectory of gear (Figure 8) is exemplary of
a general trend towards specific senses related to
new mechanical advances throughout the 19th cen-
tury, reflecting the several new usages related to
‘machinery’ recorded by the OED as first being at-
tested at different points between the 1810s and the
1870s.

4.6 Matches and stamp

The words matches and stamp, for both of which
a potential changepoint was detected by the model
trained with a lower penalty, were mentioned by

13This word specifically is indicated by the OED as an
example of traffic in this sense.

Figure 8: Semantic change trajectory of gear.

Görlach (1999, 128) when noting that Soule (1871)
in his A Dictionary of English Synonymes failed to
include the ‘phosphorous sense of match [and] the
philatelic sense of stamp’, which Görlach explains
as possibly due to the fact the new senses had not
become dominant in the 19th century yet.

Our results for stamp (Figure 9), however, sug-
gests that by the 1860s the philatelic sense (first
attested according to the OED in 1837) was already
prominent, as we can see from words such as en-
velope, postage, and penny (possibly referring to
the price of a stamp), unlike the nearest neighbours
of the word in the 1840s, such as affixing, engrave,
government, or grave, which are related to the main
older sense of stamp as ‘the mark, impression, or
imprint made with an engraved block or die’.

Figure 9: Semantic change trajectory of stamp.

Unlike stamp, the results of our changepoint de-
tection method for matches are likely to be mislead-
ing and could be heavily biassed by a particular
event (possibly sports-related) being heavily cov-
ered by the news between the 1880s and 1890s. In
Figure 10 we can see that, although the new ‘phos-
phorous sense’ of the word is among the nearest
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neighbours in the plot (e.g. phosphorus and ignite),
their cosine similarity with match is likely not as
high between the 1860s and the 1880s (the period
within which a potential changepoint was detected)
as that with words related to the pre-existing sense
‘a contest or competitive trial of skill in a particular
sport, game, or other activity’.

Figure 10: Semantic change trajectory of matches.

4.7 Coach

Coach is discussed by Görlach (1999, 128) as hav-
ing undergone semantic extension from its meaning
as a ‘large horse-drawn carriage’, attested since the
16th century, to the sense, recorded in the OED, ‘a
railway carriage’, an extension which is also vis-
ible from the semantic space of this word and its
neighbours from our diachronic models (Figure 11).
This is an especially encouraging result, since our
models captured this semantic extension as early
as the decade recorded by the OED as the first writ-
ten attestation, while also showing that its usage
in the first half of the 19th century was not exclu-
sively American English as defined in the OED and
reported by Görlach (1999, 128).

A possible explanation as to why for words like
bulb no definite changepoint was detected is that
the semantic change trajectory of such words may
be much more complex than a mere addition of
a sense and a significant spread in use of the lat-
ter around a specific decade. Specifically in the
case of bulb, according to the OED, at least three
main senses were already in use at the beginning
of the 19th century from different semantic fields
(anatomy, botany, and, broadly, electricity). New
specific uses of the word are then attested from the
mid-19th century, but these are classified by the
OED as specialisations of two of the previously
existing senses, sometimes specifically when the

Figure 11: Semantic change trajectory of coach.

words are found within certain collocations (as in
electric light bulb, first recorded in 1856 accord-
ing to the OED). Görlach (1999, 134) mentions
bulb, together with gear and stamp, as examples
of words that underwent ‘conspicuous semantic
changes caused by technological progress’, com-
paring the expansion of meaning of these words to
that of circuit and current towards their electricity-
related sense in the previous century. It is useful to
note that overall trajectory of bulb, gear and stamp
appears to be quite similar (Figure 12).

Figure 12: Time series for the cosine similarity between
bulb, gear, stamp in each decade and their respective
vector in the time reference (the last decade, i.e. the
1910s).

Although the general trajectory is slightly up-
ward (i.e. there is likely an overall change in mean-
ing) for all three words, stamp and gear show a
more gradual but somewhat steadier change in co-
sine similarity with the vector of the reference time
period (1910s), starting from a cosine similarity
below 0.6 and reaching 0.8, a very high score, to-
wards the beginning of the 20th century. Bulb, on
the other hand, has a less regular trajectory and
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hardly reaches a cosine similarity with its 1900s
representation of 0.7.

5 Quality control

Since large digitized newspaper collections are fre-
quently not created with a specific criterion in mind,
but rather following specific policies of the digitiz-
ing institution, we needed to be particularly wary
that the likely biassed content of our data (cf. Bee-
len et al., 2022) would not significantly interfere
with our research questions. The quality of our
models and validity of our method were checked
in several ways.

First, to make sure that potential detected change-
points were not simply the result of a biassed
dataset, we ran our changepoint detection method
individually on all the words in the list of synonym
pairs which were also used to optimize the embed-
ding hyperparameters, since they were indicated by
the OED as semantically stable throughout our pe-
riod of interest. With a jump parameter of 1 and a
penalty of 0.5 (the safer, stricter option), no change-
point was detected for any of the words, with the
exception of identical, suggesting an overall good
reliability for our models.

Second, throughout the analysis we used two
external sources to validate our results. A history of
the English Language in the Nineteenth Century by
Görlach (1999), specifically its chapter on lexical
change, was used to draw examples from the lan-
guage of mechanization that the scholar indicated
as having undergone some type of semantic change.
We also included words which he mentioned as
seeming semantically stable throughout the cen-
tury (namely fellow and wheel, the former not in
the lexical field of mechanization) as a further form
of comparison with non-digital scholarship on the
subject. Finally, throughout the analysis we em-
ployed the OED as a benchmark to check whether
a changepoint coincided with a newly recorded
senses, as well as to identify definition of new
senses and usages, especially in highly polysemous
or ambiguous contexts.

6 Conclusions

In this paper we presented a first attempt at a large-
scale computational study of semantic change of
terms related to the lexical field of mechanisation
in 19th-century English. Our main goal was to
find out whether vector space models trained on
very large (4.6B tokens) digitized, hence noisy, his-

torical newspapers were able to stand the test of
expert knowledge on the topic. We showed that
using changepoint detection methods on the di-
achronic word embeddings that we trained gave
results most often matching the observations made
by traditional scholarship. Through a combination
of changepoint detection and neighbour analysis
it was possible to provide explanations for mis-
matches between previous literature and our find-
ings, in some cases noticing that our results were
able to capture features of semantic change not
identified by the expert sources (see, for example,
the analysis of coach above).

Our analysis provides the bases for new data-
driven investigations on the lexical field of mech-
anization that do not rely so closely on external
knowledge bases as in our study.
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A Scripts and models

All the Python scripts used to train the di-
achronic word embeddings, as well as several
Jupyter notebooks to replicate the methodol-
ogy employed in this paper, can be found at
https://github.com/Living-with-machines/

DiachronicEmb-BigHistData.
The vectors used for the analysis in this paper

can be found in the following repository in Zenodo:
https://doi.org/10.5281/zenodo.7181681.

B Visualization method

Visualization of the semantic trajectories is carried
out in the following steps:

1. Define three or four decades around which
a semantic shift appears to have taken place
for a word w. This is established through a
combination of automatic changepoint detec-
tion and close reading of the neighbours of
w. The selected decades should be adjusted
across different runs to achieve the clearest
visual rendition of a semantic shift (if any).

2. Extract the 20-nearest neighbours of w for the
selected decades and remove any duplicate
(i.e. neighbours of w appearing in more than
one decade).

4. From the extracted neighbours, remove words
that are clear misspellings (likely due to OCR
errors).

5. From the model for the most recent decade
(among the selected decades) extract the vec-
tor of each word in the list of neighbours. Dis-
card words that are not in the vocabulary of
the model.
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6. Add the vectors for w from each of the se-
lected decades to resulting list of vector and
convert this list to a numpy array.

7. Reduce dimensionality using T-distributed
Stochastic Neighbor Embedding (t-SNE)14

8. Visualize the resulting two-dimensional em-
bedding space in a scatter plot, highlighting
the label for w in the selected decades. For
details on the latter, see the code repository.

14To do this, we used the implementation of t-SNE by the
sklearn library, setting the number of dimensions to 2, the
maximum number of iterations to 1000, and the initialization
method to random.
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Abstract

We present an optimized implementation of the
weighted sequence alignment algorithm (a.k.a.
weighted edit distance) in a scenario where
the items to align are numeric vectors and the
substitution weights are determined by their
cosine similarity. The optimization relies on
using vector and matrix operations provided
by numeric computation libraries (including
GPU acceleration) instead of loops. The re-
sulting algorithm provides an efficient way of
aligning large sets of texts represented as se-
quences of continuous-space numeric vectors
(embeddings). The optimization made it possi-
ble to compute alignment-based similarity for
all pairs of texts in a large corpus of Finnic oral
folk poetry for the purpose of studying intertex-
tuality in the oral tradition.

1 Introduction

Sequence alignment algorithms have a long his-
tory of usage in both bioinformatics and natural
language processing (NLP). The concept of ‘edit
distance’ dates back to Levenshtein (1966), while a
dynamic algorithm for its performant computation
was presented independently at least by Needle-
man and Wunsch (1970) and Wagner and Fischer
(1974).

With the popularization of the concept of embed-
dings in NLP, units of text (typically words) are
often represented as vectors in a high-dimensional
continuous space, with some similarity measure on
such vectors (typically cosine similarity) capturing
abstract similarity between those units (e.g. sim-
ilarity of words in meaning).1 This opens up the
possibility of non-exact sequential comparison of
texts using weighted alignment with cosine similar-
ities of embedding vectors as weights.

A concrete example of such computation was re-
cently presented by Janicki et al. (2022), who apply

1For a thorough introduction to the subject, see e.g. Pile-
hvar and Camacho-Collados (2020).

alignment to study intertextuality in Old Poems of
the Finnish People (Suomen Kansan Vanhat Runot,
SKVR) – a large collection of Finnic folk poetry
recorded from oral tradition. In Janicki et al.’s arti-
cle, texts are represented as sequences of lines and
the similarity measure for lines is defined based
on bag-of-bigrams vector representation. Although
this is a very simple kind of embedding, it was
proven useful in tackling the high linguistic varia-
tion that characterizes this corpus.

However, due to the size of the corpus (around
90,000 texts), the authors were only able to com-
pute the alignment-based similarity between pairs
of poems pre-selected based on certain criteria,
which might miss some interesting cases.2 In this
paper, we are going to present an optimization of
the alignment computation which allows one to
deal with large amounts of texts. It can be used to
compute an alignment between every single pair of
poems in SKVR using Janicki et al.’s embedding
method. More generally, it can be applied to find
similar passages in any large collection of texts
using an embedding representation of smaller text
units (e.g. words or lines) as basis for similarity.

As the present short paper is incremental work
focused on optimizing a particular well-known,
general-purpose algorithm, we limit the discussion
on its application in the study of Finnic folk po-
etry to a short example in section 4 showing the
benefit of the current improvements. For a broader
Digital Humanities context and a more thorough
discussion of using text similarity in the study of
oral tradition, the reader may be referred to Janicki
et al. (2022).

Existing approaches. Most available Python
packages for sequence alignment are either de-

2Janicki et al. (2022) first apply a clustering algorithm on
individual lines, and then find pairs of poems sharing lines
from same clusters as candidates for alignment. However, the
clustering is meant to group ‘equivalent lines’ with exactly the
same content, so it misses similarities of smaller degree.
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signed specifically for biological sequences (like
e.g. Bio.Align3) or very simple pure-Python
implementations of the base algorithm (like e.g.
alignment4, edit-distance5). A notable
example of a library allowing for alignment of se-
quences of numeric vectors using a custom sim-
ilarity measure, as well as providing a fast C++
implementation, is pyalign6. However, as we
will see in sec. 3, it does not provide sufficient
performance to solve the problems addressed here.

Optimizations to the base algorithm are typi-
cally based on restricting the allowed edit distance
to a small number and pre-selecting or filtering
candidate pairs (e.g. Bocek et al., 2007; Soru and
Ngonga Ngomo, 2013). For handling large num-
bers of strings, also finite state automata have been
used (Schulz and Mihov, 2002). However, these
methods are only applicable to sequences of sym-
bols from a finite alphabet.

2 The Algorithm

2.1 The basic algorithm

We consider the case in which the weight of substi-
tution of a single unit of text is defined by the sim-
ilarity of units being substituted, with 1 meaning
complete similarity (identity) and 0 none. Also the
weight of insertions and deletions is 0. In this for-
mulation, we are looking for the maximum-weight
alignment, which detects as much overlap between
the two sequences as possible.

Let S denote the matrix of similarities between
individual units of both sequences. The alignment
matrix D can be computed using the following
recursive formula (cf. Wagner and Fischer, 1974):

di,j = max





di−1,j

di,j−1

di−1,j−1 + si,j



 (1)

where the considered values amount to the edit
operations of deletion, insertion and substitution,
respectively. After computing the matrix D, the
optimal alignment can be found by backtracing,
from which direction the optimal value was chosen
at each step.

3https://biopython.org/docs/1.75/api/
Bio.Align.html

4https://pypi.org/project/alignment/
5https://pypi.org/project/

edit-distance/
6https://pypi.org/project/pyalign/

Because in the application we are concerned
with computing the alignment-based similarity be-
tween sequences, i.e. the weight of the optimal
alignment (possibly with some further normaliza-
tion), rather than the alignment itself, we will skip
the part of alignment extraction and concentrate on
computing the matrix D efficiently.

2.2 Optimization

Our optimization is based on the idea that computa-
tion on vectors and matrices is faster than comput-
ing individual numbers iteratively, especially when
using a GPU. We will thus group the computations
in two ways:

1. Use vector operations to compute entire rows
of the alignment matrix.

2. Use matrix operations to compute the next row
of alignment matrices between one document
and all other documents at once.

Optimization 1. Because in the formula (1) every
cell of the matrix D depends on the cell to the left,
we cannot use it directly to compute entire rows.
However, we can break down this computation into
two stages:

d∗i,j = max {di−1,j ; di−1,j−1 + si,j} (2)

di,j = max
{
d∗i,j ; di,j−1

}
= max

k≤j
d∗i,k (3)

Now (2) depends only on the previous row, so it
can be computed row-wise, whereas (3) is a cumu-
lative maximum operation. Let fmax(·; ·) denote
the element-wise maximum of two vectors or matri-
ces and cummax(·) the cumulative maximum (row-
wise in case of matrices). Then we can rewrite (2,
3) in vector notation as:

d∗i,1:n = fmax
(

d(i−1),1:n

d(i−1),0:(n−1) + si,1:n

)
(4)

di,0:n = cummax
(
d∗i,0:n

)
(5)

Note that the latter step (cummax) relies on the fact
that the insertion weight is 0, and the optimization
could not be applied otherwise.

Optimization 2. Assuming that we are comput-
ing the alignment between a single target document
and multiple source documents, the next row for
each source document can be computed at once.
We will stack the matrices S and D vertically, so
that the columns correspond to the items of the
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target sequence and the rows to the items of all
source sequences concatenated.7 Let B denote a
set of sequence boundaries, i.e. row indices in the
stacked matrices, at which a new sequence begins.
Further, let m,n denote the (zero-based) indices of
the last row and column of the D and S matrices.

Algorithm 1 Alignment of a single document
against multiple others.

1: DB,0:n ← cummax(SB,0:n)
2: I ← (B + 1) \B
3: while I ̸= ∅ do
4: DI,0 ← fmax (DI−1,0, SI,0)

5: DI,1:n ← fmax
(

DI−1,1:n

DI−1,0:n−1 + SI,1:n

)

6: DI,0:n ← cummax(DI,0:n)
7: I ← (I + 1) \B \ {m+ 1}
8: end while

Algorithm 1 computes the stacked alignment
matrix D. Each iteration computes the next row
of the alignment matrix for each source sequence
simultaneously. The set I contains the indices of
currently computed rows. The notation like I + 1
for a set of indices is a shorthand for {i+1 : i ∈ I}.
Once an index reaches the start of a new sequence
or the end of the corpus, it is removed from the set
(line 7). The first row for each sequence (line 1) and
the first column (line 4) are processed separately
as they cannot refer to the previous row or column,
respectively.

3 Benchmarks

In order to test the optimizations, we compute pair-
wise maximum-weight alignment matrices for po-
ems from the SKVR collection, using the vector-
ization of verses as bags of character bigrams (fol-
lowing Janicki et al. 2022). We conduct the exper-
iments on subsets of the collection with different
sizes, comparing the following algorithm variants:

0 No optimizations – the alignment matrix is com-
puted for each pair of documents separately
using the standard dynamic programming al-
gorithm implemented as a Python loop.

0-PA Using the pyalign library for computing
alignment scores pair by pair. (The matrix

7Because the alignment is symmetric, assuming that the
goal is to compute alignment between all document pairs
and thus we will take every document in turn to be a target
document, it suffices if the source sequences are all documents
following the target document in the corpus (rather than the
entire rest of the corpus).

S is precomputed as a single dot product per
target document.)

1 Only optimization 1 – the alignment matrix is
computed for each pair of documents sepa-
rately, but using vectorized row-wise opera-
tions (NumPy library).

2-NP Optimizations 1 and 2, using the NumPy
library.

2-T-CPU Like above, but using the PyTorch li-
brary on a CPU.

2-T-GPU Like above, but using the PyTorch li-
brary on a GPU.8

In all the variants, we applied a threshold of
0.5 on the similarity of individual items and then
rescaled the values to the interval [0, 1]. This was
done to avoid false positives, but it should not influ-
ence the runtime of the algorithm. The benchmarks
were run on a mid-range desktop PC with an 8-
threaded Intel Core i7-6700 3.4 GHz CPU and a
GeForce GTX 1060 GPU.

The results are shown in Table 1. They indicate
a dramatic reduction in runtimes when using both
optimizations. For larger dataset sizes, the GPU
version is the most efficient, providing around 3x
speedup over the CPU. It can be projected from the
growth that the non-optimized variants (including
the one using pyalign)9 would take weeks to
compute the similarities for the entire SKVR, while
the GPU version does it in less than 9 hours, and
thus can be scaled up to even larger corpora.

4 Application

Using the optimized algorithm, we are able to com-
pute alignment-based similarity between every sin-
gle poem pair in the SKVR collection, and thus
get rid of the pre-selection criteria employed by
Janicki et al. (2022) (which required the poems to

8For memory-saving reasons, the GPU version uses 16-
bit floating point numbers, while the CPU versions use the
default 64-bit float. It might be that the difference in speed is
partly due to the different data type used. PyTorch on CPU
currently does not implement 16-bit floating point arithmetic,
but seems to be faster for 32-bit than 64-bit. This could be
studied in more detail if needed, but the purpose of the current
comparison is to show the benefit from the optimizations.

9It should be noted that pyalign is a very generic and
flexible library, providing much more functionality than what
is tested here. This comparison is intended to prove the need
for the optimizations in our case, but by no means to cast
doubt at the usefulness of pyalign in general.
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#docs variant
0 0-PA 1 2-NP 2-T-CPU 2-T-GPU

100 85.8 18.4 6.7 5.5 5.8 13.4
200 282 53.2 20.3 10.5 9.9 19.8
500 1,109 186 88.6 32.3 27.1 48.3

1,000 3,261 525 283 86.0 69.6 113
2,000 10,400 1,897 1,168 266 204 247
5,000 – 6,287 4,543 888 668 781

10,000 – 24,232 21,963 3,340 2,319 1,800
20,000 – – – 10,623 7,047 3,341
50,000 – – – 33,165 26,291 9,387
88,078 – – – 78,720 92,850 32,036

Table 1: Execution times (in seconds) for the different algorithm variants and different dataset sizes (the last row is
entire SKVR). The experiments marked with ‘–’ were skipped because of long expected computation times and
when the lower performance of the respective variant has already been sufficiently demonstrated.

Ingrian-Finnish Estonian translation sim.
Lilla istu kamperissa, Lilla istus kammeris, The girl was sitting in a chamber, .79
Aik’ oli ikäv uottaa, Tal aeg oli igav oota. It was a sad time waiting. .46
Näki vennan reissivanna Ta nägi venda sõudema She saw a brother [travelling / rowing] .20
Pitkin mere rantaa. Seal üle mereranna. Along the sea coast. .45
“Rikas venna, rakas venna, “Kulla venda, rikas venda ‘Rich brother, [dear / golden] brother .64
Lunast minnuu täältä vällää!” Lunasta mu südant!” Ransom [me from here / my heart]!’ .31
“Millä mie lunassan, “Kellega ma lunastan, ‘With what do I ransom you, .41
Kui miull’ ei ole varraa?” Kui mul ei ole raha.” When I don’t have money?’ .73
“On siull’ koton kolme miekkaa, “Sul on kodu kolmi mõeka, ‘You’ve got three swords at home, .66
Pane niist’ yksi pantiks!” Pane üks neist pandiks.” Pawn one of them!’ .74
“Enne mie luovun siusta “Ennem mina lahkun õekesest, ‘I’d rather give up [you / a sister], .36
Kui omast’ kolmest’ miekast’.” Kui oma sõjamõegast.” Than my own [three / war] sword[s].’ .44

Table 2: Fragment of an Ingrian-Finnish and Estonian version of the song The maid to be ransomed, showing the
possibility of cross-lingual alignment.

have a couple of highly similar verses in common
to be considered for alignment).

The algorithm is scalable enough to be prac-
tically usable even if the SKVR collection is
combined with further corpora of similar size.
In our current research, we combine SKVR
with the Estonian Runosongs Database10 (Eesti
Regilaulude Andmebaas, ERAB), which contains
around 100,000 documents. This allows us to
search for cross-dataset and cross-lingual similari-
ties.

An example for this is given in Table 2. It shows
a fragment of a song The maid to be ransomed in an
Ingrian-Finnish and Estonian version (from SKVR
and ERAB, respectively). Cosine similarities of
verses (in a bag-of-character-bigrams representa-
tion) are given on the right. While the texts are built
in a very similar way, the string-level similarity is
low due to considerable linguistic differences.

10https://www.folklore.ee/regilaul/
andmebaas/

The threshold used by the current method is 0.5,
which allows us to align the verse pairs with sim-
ilarity scores marked in bold. Because there are
quite many alignable pairs, the poems will be eas-
ily recognized as similar. On the other hand, the
method described by Janicki et al. (2022) required
the poems to share verse pairs with similarity of at
least 0.8 in order to be considered for alignment.
Such pairs do not occur here, and thus this poem
pair would go unrecognized.

Furthermore, the runtime of the current method
does not depend on the threshold (unlike the for-
mer), so it could be adjusted to any lower value if
needed. The only limitation for that is that values
below 0.5 are increasingly common for completely
unrelated lines, so lowering the threshold increases
the number of false positives.

5 Conclusion

We have presented an optimized version of the
maximum-weight sequence alignment algorithm
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(a variant of the weighted edit distance algorithm,
a.k.a. Needleman-Wunsch or Wagner-Fisher algo-
rithm). The optimization utilizes matrix operations
for efficient computation on a large number of se-
quences. The weighted alignment can be used for
non-exact comparison of texts, in which individual
text units (like words or poetry lines) are repre-
sented with embeddings. The presented optimiza-
tion made it possible to compute alignment-based
similarity scores for all pairs of poems within a
large collection of Finnic oral folk poetry, opening
possibilities for a large-scale quantitative study of
intertextuality in the Finnic oral tradition.
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Abstract

We perform a direct intrinsic evaluation of
word embeddings trained on the works of a sin-
gle philosopher. Six models are compared to
human judgements elicited using two tasks: a
synonym detection task and a coherence task.
We apply a method that elicits judgements
based on explicit knowledge from experts, as
the linguistic intuition of non-expert partici-
pants might differ from that of the philosopher.
We find that an in-domain SVD model has
the best 1-nearest neighbours for target terms,
while transfer learning-based Nonce2Vec per-
forms better for low frequency target terms.

1 Introduction

Many applications of Artificial Intelligence meth-
ods to textual data rely on language models pre-
trained on large amounts of web text. However,
this does not necessarily yield models suited to
the analysis of texts in the humanities, as such
texts may deviate in style, vocabulary, register and
other regards. On the other hand, models trained
on texts from a specific humanities domain have
far less data available to learn from. As a trade-off,
transfer learning can be applied, where a model is
first trained on a large, general-domain dataset and
then tuned on a smaller, domain-specific dataset.
We compare several tuning approaches based on
Word2Vec (Mikolov et al., 2013a) to a baseline
of a SVD model trained only on domain-specific
data, for the purpose of learning meaning represen-
tations of the terminology of a specific philosopher.

In philosophy, there is interest in supporting the
close reading of texts with the use of information
retrieval methods (Ginammi et al., 2021) based on
distributional semantic (DS) models (Turney and
Pantel, 2010; Erk, 2012; Mikolov et al., 2013a)
to provide a different perspective on texts (Herbe-
lot et al., 2012). Philosophical terms have domain-
specific meanings: for example an accident is a
non-essential property of an entity, rather than an

unfortunate incident. Thus, domain-specific mod-
els and methods of evaluation are necessary.

DS models are often evaluated by comparing
their performance to a gold standard, such as the
SimLex-999 dataset (Hill et al., 2015). However,
these similarity rankings concern general language
terms and their typical senses, rather than domain-
specific philosophical terms. Meanings of terms
may differ between philosophers or even within the
works of a single philosopher. Rather than model-
ing a standard jargon that a group of people uses,
we aim to model the semantics of some particu-
lar philosopher, with no ‘native speaker’ besides
that philosopher. Any evaluation of the quality of
the semantic representations in this kind of model
would require expert knowledge. For this reason
we apply the direct intrinsic evaluation methods
proposed by van Boven and Bloem (2021) with ex-
pert participants. We evaluate six models: we use
Wikipedia data as a general-domain text corpus for
training, and we use a domain-specific corpus of
the works of Willard V. O. Quine for tuning. Quine
was a 20th century American philosopher, whose
works are still of great interest to philosophers, lo-
gicians and linguists. This evaluation will show us
which tuning approach, if any, performs best for
creating meaning representations of philosophical
terms, and for digital humanities applications more
broadly.

2 Related work

Suissa et al. (2022) present an overview of AI-
based text analysis in digital humanities, arguing
that lack of data availability characterizes the field
and that domain adaptation is essential. Sommer-
auer and Fokkens (2019) discuss the difficulties of
applying distributional semantic models to study
conceptual change in digital humanities, drawing
attention to frequency effects and effects of ran-
dom initialization, and the importance of studying
domain-relevant exemplar terms.
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Various digital humanities studies using word
embeddings have been published, but they rarely
include in-domain evaluations of those embed-
dings. Bjerva and Praet (2015) apply word embed-
dings to study relationships between persons in 6th
century Latin text, but do not evaluate their model.
Nelson (2021) train domain-specific word embed-
dings on an 18M word corpus of narratives on
slavery in the American South, but do not evaluate
them. Meinecke et al. (2019) use domain-specific
vectors for aligning medieval text versions, extrin-
sically evaluating by having an expert manually
inspect the resulting alignments, but without intrin-
sically evaluating the embeddings.

Kenter et al. (2015) use word embeddings to
study vocabulary shifts and have human annota-
tors associate words to topics and time periods
for evaluation. They do not use any pre-trained
models. Wohlgenannt et al. (2019) do perform
in-domain evaluation, evaluating word embedding
models trained on two fantasy novel book se-
ries of about 1M tokens each, manually construct-
ing test datasets with domain experts. They com-
pare domain-specific models including Word2Vec
to a transfer learning setup where a pretrained
Word2Vec model is tuned on the fantasy novel cor-
pus. They find that an in-domain Word2Vec model
outperforms the other approaches in an analogy
task and a word intrusion task. Todorov and Colav-
izza (2020) find that fine-tuning pre-trained BERT
embeddings does not help for named entity recog-
nition in historical corpora, though this is in addi-
tion to the use of in-domain FastText embeddings.

In the philosophical domain, several domain-
specific evaluation methods have been proposed,
but none have directly evaluated model out-
put. Evaluated models include the widely used
Word2V ec (W2V; Mikolov et al., 2013a,b) pre-
dictive model, Nonce2V ec (N2V; Herbelot and
Baroni, 2017) which is an adaptation of the skip-
gram W2V model designed for learning from few
training examples in tiny text corpora, and count-
based SV D models in the Levy et al. (2015) im-
plementation.

Avoiding the issue of obtaining expert knowl-
edge, Bloem et al. (2019) evaluate these models us-
ing a metric of model consistency, which rewards
models that yield similar vectors when trained on
different samples of the same target term within the
same domain. They found that N2V outperforms a
SVD baseline by this metric.

What word is most related to ’Information’ ?

a) Learning b) Reductions
c) Collateral d) Application
e) Ordered Pair f) None of these words is even

remotely related

Table 1: Synonym detection task example question.
Here, the options are the k-nearest neighbours of tar-
get word ‘information’ of the various evaluated models.

What word does not belong to the group?

a) Numbers b) Pronouns
c) Subtraction d) Actually

Table 2: Coherence task example question, with target
word a), nearest neighbours b) and c), and outlier d).

Oortwijn et al. (2021) evaluated these models
based on a conceptual network they constructed,
comparing the similarity of learned embeddings for
specific philosophical target terms to their position
in this network. They found that domain-specific
N2V and the count-based baseline models outper-
formed a domain-general W2V model. As the net-
work was pre-defined, only a limited set of terms
could be considered. Betti et al. (2020) propose
the use of a more elaborate ground truth in evalu-
ation that includes many relevant as well as irrel-
evant terms, centered around a specific concept as
defined by a specific philosopher. This still would
not account for creative model output.

Lastly, van Boven and Bloem (2021) proposed
the use of direct intrinsic evaluation to provide
more comprehensive coverage of anything the
models might output. Methods from Schnabel et al.
(2015) are adapted to the scenario of eliciting ex-
pert knowledge where experts respond to nearest
neighbour words that the model generates. Van
Boven and Bloem (2021) report competitive inter-
rater agreement scores between experts for this
method. We adopt this approach for philosophical
domain model evaluation.

3 Methods and data

The direct intrinsic evaluation method consists of
a synonym detection task and a coherence task,
adapted from Schnabel et al. (2015). Synonym de-
tection entails selecting the most related word to
target word t from a set of words, which are the k-
nearest neighbours of t in each included model. In
this task, participants thus indicate their preference
between the outputs of all evaluated models. Table
1 illustrates the set-up of this task. In the coherence
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task, which is illustrated in Table 2, expert partici-
pants are asked to identify a semantic outlier in a
set of words, which is less close to t in the model
than the other options. The aim of this task is to as-
sess whether groups of words are mutually related
in a small neighbourhood in the embedding, evalu-
ating model coherence. Here, each model is evalu-
ated individually. The combination of the two tasks
provides insight into the absolute as well as the rel-
ative performance of the models. We refer to van
Boven and Bloem (2021) for further details on the
tasks, and an evaluation of the method. The evalu-
ation tasks were conducted through online surveys
on the platform Qualtrics1.

Following Schnabel et al. (2015), we analyse
the results of both tasks through a random per-
mutation test, with the number of permutations
n = 100, 000. We use the difference in mean
scores (i.e. the percentage of votes) between mod-
els as our test statistic for the synonym detection
task, and for the coherence task we use the preci-
sion scores (i.e. the proportion of correctly identi-
fied outliers per model). As each model has its own
qualities and the tasks evaluate different aspects, it
is possible for the two tasks to yield different ‘win-
ners’.

3.1 Data

As training data we use a 140M token domain-
general Wikipedia corpus and the 2.15M token
QUINE corpus (v0.5, Betti et al., 2020), which in-
cludes 228 philosophical articles, books and bun-
dles written by Quine. Following van Boven and
Bloem (2021) we use the test set for the influential
book Word & Object (Quine, 1960) by Bloem et al.
(2019) as target terms for evaluation. This test set
contains 55 terms selected from the index of the
book, of which we use 25 in Experiment 1, 14 in
Experiment 2 and 6 in both of the experiments.2

For models that processed both datasets, the target
terms were marked in the QUINE corpus so that
embeddings for target terms in both corpora were
learned independently of each other.

3.2 Models

We compare a W2V model, two instances of
a count-based SV D and three instances of the

1www.qualtrics.com
2The terms and their frequencies are those avail-

able in van Boven and Bloem’s (2021) supplemen-
tary materials at https://github.com/gvanboven/
direct-intrinsic-evaluation

N2V model, which we chose for comparability
to Oortwijn et al.’s (2021) evaluation on this data.
Nonce2Vec works by training target terms and their
in-domain context sentences into a general-domain
background model (trained on Wikipedia). We ap-
ply Word2Vec in a similar setup where we con-
tinue training the Wikipedia model only on a target
term’s context sentences from the QUINE corpus.
This is done for comparability with N2V. There-
fore, our W2V and N2V models are all trained
on the Quine dataset with the Wikipedia corpus as
a background model in a transfer learning setup,
and we test different forms of transfer learning.
We did not include a GloVe model as it is trained
similarly to SVD and typically performs similarly
to Word2Vec, and additional models would make
the annotation task too lengthy for the domain ex-
perts. Rather than including BERT, we use only
type-based embeddings because we consider them
more transparent to the domain experts; each type
only has one representation which is somewhat in-
terpretable. We refer to Ehrmanntraut et al. (2021)
for further arguments in support of their use in dig-
ital humanities applications, such as better perfor-
mance on small datasets.

The first variant of the N2V model, N2VAdd is
N2V’s additive baseline model used for its initial-
ization, which simply sums Wikipedia background
vectors of a target term’s context words (Lazaridou
et al., 2017). N2VDef uses the default hyperparam-
eters of Herbelot and Baroni (2017), tuned for very
small datasets. N2VCon is tuned on Bloem et al.’s
(2019) consistency metric. Learning rates and de-
cays are lower in N2VCon than in the N2VDef

model, so the tuning is less strong. The W2V
model is trained over 5 epochs, with start α = 1.0
and end α = 0.1.

For the count-based models, the Hyperword
SVD-PPMI implementation of Levy et al. (2015)
is used with a window size of 5. We have a transfer
setup trained on both the in-domain and general
domain corpus (SV DQ+W ), and lastly we have a
baseline without transfer learning trained only on
the in-domain corpus (SV DQ).

Based on previous philosophy domain evalu-
ations and other work indicating relatively poor
W2V performance on smaller datasets (Asr et al.,
2016) and rare words (Luong et al., 2013; Herbelot
and Baroni, 2017), we expect N2V and SVD to out-
perform W2V. Furthermore, we expect N2V to out-
perform SVD, as this was the outcome of previous
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Figure 1: Results of the synonym detection task.
∗ indicates p < 0.05, ∗∗ indicates a significant p-value
after Bonferroni-correction (Bonferroni, 1936).

evaluations by other metrics. Nevertheless, N2V is
designed for tiny rather than small data. For this
data size, count-based models have been shown to
perform well (Sahlgren and Lenci, 2016).

4 Results

4.1 Experiment 1: Synonym detection task

Three experts on the work of Quine, who all hold a
Master’s degree in philosophy and have studied his
work extensively, participated in this experiment.
They evaluated 31 target words on two nearest
neighbour ranks k, with k ∈ {1, 10}. We compare
the mean scores of all model combinations, result-
ing in 15 comparisons. The total number of cast
votes for best synonym is 136.3 The data from one
of the participants was excluded, as the participant
indicated that the task was too difficult.

The overall scores, including the comparisons
that were found to be significant, are shown in
Figure 1. Figure 2 displays the scores by rank.
SV DQ receives most (31.5%) of the votes, but per-
forms by far best on the rank 1 nearest neighbours.
SV DQ+W performs best on rank 10 nearest neigh-
bours. Significant differences are found between
SV DQ and N2VAdd (p = 0.00079), N2VDef

(p = 0.00014) and W2V (p = 0.00009). Inter-
rater agreement is κ = 0.492. Figure 3 displays
the scores split by term frequency, where N2VCon

scores best for low frequency words and SV DQ

on high frequency words.
Surprisingly, the N2VDef model performs

poorly even compared to N2VAdd, the Nonce2Vec

3124 ratings + 12 votes that counted double as the selected
option word is returned by multiple models

Figure 2: Synonym detection task: scores by nearest
neighbour rank of the test items.

Figure 3: Synonym detection task: scores split by term
frequency n. For high frequency terms, n > 275 and
for low frequency terms n < 84.

baseline. This could be because N2VDef is de-
signed for learning from only a few occurrences.
Conversely, as the learning rate and its decay are
lower in the N2VCon model, it may be better for
representing small but not tiny datasets.

4.2 Experiment 2: Coherence task

In this task, we include the two best performing
models (SV DQ and N2VCon) and the model that
obtains the lowest score (W2V ) in Experiment 1.
Only three models were selected because they have
to be evaluated one-by-one in this task. All mod-
els are tested on 20 target words and evaluated
by the two expert participants. The total amount
of ratings is 40 for each model. Figure 4 shows
that W2V performs significantly worse than both
N2VCon and SV DQ, while the difference between
the two latter models is not significant. Inter-rater
agreement is κ = 0.345.4 Figure 5 and 6 display
the scores split by term frequency, where we find

4As van Boven and Bloem (2021) discuss, the observed
inter-rater agreement rates are similar to those of traditional
semantic annotation tasks involving implicit knowledge.
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Figure 4: Results of the coherence task. Correct in-
dicates the outlier was correctly identified, Incorrect
means another words was chosen as the outlier, and
None indicates that the option "No coherent group can
be formed from these words" was selected.

that the best scoring N2VCon also performs best
for high frequency words, while for low frequency
words N2VCon and SV DQ obtain the same score.

5 Discussion

The models that perform best are SV DQ (the non-
transfer learning baseline) and N2VCon. SV DQ

received the most votes in the synonym detection
task, and performed especially well at producing
rank 1 nearest neighbours related to the target term.
N2VCon scored higher in the coherence task, pro-
ducing better clusters of related top neighbours,
and producing better rank 10 neighbours in Ex-
periment 1. This suggests SV DQ would be more
suitable for applications where top 1 precision is
important, while N2VCon would do better in ex-
ploratory applications where a larger range of re-
lated terms is examined. The poor performance of
the popular W2V model for this domain and cor-
pus size is in line with the findings of Oortwijn
et al. (2021).

Both the count-based approach and the predic-
tive approach produced a well-performing model.
The hyperparameters and the transfer learning
setup seemed to affect the scores more than the
chosen approach. This matches Levy et al.’s (2015)
claim that design choices and parameter settings in-
fluence embedding quality more than the model.

For philosophical inquiry it is important that
representations of low frequency words are good,
as few resources are available and low frequency
terms can be crucial to understanding a concept. In
the synonym detection task, N2VCon does better
on low frequency words while SV DQ does bet-
ter on high frequency words. Conversely, in the

Figure 5: Scores for all models in the coherence task for
low frequency terms (n < 142) only.

Figure 6: Scores for all models in the coherence task for
high frequency terms (n > 187) only.

coherence task, N2VCon does better on high fre-
quency words, though its low frequency perfor-
mance is still equal to SV DQ. As N2VCon scored
well overall on our low frequency target terms and
in Bloem et al.’s (2019) consistency evaluation, it
appears the most promising for modeling philo-
sophical terms. However, it is remarkable that a
simple SVD baseline performs so well compared to
W2V-based transfer learning approaches. Together
with results from other work (Wohlgenannt et al.,
2019), this suggests that in digital humanities ap-
plications, in-domain data should be favoured over
transfer learning approaches at least when 1M to-
kens of training data (or more)5 are available.
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Abstract

We describe initial work in developing a
methodology for the automatic generation of a
conversational agent or ‘chatbot’ through term
and relation extraction from a relevant corpus
of language data. We develop our approach in
the domain of industrial heritage in the 18th
and 19th centuries, and more specifically on
the industrial history of canals and mills in Ire-
land. We collected a corpus of relevant news-
paper reports and Wikipedia articles, which
we deemed representative of a layman’s un-
derstanding of this topic. We used the Saf-
fron toolkit to extract relevant terms and rela-
tions between the terms from the corpus and
leveraged the extracted knowledge to query
the British Library Digital Collection and the
Project Gutenberg library. We leveraged the
extracted terms and relations in identifying
possible answers for a constructed set of ques-
tions based on the extracted terms, by match-
ing them with sentences in the British Library
Digital Collection and the Project Gutenberg
library. In a final step, we then took this data
set of question-answer pairs to train a chatbot.
We evaluate our approach by manually assess-
ing the appropriateness of the generated an-
swers for a random sample, each of which is
judged by four annotators.

1 Introduction

Conversational agents or ‘chatbots’ are a conve-
nient way of making information available, as can
be witnessed from the significant growth of chat-
bots used in all kinds of settings, from banks to
public services.1 Also in cultural heritage settings,
chatbots are now being employed more and more to
interact with visitors to websites and virtual exhibi-

1https://www.marketsandmarkets.
com/Market-Reports/
smart-advisor-market-72302363.html

Figure 1: Example of a ”mill race” or ”mill run” that
was used to provide continuous water power to mills
(image: author).

tions.2 Although frameworks such as Rasa (Bock-
lisch et al., 2017) enable the development of sophis-
ticated chatbots that allow for fluent dialogue, an
important bottleneck is in collecting and defining
the training data for such systems. Training data
comes in the form of ‘intent-question’ pairs, for
example: order - Are you open?; Can I order?;
Will you deliver. The definition and collection of
such training data for any given application domain
are challenging and costly, in particular for more
specific and content-rich topics such as in cultural
heritage settings. The range of possible intents will
be significantly larger and more varied than in typi-
cal commercial settings such as ordering products
or services. We, therefore, explore the use of term
and relation extraction from a relevant corpus of
language data as a bootstrapping step in identifying
relevant concepts that can serve as intents.

In this paper, we describe our work towards de-
veloping a methodology where we focus on term
and relation extraction for end-to-end text gener-

2https://pro.europeana.eu/page/
culture-chatbot
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Galway Advertiser The Journal Buildings of Ireland History of Ireland
Galway Educate Together The Irish Times Stormontfield Heritage Galway Library
Irish Waterway History Clifden Heritage This is Galway Galway.net
National Archives Galway Museum Wikipedia

Table 1: Identified online resources related to the city of Galway.

ation. This allows us to be independent of the
existing resources needed to train a conversational
agent. We develop our approach in the domain of
industrial heritage, and more specifically on the
industrial history of canals and mills in Ireland.

2 Related Work

Term extraction for conversational agents was pre-
sented by Pereira et al. (2019) and applied for cus-
tomer service dialogue in the FinTech domain. The
authors provide insights on term extraction for au-
tomatic generation of taxonomies from customer
service dialogue data, which can contribute to the
conversational agent use case by taking advantage
of existing dialogues between customers and agents
as learning data about the domain. Similarly, At-
zori et al. (2017) create a recommender system
within the travel domain, leveraging lightweight ac-
cess through chatbots to support travellers during
their holiday stay.

Huang et al. (2007) presents an approach for
extracting question-answer pairs as chat knowledge
from online discussion forums to train a chatbot
for a certain domain. The authors use an SVM
classifier to identify and rank relevant question-
answer pairs based on content similarity. Domain-
specific terms have been identified as a key part of
understanding user requests in chatbot interaction
(Mohapatra et al., 2018).

Chao et al. (2021) study chatbot development
using a systematic patent analytic approach. They
apply text-mining techniques, including document
term frequency analysis for key terminology ex-
tractions, a clustering method for identifying the
subdomains, and Latent Dirichlet Allocation (LDA)
for finding the key topics of a patent set.

Abu-Shawar and Atwell (2016) focus on trans-
forming corpora to a specific chatbot format, which
is used to retrain a chatbot system. For this task, the
authors use different dialogue corpora, i.e., such
as the British National Corpus of English (BNC)
and the Quran, which is a monologue corpus where
verse and following verse are turns. The main goal
of this automation process is the ability to generate

different chatbot prototypes that communicate in
different languages based on the corpus.

In contrast to previous work, our approach does
not leverage classification methods to align a ques-
tion to a predefined intent or answer, respectively.
Additionally, leveraging term and relation extrac-
tion on a relevant corpus of language data, our
approach is not limited to existing resources, such
as the Ubuntu Dialogue Corpus (Lowe et al., 2015),
data sets drawn from Twitter (Ritter et al., 2010)
or Reddit (Roller et al., 2021), needed to train a
conversational agent.

3 Data

This section provides insights on the resources used
to build a chatbot in the domain of industrial her-
itage in the 18th and 19th centuries, i.e. the Galway
Data Set, British Library Digital Collection and the
Project Gutenberg library.

3.1 Galway Data Set

For our work, we initially leveraged 14 online re-
sources to extract the required data for term and
relation extraction in the domain of industrial her-
itage (see Table 1). In addition to online resources,
we also leverage Wikipedia,3 a freely available en-
cyclopaedia that is built by a collaborative effort of
voluntary contributors, to further increase the data
set for term and relation extraction.

3.2 British Library Digital Collection

The British Library Digital Collection (BLDC) in-
cludes a collection of digitised books created by
the British Library. This is a collection of books
that have been digitised and processed using Opti-
cal Character Recognition (OCR) software to make
the text machine-readable. We used the Curatr on-
line platform (cf. Section 5.2) to access BLDC to
retrieve a corpus in the domain of industrial her-
itage.4

3https://en.wikipedia.org/
4See Appendix A.1 for the list of digitised books used in

this work.
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3.3 Project Gutenberg library

Project Gutenberg5 is the oldest digital library
founded in 1971 and aims to digitise and archive
cultural works. Most of the items in its collection
are the full texts of books or individual stories in the
public domain. All files can be accessed for free un-
der an open format layout, which stores more than
50,000 items in its collection. Most items are in
the English language, but many non-English works
are also available. There are multiple affiliated
projects that provide additional content, including
region- and language-specific works. We selected
100 items from the Project Gutenberg library that
represent the 18th and the 19th century.6

4 Methodology

Within our work, we first leverage the Galway data
set to extract most relevant terms and relations be-
tween them in the domain of industrial heritage.
We use these terms and relations in the next step to
extract sentences from the BLDC and the Project
Gutenberg corpus containing these terms and rela-
tions.

4.1 Term Extraction

For our initial step in extracting the most relevant
terms within the targeted domain, we leveraged
the identified online resources and collected doc-
uments relating to the city of Galway. Once the
documents were collected, we employ the Saffron
framework7 (see Section 5.1) to extract the 100
most relevant terms from the collected documents,
with a maximum term length of four words. Can-
didate term retrieval is the first step in the term
extraction process. Saffron extracts potential can-
didate terms using noun phrase extraction, which
are filtered based on term length, as specified in the
configuration.

After selecting candidate terms, Saffron eval-
uates their relevance to the domain and ranks
them accordingly from the most relevant to
the least relevant. Saffron uses a combination
of scoring functions calculated for each of the
candidate terms. It combines functions, such
as comboBasic, totalTfIdf, cValue and
residualIdf (Astrakhantsev, 2018), which are
based on occurrence frequencies. More in detail,
we leverage frequencies of candidate terms across

5https://www.gutenberg.org/
6See Appendix A.2 for the list of item used in this work.
7https://saffron.insight-centre.org/

the documents or occurrences as part of other candi-
date terms, and that are based on reference corpora,
i.e., comparing occurrences in the data set versus
a generic reference data set (”weirdness” function,
with Wikipedia being used as reference corpus).
Finally, a voting algorithm (Zhang et al., 2008) is
then used to combine the functions.

The final set of terms is selected from the origi-
nal list of candidate terms after ranking, by filtering
the top 100 terms of the list.

4.2 Relation Extraction
In the next step, we first parsed the initial data
set and extracted the dependencies between tokens
by the usage of the Stanza8 dependency parser
(Qi et al., 2020). We retrieved the dependencies
where the extracted terms were identified with
their relation, e.g. subj(flow, water). Fi-
nally, we identified triples, where two terms are
linked through a relation. As an example, from the
extracted dependencies subj(leave, canal)
and obj(leave, river) we construct the
triple subj obj(canal, leave, river).

4.3 Conversational Data Set Creation
In the final step, the extracted terms and the rela-
tions were used to query the BLDC corpus and the
Project Gutenberg library to obtain a more rele-
vant data to train the chatbot system. With this, we
obtained four different data sets, i.e.:

• subject or object term data set: A subject or
object term has to be present in the sentence
from the BLDC and the Project Gutenberg
corpus.

• subject and object term data set: The subject
and the object term of the same triple have to
be present in the sentence from the BLDC and
the Project Gutenberg corpus.

• subject or object term and relation data set:
The subject or object term with its relation
within the same triple have to be present in
the sentence from the BLDC Corpus or the
Project Gutenberg corpus.

• concatenated corpus: A weighted corpus of
the sub-corpora mentioned above is generated.

The final data set to train the chatbot is de-
rived from the Galway data set, the BLDC and the

8https://stanfordnlp.github.io/stanza/
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Questions Answers

lines tokens types tokens types

subject or object term 659,433 3,062,197 120 29,964,660 123,381
subject and object term 70,584 570,689 114 4,088,592 41,944

subject or object term and relation 4,010 25,355 132 246,759 19,124
concatenated corpus 729,636 3,595,795 164 33,542,445 123,052

Table 2: Statistics on extracted question-sentence pairs based on the extracted terms and relations.

Question pattern Term(s) Relation Term(s) embedded within a Question

What is a TERM? canal / What is a canal?
Tell me about a TERM staircase / Tell me about a staircase
I’m interested in TERM steam engine / I’m interested in steam engine
Was TERM used in Galway? gate used / Was lock gate used in Ireland?
What was TERM used for? mill / What was mill used for?
What is the relation between SUBJECT-
TERM and OBJECT-TERM?

chamber, gate / What is the relation between a
chamber and a gate?

What does a SUBJECT-TERM
PREDICATE?

bridge cross What does a bridge cross?

Table 3: Examples of question patterns and the extracted terms and relations embedded within a question.

Project Gutenberg corpus, which represents a broad
overview of the industrial environment of late 18th
and 19th century Ireland. As discussed, from the
collected documents, key terms and relations be-
tween them were identified using the knowledge
extraction framework Saffron and the dependency
parser Stanza. The terms and relations serve as a
means of extracting high-relevance sentences that
inform the chatbot’s proficiency. This resulted in
659,433 relevant sentences (Table 2), which con-
tained at least one of the extracted terms. We
used 90% of the sentences for training and 10%
for validation (development set) purposes. We fil-
ter this corpus based on subject and object terms
in combination with the relation that appeared in
the sentence, resulting in four sub-corpora for chat-
bot generation. From the held-out evaluation set,
50 sentences were randomly selected for manual
evaluation by the four annotators.

4.4 Question Generation

As end-to-end chatbots are trained based on
question-answer pairs, we use the extracted terms
and relations for the question part and embed them
within manually defined questions. As an example,
the extracted term canal would become What is a
canal? Table 3 shows the patterns used to construct
the questions needed to train the chatbot. Using

the OpenNMT toolkit (Section 5.3), the chatbot
learns to properly respond to a question through
the identified sentences, which contains the rele-
vant (extracted) terms and relations.

5 Experimental Setup

In this section, we give an overview of the Saffron
framework used for term and relation extraction.
We leverage these terms to query the BLDC corpus
through the Curatr online platform. Furthermore,
we provide information on OpenNMT and the ar-
chitecture of the trained sequence-to-sequence neu-
ral network. Finally, we provide insights on the
evaluation approach.

5.1 Term Extraction with Saffron

Term extraction was performed with the knowledge
extraction framework Saffron. This open-source
tool allows us to extract terms (i.e. multi-word
expressions) of the domain of the corpus, i.e. here
the industrial history of canals and mills. Several
parameters can be specified, such asN , the number
of terms extracted, which we set up to 100 in order
to cover a range of various terms (Bordea et al.,
2013). The minimum and the maximum length of
the terms can be determined, which we set to one
and four words, in order to obtain generic terms
(e.g. canal) as well as more specific ones (e.g. mill
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race).

5.2 Curatr

Curatr9 is an online platform providing access to
the British Library Digital Collection. The platform
hosts digitised versions of all English-language
books from the British Library collection, corre-
sponding to over thirty-five thousand unique titles,
from 1700 to 1899. The data collection consists of
over forty-six thousand unique volumes of text.

The system enables queries on the equivalent of
over 12 million individual pages of text, which can
be searched and sorted by author, title, year, and
the actual full-text of the volumes themselves. This
allows us to identify content relating to specific
themes within little known or very long, unwieldy
texts.

As Curatr supports the creation and export of
smaller sub-corpora, we used it to filter the entire
collection to produce a much smaller set of texts
for closer inspection. We used the terms mills
and canals to retrieve a corpus in the domain of
industrial heritage in the 18th and 19th centuries.

5.3 Text Generation

The neural models for text generation were per-
formed with the OpenNMT toolkit (Klein et al.,
2017). We used the transform-based network with
its default setting. The network used a six-layer
encoder-decoder model with the attention mecha-
nism enabled (Vaswani et al., 2017). To cover the
entire vocabulary of the training set, we use sen-
tencepiece to split the words into subword units.
The training approach uses a batch size of 4,096,
leveraging the ADAM optimiser (Kingma and Ba,
2015). We set the word embeddings’ size to 500,
and hidden layers to size 500, dropout = 0.1, re-
spectively. We used a maximum sentence length of
50.

5.4 Evaluation Approach

The evaluation of responses of open-domain con-
versational agents, such as chatbots, is still an open
question (Liu et al., 2016) since a variety of an-
swers can be considered as correct. Therefore, we
randomly selected 50 question-term pairs (out of
the 100 pairs of the evaluation set) and evaluated
manually the generated answers. Following the
error classes by (Coughlin, 2003), four volunteers

9http://erdos.ucd.ie/curatr/about

were assessing the chatbot’s responses to the ques-
tions into three classes:

• Unacceptable = 1. Absolutely not comprehen-
sible and/or little or no information generated
accurately.

• Possibly Acceptable = 2. Possibly compre-
hensible (given enough context and/or time
to work it out); some information generated
accurately.

• Acceptable = 3. Not perfect (stylistically or
grammatically odd), but definitely compre-
hensible, AND with all important information
generated accurately.

In addition to the manual evaluation, we anal-
ysed the Inter Annotation Agreement (IAA) be-
tween the four annotators. For this, the Fleiss’
Kappa (Fleiss et al., 1971) was calculated (Equa-
tion 1). P (actual agreement) and Pe (expected
agreement) measure the reliability of agreement be-
tween a fixed number of annotators when assigning
categorical ratings to several items or classifying
items.

κ =
P − Pe

1− Pe
(1)

6 Results and Discussion

In this section, we present the evaluation results
of generated answers and provide some further in-
sights into the challenges of generating accurate
responses.

6.1 Evaluation Results

Table 4 illustrates the manual evaluation of the
50 automatically generated answers. All anno-
tators marked each answer either as unaccept-
able (1), possible acceptable (2) or acceptable
(3). The scores from the annotation campaign
range from 1.30 to 2.54. As seen from the ta-
ble, the annotators evaluated the responses gen-
erated from the subject and object term
training set with the highest score, an average of
2.40. The answers generated from the training
set concatenated corpus were annotated
with the lowest scores. The chatbot trained on
subject and object term benefits from
various generated questions containing two rele-
vant terms, while all other corpora contain more
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Annotator 1 Annotator 2 Annotator 3 Annotator 4 Average

subject or object term 2.20 2.00 1.92 1.64 1.94
subject and object term 2.54 2.46 2.24 2.34 2.40

subject/object term and relation 1.52 1.56 1.92 1.38 1.60
concatenated corpus 1.34 1.54 1.64 1.30 1.46

Table 4: The evaluation scores of each annotator, based on the 50 automatically generated answers with its average
score.

κ

subject or object term 0.21
subject and object term 0.33

subject/object term and relation 0.36
concatenated corpus 0.41

Table 5: Annotator agreement scores based on the quality of the generated answers.

general questions with only one term or the com-
bination of a term and its relation, depending on
if terms and relations were used to extract the sen-
tences.

Inter Annotator Agreement Due to the annota-
tion approach with four annotators, we calculated
the Fleiss’ κ score based on the evaluation of the
quality of the generated answers. Table 5 shows the
different scores for each of the different corpora the
chatbot was trained on. The annotators achieved
a fair agreement10 evaluating the first three cor-
pora, and moderate agreement11 (Fleiss et al., 1971)
evaluating the chatbot’s answers trained on the
concatenated corpus.

6.2 Discussion
As mentioned before, the evaluation of an open-
domain chatbot is still an open challenge, as var-
ious answers can be considered as correct. In a
manual analysis of the chatbot’s responses, we ob-
served meaningful answers across all different data
sets. Nevertheless, the first two examples in Table
6, Tell me about a cotton and a sawmill) and What
is the relation between a gate and a river, illustrate
examples, where the system did not provide a mean-
ingful answers. While the first example only gives
answer related to one term, i.e., sawmill. Although
both terms are present in the generated answer, the
second example demonstrates an incomprehensi-
ble answer where additional information is missing
in the sentence. The third example illustrates the

10fair agreement = 0.21 – 0.40
11moderate agreement = 0.41 – 0.60

lexical ambiguity of the word lock.12 Whereas the
desired answer relating to the enclosure consist-
ing of a section of canal, the chatbot generates an
answer with the meaning of a fastener fitted to a
door.

Analysing the remaining examples in Table 6,
i.e., What is the relation between a log and water?
or What is the relation between a lumber and a
mill, the chatbot provided acceptable responses.
For the former example, the chatbot provides the
information on switching the transport of logs from
water to railroads, while for the latter, the system
generates a meaningful explanation that logs were
cut into lumber by a mill.

7 Conclusion and Future Work

We described an approach towards the bootstrap-
ping of a chatbot in the cultural domain through
the application of readily available tools for term
and relation extraction and natural language gener-
ation. The evaluation shows that the end-to-end
neural model produces acceptable results when
asking questions about the industrial heritage of
the 18th and 19th centuries. Nevertheless, the ap-
proach does require more extension and refinement
to be useful for automatic chatbot development.
The current limitations of the approach are in data
collection, term and relation extraction and eval-

12from Princeton WordNet, 1: a fastener fitted to a door
or drawer to keep it firmly closed, 2: enclosure consist-
ing of a section of canal that can be closed to control
the water level; used to raise or lower vessels that pass
through it. http://wordnetweb.princeton.edu/
perl/webwn?s=lock
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Question #1 Tell me about a cotton and a sawmill
Generated Answer A sawmill or lumber mill is a facility where logs are cut into lumber.

Question #2 What is the relation between a gate and a river?
Generated Answer On the clare side of the river, at the foot of thomond gate 587 limerick.

Question #3 Tell me about a city and a lock
Generated Answer 287 the gates of the city to be put in repair with locks and keys

Question #4 What is the relation between a log and water?
Generated Answer Availability of railroad transportation for logs and lumber encouraged building

of rail mills away from navigable water.

Question #5 What is the relation between a lumber and a paper?
Generated Answer The larger pieces of wood that wo n’t make lumber are chipped into wood chips

and provide a source of supply for paper mills.

Question #6 What is the relation between a lumber and a mill?
Generated Answer A sawmill or lumber mill is a facility where logs are cut into lumber.

Question #7 What is the relation between a boat and a wheel?
Generated Answer [ 25 ] these floating mills had a wheel that was attached to a boat moored in a

fast flowing river.

Question #8 Tell me about a machine and water
Generated Answer The water power could be used for driving the splint and box-making machines.

Question #9 Tell me about a lock and water
Generated Answer The lock is filled with water from upstream.

Table 6: Examples of questions and the generated answers from the best performing model.

uation. In particular, our current data set consists
only of a small number of contemporary documents
of general but not of specific relevance to the ap-
plication under consideration, i.e. industrial her-
itage of Ireland in the 18th and 19th centuries. In-
stead, in future work, we want to focus on data
collection in digital libraries on contemporary as
well as historical documents specifically on top-
ics that are of direct relevance to this application
context. While we extracted relevant terms and
relations in the targeted domain, these terms are
mostly single-word terms. Therefore, we are plan-
ning to focus on extracting more multi-word terms,
which will help us to identify relevant sentences
for training the chatbot system. Further, the gener-
ation of questions based on the extracted terms and
relations is currently limited to a template-based
approach. We envision that the inclusion of neural
models, such as Text-To-Text Transfer
Transformer (T5) (Raffel et al., 2020) will
generate better natural language questions. Fur-
thermore, we plan to incorporate multi-modal ap-
proaches, i.e. incorporating images within the chat-
bot, for visual representation as well as for dis-

ambiguation approaches. Finally, we would like to
include relevant historical expertise to better inform
our approach from the use case perspective.
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A Appendices

A.1 British National Library Collection

Title Author(s) Published

1 Kilkenny City and County Guide and Directory, etc. With a
map.

Bassett, George
Henry

1884

2 County Down Guide and Directory, including the borough of
Newry, etc. With a map.

Bassett, George
Henry

1886

3 The Book of Antrim. A manual and directory, etc. With a map. Bassett, George
Henry

1888

4 The Book of County Armagh. A manual and directory, etc.
With a map.

Bassett, George
Henry

1888

5 The history and antiquities of Tallaght, County Dublin Handcock, William
Domville

1877

6 The Post Chaise Companion ... By R. Lewis or William Wilson.
The 3d edition, corrected and enlarged, with an entire new set
of plates

Lewis, R., Wilson,
William

1803

7 The Old Bridge of Athlone Joly, John Swift 1881
8 The Post Chaise Companion ... By R. Lewis? or W. Wilson.

The 4th edition, corrected and enlarged, with an entire new set
of plates

Lewis, R., Wilson,
William

1820

9 Ancient Naas. Extracted from the ”Journal of the County Kil-
dare Archæological Society.”

De Burgh, Thomas J. 1895

10 The Ancient and Modern History of the Maritime Ports of
Ireland

Marmion, Anthony 1855

11 The Ancient and Modern History of the Maritime Ports of
Ireland.

Marmion, Anthony 1860

12 History of the Rise and Progress of Belfast, and Annals of the
County Antrim, etc

Pilson, James Adair 1846

13 A Short Topographical and statistical account of the Bandon
Union; with some observations on the trade, agriculture, manu-
factures and tideways of the district. With a map.

Spillar, William A. 1844

14 The Book of County Tipperary. A manual and directory, etc.
With a map.

Bassett, George
Henry

1889

15 History of Sligo, county and town, from the earliest ages to
the close of the reign of Queen Elizabeth (to the present time).
With illustrations, etc

Martin, William Gre-
gory Wood

1882

16 Sights and Scenes in our Fatherland Lacy, Thomas 1863
17 The Irish Commercial and Railway Gazetteer, showing every

town and railway station in Ireland, alphabetically arranged,
with county, distance from Dublin, etc

Leggatt, John E. 1879

18 Rigby’s Illustrated Guide to Belfast and the North of Ireland Rigby, Thomas 1895
19 How to spend a month in Ireland, and what it will cost Roney, Cusack

Patrick
1861

20 The new Hand-Book of Ireland; an illustrated guide for tourists
and travellers

Walker, John A.,
Godkin, James

1871

21 Corporation. The Council Book of the Corporation of Youghal
... Edited from the original, with annals and appendices ... by R.
Caulfield. With plates, etc.

Caulfield, Richard 1878
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22 The Council Book of the Corporation of Kinsale, from 1652
to 1800. Illustrated. ... Edited from the original, with annals
and appendices compiled from public and private records, by R.
Caulfield

Caulfield, Richard 1879

23 The History of the Two Ulster Manors of Finagh, in the County
of Tyrone, and Coole, otherwise Manor Atkinson, in the County
of Fermanagh, and of their owners

Corry, Somerset
Richard Lowry

1881

24 Limerick: its history and antiquities, ecclesiastical, civil, and
military, from the earliest ages, with copious historical, archæo-
logical, topographical, and genealogical notes and illustrations;
maps, plates, and appendices, etc

Lenihan, Maurice 1866

25 Guide to the most picturesque tour in Western Europe. Em-
bracing the ... Lakes ... of Killarney, Glengarriff, ... Blarney,
etc

Unknown 1888

26 Descriptive particulars of portions of the estates of the late J.
Sadlier, situate in the counties of Tipperary and Limerick, and
comprising, amongst others, the ... the demesne of Kilcommon,
Cahir Castle, etc

Sadleir, John 1857

27 The Irish Sketch-book ... Second edition. , The Irish Sketch-
Book

Thackeray, William
Makepeace

1857

28 The West of Ireland: its existing condition, and prospects. Let-
ters originally published in ”Saunders’s News-Letter.” With
plates and maps.

Coulter, Henry 1862

29 The history of the County and City of Cork Gibson, Charles
Bernard

1861

30 History of Enniscorthy, etc Flood, William
Henry Grattan

1898

31 Limerick and its Sieges ... Illustrated Dowd, James 1890
32 ”Devia Hibernia.” The road and route guide for Ireland of the

Royal Irish Constabulary. Compiled and edited by G. A. de M.
E. Dagg. With a map.

Dagg, George
Amyrald De Mont-
morency Edwin

1893

33 Official Tourist Guide of the Dublin, Wicklow, and Wexford
Railway. Illustrated. Compiled by A. T. Hennessy

Hennessy, A. T. 1895

34 The History of the Town of Belfast with ... a statistical survey
of the parish of Belfast, etc. By George Benn. , Appendix

Benn, George 1823

35 The Irish Sketch-book ... Second edition. , The Irish Sketch-
Book

Thackeray, William
Makepeace

1886

36 Guy’s South of Ireland Pictorial Guide, etc Unknown 1890
37 A Narrative of an Excursion to Ireland, by the Deputy Governor,

two members of the Court, and the Assistant Secretary, of the
Honorable Irish Society, of London. 1825. By the Deputy
Governor i.e. Gilpin Gorst , Appendix. II. Miscellaneous

Gorst, Gilpin 1825

38 Picturesque guide to the Lakes of Killarney Unknown 1851
39 Ancient and modern Sketches of the County Westmeath: histor-

ical, traditional, and legendary
Woods, James 1890

40 Here and there through Ireland ... With illustrations ... Reprinted
from the ”Weekly Freeman.”

Banim, Mary 1891

41 Irish Pictures drawn with pen and pencil, etc Lovett, Richard 1888
42 The Handbook for Youghal, containing an account of St. Mary’s

Collegiate Church. With the Historical Annals of the Town.
(Third Series.) By S. Hayman.

Unknown 1852
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43 History of Sligo, county and town, from the earliest ages to
the close of the reign of Queen Elizabeth (to the present time).
With illustrations, etc

Martin, William Gre-
gory Wood

1882

44 Ireland. Revised edition. With a map of Ireland. Browning, Walter
Westcott

1884

45 Reminiscences of my Irish Journey in 1849. With a preface
by J. A. Froude. , Single Works. Reminiscences of my Irish
Journey

Carlyle, Thomas 1882

46 A History of the City of Dublin Gilbert, John
Thomas

1854

47 Illustrated Handbook to Cork, the Lakes of Killarney, and the
South of Ireland ... From the Irish Tourists’ Handbook or rather
”The Tourists’ Illustrated Handbook for Ireland” , Appendix

Unknown 1859

48 The Irish Sketch-book ... Second edition, The Irish Sketch-Book Thackeray, William
Makepeace

1845

49 The history and antiquities of the county of the town of Carrick-
fergus, etc.

Macskimin, Samuel 1823

50 The County and City of Cork Remembrancer; or, Annals of the
county and city of Cork, etc

Tuckey, Francis H. 1837

51 Historical Sketches of Monaghan, from the earliest records to
the Fenian movement

Rushe, Denis Car-
olan

1895

52 The City of Cork, how it may be improved. Lecture, etc. With
a view and plan.

Walker, Robert 1883

53 The Irish Tourist’s illustrated handbook for visitors to Ireland
in 1852. Second edition

Unknown 1852

54 Two trips to the Emerald Isle. By ”Faed” ... Illustrated, etc Unknown 1888
55 Guide to North of Ireland, Giant’s Causeway and Belfast, with

history of Belfast
Aickin, Robert 1890

56 Trim: its ecclesiastical ruins, its castle, etc. By Edward Evans. Evans, Edward 1886
57 Guy’s South of Ireland Pictorial Guide, etc Guy 1891
58 An Improved Topographical and Historical Hibernian Gazetteer

... Scientifically arranged, with an appendix of ancient names.
To which is added, an introduction to the ancient and modern
History of Ireland

Hansbrow, G. 1835

59 Queenstown and the Places around Cork Harbour. A handy
guide, etc

Unknown 1895

60 The new Hand-book for Youghal: containing notes and records
of the ancient religious foundations, and the historical annals of
the town. Fourth series

Hayman, Samuel 1858

61 A Tour in Ireland, in 1813 and 1814 ... By an Englishman i.e. J.
G.?

Gough, John 1817

62 The Saxon in Ireland: or, the rambles of an Englishman in
search of a settlement in the West of Ireland. By John Henry
Ashworth.

Ashworth, John Her-
vey

1851

63 The Shannon and its Lakes; or, a short history of that noble
stream from its source to Limerick

Harvey, R. 1896

64 Popular Traditions of Glasgow: historical, legendary and bio-
graphical

Wallace, Andrew 1889

65 Notes and Gleanings relating to the County of Wexford, in its
past and present conditions

Doyle, Martin 1868
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66 Mellifont Abbey, Co. Louth: its ruins and associations. A guide
and popular history. With illustrations.

Unknown 1897

67 Guide to Ireland. With illustrations. , Appendix. II. Miscella-
neous

Unknown 1898

68 The Irish Sketch-book ... Second edition, The Irish Sketch-Book Thackeray, William
Makepeace

1845

69 The History of Dundalk, and its environs; from the earliest
period to the present time; with memoirs of its eminent men.
With plates and maps.

O’flanagan, James
Roderick, D’alton,
John

1864

70 Ireland, as I saw it: the character, condition, and prospects of
the people

Balch, William S. 1850

71 Here and there through Ireland ... With illustrations ... Reprinted
from the ”Weekly Freeman.”

Banim, Mary 1891

72 Guide to Ireland. (Second edition.) With illustrations. , Ap-
pendix. II. Miscellaneous

Unknown 1899

73 Lough Corrib, its shores and islands: with notices of Lough
Mask ... Illustrated, etc

Wilde, William
Robert Wills

1867

74 Rambling Recollections of Old Glasgow. By ”Nestor.” Unknown 1880
75 The Sunny Side of Ireland. How to see it by the Great South-

ern and Western Railway ... With seven maps and over 130
illustrations, etc

O’mahony, John 1898

76 John Bull and his Other Island Bennett, Arthur 1890
77 Ierne; or, Anecdotes and incidents during a Life in Ireland,

with notices of people and places. First series, Appendix. II.
Miscellaneous

Unknown 1861

78 The History of Bandon, and the principal towns in the West
Riding of County Cork. Enlarged edition, with ... illustrations
and a portrait

Bennett, George 1869

79 Dignam’s Dublin Guide. With a handy map, etc Dignam, James 1891
80 Ireland: its health resorts and watering places. With maps, etc Flinn, David Edgar 1888
81 Three Months’ Tour in Ireland ... Translated and condensed by

Mrs. Arthur Walter. With illustrations, Trois mois en Irlande
Walter, Arthur,
Bovet, Marie Anne
De

1891

82 Through the Green Isle; a gossiping guide to the districts tra-
versed by the Waterford, Limerick and Western Railway system
... Illustrated, etc

Hurley, M. J. 1895

83 The Council Book of the Corporation of the City of Cork, from
1609 to 1643, and from 1690 to 1800. Edited ... with annals
and appendices ... by Richard Caufield

Caulfield, Richard 1876

84 Picturesque Scenery in Ireland drawn by T. Creswick. ... With
descriptive jottings by a Tourist

Creswick, Thomas 1873

85 Pococke’s Tour in Ireland in 1752. Edited, with an introduction
and notes, by G. T. Stokes

Stokes, George
Thomas, Pococke,
Richard

1891

86 The South Isles of Aran, County Galway Burke, Oliver Joseph 1887
87 The Council Book of the Corporation of the City of Cork, from

1609 to 1643, and from 1690 to 1800. Edited ... with annals
and appendices ... by Richard Caufield

Caulfield, Richard 1876

88 A Fortnight in Ireland. Second edition Head, Francis Bond 1852
89 A Fortnight in Ireland Head, Francis Bond 1852
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90 The Land of Eire. The Irish Land League. Its origin, progress
and consequences. Preceded by a concise history of the various
movements which have culminated in the last great agitation
... With a descriptive and historical account of Ireland from the
earliest period to the present day. Illustrated by numerous fine
engravings, etc

Devoy, John 1882

91 Historical Gleanings in Antrim and neighbourhood Smith, William Sun-
derland

1888

92 An Ulster Parish: being a history of Donaghcloney, War-
ingstown. With plates.

Atkinson, Edward
Dupré

1898

93 Irish Tourist Development. ”Visit Ireland:” a concise, descrip-
tive, and illustrated guide to Ireland. Compiled by F. W. Cross-
ley

Crossley, F. W. 1892

94 Ulster as it is; or, twenty-eight years’ experience as an Irish
Editor

Macknight, Thomas 1896

95 Miscellaneous Essays on Topography, Ethnology, Language, ...
contributed to the Ulster Journal of Archæology. With maps.
MS. letter by the author

Hume, Abraham 1859

96 Lough Erne, Enniskillen, Belleek, Ballyshannon, and Bundoran,
with routes from Dublin to Enniskillen, etc

Wakeman, William
Frederick

1870

97 The history of the County and City of Cork Gibson, Charles
Bernard

1861

98 A History of the City of Dublin Gilbert, John
Thomas

1854

99 Topographical Sketches of Armagh and Tyrone ... Second edi-
tion

Rogers, Edward 1874

100 History of Sligo, county and town, from the earliest ages to
the close of the reign of Queen Elizabeth (to the present time).
With illustrations, etc

Martin, William Gre-
gory Wood

1882

A.2 Project Gutenberg

Title Author(s) Year

1 A Child’s Dream of a Star Charles Dickens 2013 [EBook 42232]
2 A Child’s History of England Charles Dickens 1996 [eBook 699]
3 A Christmas Carol Charles Dickens 1992 [eBook 46]
4 A Christmas Carol Charles Dickens 2007 [EBook 24022]
5 A Tale of Two Cities Charles Dickens 1994 [eBook 98]
6 Adventures of Huckleberry Finn Mark Twain (Samuel

Clemens)
1993 [eBook 76]

7 The Adventures of Tom Sawyer Mark Twain 1993 [eBook 74]
8 Alice’s Adventures in Wonderland Lewis Carroll 1991 [eBook 11]
9 American Notes for General Circulation Charles Dickens 2013 [eBook 675]
10 Anna Karenina Leo Tolstoy 1998 [EBook 1399]
11 An Enemy of the People Henrik Ibsen 2000 [EBook 2446]
12 Around the World in Eighty Days Jules Verne 1994 [eBook 103]
13 Bardell v. Pickwick Percy Fitzgerald 2008 [eBook 25985]
14 Barnaby Rudge Charles Dickens 2006 [EBook 917]
15 The Importance of Being Earnest Oscar Wilde 1997 [eBook 844]
16 Bleak House Charles Dickens 1997 [eBook 1023]
17 Youth Joseph Conrad 1996 [EBook 525]
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18 The Confidence-Man Herman Melville 2007 [eBook 21816]
19 A Connecticut Yankee in King Arthur’s Court Mark Twain 1993 [eBook 86]
20 The Count of Monte Cristo Alexandre Dumas 1998 [eBook 1184]
21 David Copperfield Charles Dickens 1996 [Etext 766]
22 De Profundis Oscar Wilde 2007 [eBook 921]
23 A Doll’s House Henrik Ibsen 2001 [eBook 2542]
24 Dombey and Son Charles Dickens 1997 [eBook 821]
25 The Picture of Dorian Gray Oscar Wilde 1994 [eBook 174]
26 Dracula Bram Stoker 1995 [eBook 345]
27 Dracula’s Guest Bram Stoker 2003 [EBook 10150]
28 Emma Jane Austen 1994 [eBook 158]
29 Frankenstein Mary Wollstonecraft

(Godwin) Shelley
1993 [eBook 84]

30 Ghosts Henrik Ibsen 2005 [EBook 8121]
31 Great Expectations Charles Dickens 1998 [eBook 1400]
32 Grimms’ Fairy Tales Jacob Grimm and Wil-

helm Grimm
2001 [eBook 2591]

33 The Happy Prince Oscar Wilde 1997 [eBook 902]
34 Hard Times Charles Dickens 2013 [eBook 786]
35 Heart of Darkness Joseph Conrad 1995 [eBook 219]
36 Hedda Gabler Henrik Ibsen 2003 [Etext 4093]
37 The Hound of the Baskervilles Arthur Conan Doyle 2001 [eBook 2852]
38 Hunted Down Charles Dickens 2014 [eBook 807]
39 An Ideal Husband Oscar Wilde 1997 [eBook 885]
40 The Innocents Abroad Mark Twain (Samuel

Clemens)
2006 [EBook 3176]

41 John Gabriel Borkman Henrik Ibsen,Translated
William Archer

2006 [eBook 18792]

42 A Journey to the Centre of the Earth Jules Verne 2006 [EBook 18857]
43 The Lady From The Sea Henrik Ibsen 2008 [EBook 2765]
44 The Last Man Mary Wollstonecraft Shel-

ley
2006 [eBook 18247]

45 Life On The Mississippi Complete MarkTwain
(Samuel Clemens)

2006 [EBook 245]

46 Little Dorrit Charles Dickens 2008 [EBook 963]
47 Through the Looking-Glass Charles Dodgson, AKA

Lewis Carroll
1991 [eBook 12]

48 Lord Jim Joseph Conrad 2006 [EBook 5658]
49 The Man in the Iron Mask Alexandre Dumas, Père 2001 [eBook 2759]
50 Master and Man Leo Tolstoy 1997 [Etext 986]
51 The Master Builder Henrik Ibsen 2003 [Etext 4070]
52 Metamorphosis Franz Kafka 2002 [eBook 5200]
53 Moby-Dick; or The Whale Herman Melville 2001 [eBook 2701]
54 Nostromo: A Tale of the Seaboard Joseph Conrad 2006 [EBook 2021]
55 Oliver Twist, illustrated Charles Dickens 2014 [eBook 46675]
56 Oliver Twist Charles Dickens 1996 [eBook 730]
57 Our Mutual Friend Charles Dickens 2006 [EBook 883]
58 Persuasion Jane Austen 2008 [EBook 105]
59 Pictures from Italy Charles Dickens, Illus-

trated Marcus Stone
2013 [eBook 650]

60 Pillars of Society Henrik Ibsen 2010 [EBook 2296]
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61 The Piazza Tales Herman Melville 2005 [eBook 15859]
62 Pride and Prejudice Jane Austen 1998 [eBook 1342]
63 The Prince and The Pauper Mark Twain (Samuel

Clemens)
2006 [EBook 1837]

64 Rosmerholm Henrik Ibsen 2010 [EBook 2289]
65 Best Russian Short Stories Various 2004 [EBook 13437]
66 Sevastopol Lyof N. Tolstoı̈ 2014 [EBook 47197]
67 The Adventures of Sherlock Holmes Arthur Conan Doyle 2002 [eBook 1661]
68 Sketches by Boz Charles Dickens 1997 [eBook 882]
69 Some Christmas Stories Charles Dickens 2015 [eBook 1467]
70 Stories of Intellect Various 2020 [EBook 61668]
71 Tales and Stories Mary Wollstonecraft Shel-

ley
2018 [EBook 56665]

72 Ten Years Later Alexandre Dumas 2001 [eBook 2681]
73 The Footpath Way Sidney Smith, William Ha-

zlitt, Isaak Walton, Walter
Scott, et al.

2019 [eBook 59813]

74 The Great English Short-Story Writers, Vol. 1 Various, et al 2003 [eBook 10135]
75 The Collected Works of Henrik Ibsen Henrik Ibsen 2021 [eBook 66186]
76 The Letters of Charles Dickens Charles Dickens 2008 [EBook 25852]
77 The Life And Adventures Of Nicholas Nick-

leby
Charles Dickens 2006 [EBook 967]

78 The Lock and Key Library Hawthorne, Ed. 1999 [Etext 1831]
79 The Mystery of Edwin Drood Charles Dickens 1996 [eBook 564]
80 The Old Curiosity Shop Charles Dickens 1996 [eBook 700]
81 The Pickwick Papers Charles Dickens 2009 [EBook 580]
82 The Posthumous Papers of the Pickwick

Club,v. 2(of 2)
Charles Dickens 2014 [EBook 47535]

83 The Uncommercial Traveller Charles Dickens 1997 [eBook 914]
84 Pierre; or The Ambiguities Herman Melville 2011 [eBook 34970]
85 Bartleby The Scrivener Herman Melville 2004 [eBook 11231]
86 The Secret Agent Joseph Conrad 1997 [eBook 974]
87 The Secret Sharer Joseph Conrad 1995 [EBook 220]
88 The Trial Franz Kafka 2005 [EBook 7849]
89 Three Ghost Stories Charles Dickens 2013 [eBook 1289]
90 The Three Musketeers Alexandre Dumas, Père 1998 [eBook 1257]
91 Twenty Thousand Leagues under the Sea Jules Verne 1994 [eBook 164]
92 Twenty Years After Alexandre Dumas, Père 1998 [eBook 1259]
93 Typee Herman Melville 1999 [eBook 1900]
94 Typhoon Joseph Conrad 2006 [EBook 1142]
95 War and Peace Leo Tolstoy 2001 [eBook 2600]
96 What Men Live By and Other Tales Leo Tolstoy 2004 [EBook 6157]
97 When We Dead Awaken Henrik Ibsen 2003 [EBook 4782]
98 White-Jacket Herman Melville 2004 [eBook 10712]
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Abstract

Recent approaches to Word Sense Disambigua-
tion (WSD) have profited from the enhanced
contextualized word representations coming
from contemporary Large Language Models
(LLMs). This advancement is accompanied
by a renewed interest in WSD applications in
Humanities research, where the lack of suit-
able, specific WSD-annotated resources is a
hurdle in developing ad-hoc WSD systems. Be-
cause they can exploit sentential context, LLMs
are particularly suited for disambiguation tasks.
Still, the application of LLMs is often limited
to linear classifiers trained on top of the LLM
architecture. In this paper, we follow recent
developments in non-parametric learning and
show how LLMs can be efficiently fine-tuned to
achieve strong few-shot performance on WSD
for historical languages (English and Dutch,
date range: 1450-1950). We test our hypothe-
sis using (i) a large, general evaluation set taken
from large lexical databases, and (ii) a small
real-world scenario involving an ad-hoc WSD
task. Moreover, this paper marks the release of
GysBERT, a LLM for historical Dutch.

1 Introduction & Related Work

A common task in Natural Language Processing
(NLP) applications is the disambiguation of a par-
ticular target word in a given context. Due to a
variety of reasons (see e.g. Blank, 1999), word
forms may be semantically extended to a range of
different meanings or word senses (e.g. rat ‘animal’
> ‘informer, snitch’). Automated disambiguation—
i.e. the mapping of an ambiguous word form to
its intended underlying word sense—is a task that
can help in many different types of information
extraction and text mining tasks.

In recent years, WSD approaches have shifted
towards contextualized embeddings extracted from
Large Language Models (LLM) like BERT (Devlin
et al., 2019). These token-based embeddings incor-
porate substantial semantic information from the

target lexical item and the sentential context that
surrounds it. For this reason, LLMs are particularly
well suited to disambiguation tasks and have, in
fact, already been shown to indirectly capture word
senses and perform competitively (Reif et al., 2019;
Hadiwinoto et al., 2019). More recently, LLMs also
obtained state-of-the-art performance using seman-
tic networks (Loureiro and Jorge, 2019) and gloss
information (Luo et al., 2018; Huang et al., 2019;
Blevins and Zettlemoyer, 2020).

These recent advancements in WSD by means
of LLMs are also interesting for Humanities
scholars, as large-scale corpus-based studies have
steadily become more standard practice over the
last decades. Traditionally, data annotation in Hu-
manities research is done manually, but with ever-
growing size of corpora, such manual WSD has
become decreasingly feasible. At the same time,
researchers are also increasingly interested in dis-
ambiguating word senses without relying on intu-
itive judgment, which is ultimately subjective. This
desire for a more data-driven approach to WSD is
particularly prominent in research involving his-
torical language, for which researchers are unable
to solicit native speaker interpretations and expert
annotators are rare. There is, in short, a growing
interest in and need for automated WSD in Human-
ities research, and researchers have turned to NLP
techniques to meet their needs.

As examples, we find projects aiming to trace
the history of concepts over time (e.g. Beelen et al.,
2021), automatically detect (different types of)
lexical-semantic (e.g. Sagi et al., 2011; Giulianelli
et al., 2020) and grammatical change (e.g. Fonteyn,
2020) or to quantify the evolution of the senses
of a word (e.g. Tahmasebi et al., 2018). Because
of their temporal dimension, such projects require
NLP architectures that can process word senses
in settings which are complicated by an evolv-
ing grammar and lexicon (Fonteyn, 2020), shift-
ing spelling conventions, and noise introduced by
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OCR errors (Piotrowski, 2012). Yet, applications
of LLMs on historical corpora tend to be either
limited to arithmetic operations on the vector space
of frozen contextual embeddings, or restricted to
fine-tuning a linear layer to perform disambigua-
tion to a pre-determined number of senses (Hagen
et al., 2020; Beelen et al., 2021; Manjavacas and
Fonteyn, 2021).

In this paper, we explore the capabilities of Large
Language Models (LLMs) á la BERT (Devlin et al.,
2019) for WSD on historical text. In doing so, we
investigate to what extent (i) fine-tuning can im-
prove WSD over arithmetic operations on plain
frozen embeddings, and (ii) how much annotated
data is needed in order to obtain gains over a base-
line. Our focus lies on examining the data effi-
ciency of LLM-based approaches for WSD, be-
cause annotated resources for WSD are generally
scarce and costly to generate – a problem that is ex-
acerbated with historical languages, where rare ex-
pert historical knowledge is required to produce an-
notated resources. To attain these goals, we take in-
spiration from recent metric-based non-parametric
approaches (Holla et al., 2020; Du et al., 2021;
Chen et al., 2021). These aim to optimize a model
on a set of learning tasks (e.g. the disambiguation
of a given ambiguous word) so that the model can
quickly adapt to perform well on similar future
tasks (e.g. disambiguating sentences of an ambigu-
ous new word on the basis of a small annotated set
of word senses). More specifically, we deploy a
non-parametric approach to WSD fine-tuning that
does not rely on additional task-specific parameters
and that achieves surprisingly strong performance
on out-of-domain lemmas. We argue that these re-
sults are promising if we aim to extend the scope
of applications of WSD models in the Humanities.

Main Contributions Our experiments show that
a metric-based parameter-free approach to few-shot
WSD can achieve promising performance on his-
torical data, even on held-out lemmas that were not
seen during training. To do so, they require only a
small number of training lemmas and word sense
examples.

Moreover, we show that historical pre-training
can push performance even further. To this end,
we rely on MacBERTh (Manjavacas and Fonteyn,
2021, 2022), a LLM pre-trained on historical En-
glish. Additionally, in order to back up the re-
sults across different languages, a new historically
pre-trained LLM for Dutch named GysBERT was

developed and tested. The release of GysBERT
accompanies the publication of the present study.1

Outline In Section 2, we describe the archi-
tecture used in order to tackle WSD in a non-
parametric way. Subsequently, in Section 3, we
describe the resources, datasets and pre-trained
models underlying the present study. In Section 4,
we present a series of experiments in order to il-
lustrate the main results achieved by the evaluated
approaches, focusing on small training regimes in
Section 4.2, as well as the effect of time in Sec-
tion 4.3. Section 4.4 showcases a downstream ap-
plication on a type ad-hoc WSD task in a specific
semantic field (i.e. the concepts MASS and WEIGHT

in scientific language) that is common in Human-
ities reseearch but often overlooked in favor of
full-coverage WSD. The paper concludes with a
discussion and pointers to future work in Section 5.

2 Method

2.1 Architecture

The present approach deploys a parameter-free ar-
chitecture which is heavily inspired by both the
Matching Networks (Vinyals et al., 2016) and the
Prototypical Networks (Snell et al., 2017) frame-
works.

In this non-parametric approach, we fine-tune a
given LLM using episodic training. In this type of
training, each batch constitutes a training episode
which is designed in order to match the experimen-
tal conditions expected at inference time. In the
case of WSD, each episode consists of a number
of randomly sampled sentences—a ‘support set’—
, exemplifying different word senses of a given
lemma, as well as a second set of randomly sam-
pled sentences—a ‘query set’—, for which a word
sense prediction needs to be made.2

Sentences in the query set are used in order to
obtain a contextualized word embedding for the tar-
get word (i.e. the word representing the lemma to
be disambiguated). The support set is used in order
to compute abstract word sense representations for
each of the word senses a lemma may have.3

1Both models can be accessed through the origi-
nal huggingface repository through the following
links https://huggingface.co/emanjavacas/
MacBERTh and https://huggingface.co/
emanjavacas/GysBERT.

2See Table 3 in the Appendix for an illustration of the struc-
ture of the lexical databases and an example of the sentences
that are being classified.

3Note that for this approach to work, the true word sense
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These abstract sense embeddings can be com-
puted in multiple ways, but for simplicity we have
chosen a centroid approach. First, the contextual-
ized embeddings of the target lemma in the support
sentences are extracted, and, then, averaged in or-
der to get a single representation per word sense.4

More formally, let E(Si) and E(Qj) denote the
contextualized embeddings of the target lemma in
the ith support sentence and the jth query sentence
in the current training episode. And let R(Sj) de-
note the word sense of the jth sentence in the sup-
port set. Then, the representation for the kth word
sense rk in a given training episode is computed as
follows:

E(rk) =
∑

{j|R(Sj)=k}

E(Sj)

|{j|R(Sj) = k}| (1)

The objective of the approach is to maximize
the probability of the true word sense given by the
following equation.

p(k|E(Qj)) ∝ sim(E(Qj), E(rk)) (2)

where sim is a similarity function in the embedding
space. The probability that a given query example
belongs to a given word sense is proportional to
the similarity between the embedding of the query
sentence and the word sense representation. In
order to obtain a valid probability distribution, the
similarity scores are normalized using the soft-max
function.5

We fine-tune the entire set of LLM parameters
over a number of training episodes. For each
episode, we sample lemmas from the training set
uniformly—i.e. disregarding lemma frequency—,
which has been found to be helpful in order to im-
prove the classification efficacy for low frequency
words (Chen et al., 2021). Moreover, we sample
a maximum of 10 sentences for the support set
and 20 sentences for the query set. Each model
is trained for a maximum of 3,000 training steps,
or less if convergence is reached, as indicated by
development performance.

of all sentences in the query set needs to be represented in the
support set.

4During all the present experiments, we take the output of
the last hidden layer as the contextualized embedding. More-
over, if the target word was sub-tokenized into multiple sub-
words, we average over the embeddings of these sub-words.

5From this point of view, the present approach resembles
metric-based methods in the context of few-shot classification.
See also Chen et al. (2021) for an application to WSD.

2.2 Historical Pre-Training

As we target WSD in historical text, the NLP mod-
els we employ need to address a number of addi-
tional difficulties that are usually not present when
dealing with present-day text. First, historical lan-
guages often have non-consolidated spelling, which
leads to an increased amount of orthographic vari-
ation. This is further aggravated by the fact that
historical text exists primarily in printed or hand-
written form, and hence requires error-prone digiti-
zation techniques to be computationally processed.
Finally, in many studies, the collection of histor-
ical text under scrutiny covers a large time span
and, thus, the language used in these texts has been
subject to grammatical and semantic change.

Following previous research (Hosseini et al.,
2021; Manjavacas and Fonteyn, 2021, 2022), we
resort to historically pre-trained LLMs in order as
the basis for our WSD experiments. More specif-
ically, we deploy LLMs that are pre-trained from
scratch on historical data instead of adapted from
present-day models, since the former strategy has
been shown to yield stronger performance when
applied to historical data (Manjavacas and Fonteyn,
2021, 2022). For English, we used MacBERTh
(Manjavacas and Fonteyn, 2022), and for Dutch we
use the newly introduced GysBERT, which will be
described in more detail in Section 3.1.

3 Datasets

The datasets underlying the present study come
from the Oxford English Dictionary (henceforth:
OED Oxford University Press) and the “Woorden-
boek der Nederlandsche Taal” (Dictionary of the
Dutch Language, henceforth: WNT Instituut voor
de Nederlandse Taal). Both resources consist of
large historical lexicons, where each lemma is cate-
gorized into a hierarchy of word senses. Each word
sense is given a definition, and is exemplified by a
set of sentences spanning a certain time window.

To construct a suitable corpus for testing our
WSD approaches, we sampled 1,000 words ac-
cording to frequency from each language 6 and
searched for them in the corresponding resource.
The collected data for each language is described
in Table 1.

On this data set, we produced a 10% split of
lemmas, which were used to evaluate models on

6More specifically, we made sure to sample equally from
different frequency bands in order to obtain a representative
sample of the vocabulary.
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Lemmas Senses Quotations

OED 846 22,004 121,684
WNT 755 22,547 137,131

Table 1: Summary statistics of the used datasets.

unseen lemmas. We refer to this as the “held-out
set”. Finally, for each lemma, we produced a 50%
split of quotations, following the original distribu-
tion of word senses.

3.1 GysBERT: A Historically Pre-Trained
LLM for Dutch

In order to process historical Dutch, we have devel-
oped GysBERT, a historically pre-trained model
for Dutch. To our knowledge, GysBERT repre-
sents the first such model for Dutch. Architec-
turally, GysBERT closely follows BERT-base un-
cased. For pre-training purposes, we compiled a
data set using two databases of historical Dutch
texts.

The first data set is Delpher, a database of histor-
ical newspapers, books and journals that comprises
more than 130 million scanned and digitized pages,
spanning from 1618 to the end of the 20th cen-
tury (Koninklijke Bibliotheek). The second set is
the Digital Library of Dutch Literature (DBNL)
(Koninklijke Bibliotheek et al.). The DBNL con-
sists in a comprehensive digital library of Dutch
literature that resulted from the joint effort of Dutch
and Flemish libraries, and aims to represent the en-
tire linguistic area.

While the Delpher database contains OCR’d text
of varying quality, the DBNL is the result of a
thorough digitization campaign and presents gener-
ally high quality transcriptions. In order to make
sure that only text of sufficiently quality is used for
pre-training, we developed the following filtering
strategy. First, we trained statistical character-level
5-gram language models using KenLM (Heafield,
2011). Specifically, we trained a single model per
century of text available from the clean DBNL data.
Then, for each snippet of Delpher data, we obtain
a quality estimate as the perplexity that the corre-
sponding DBNL-based model assigns to it. Manual
observation of random snippets suggested discard-
ing texts with a perplexity of 20 or higher. Fur-
thermore, we restricted ourselves to texts published
between 1500 and 1950.

In total, the remaining data set consists of 5.8B

tokens from Delpher and 1.3B tokens from DBNL—
which amounts to ca. 7.1B tokens. We used this
data set in order to train a WordPiece tokenizer
with a vocabulary of 30,000 tokens, and pre-trained
BERT with default parameters, for 1,000,000 train-
ing steps, keeping the maximum sequence length
at 128 subtokens.7

4 Experiments

In order to test the efficiency of this non-parametric
approach, as well as the impact of historical pre-
training, we ran a series of experiments compar-
ing historically pre-trained models and present-day
models. For English, we compare MacBERTh to
BERT—which corresponds to the official release
of BERT-base uncased (Devlin et al., 2019). For
Dutch, we compare GysBERT with the BERT-
based BERTje (de Vries et al., 2019) and the
RoBERTa-based (Liu et al., 2019) RobBERT (De-
lobelle et al., 2020).

Moreover, for each model, we compare results
with respect to non fine-tuned versions of the
models—we refer to these variants as frozen base-
lines. When applicable, we also report the results
obtained by a most frequent sense (MFS) baseline.
We focus on F1-scores averaged over the different
lemmas. Since the distribution of word senses is
often heavily skewed, we report both micro and
macro F1-scores.

4.1 General Results

Figure 1 and Figure 2 show the average F1-scores
over in-domain lemmas—i.e. these lemmas were
present in the training data, even though the spe-
cific sentences on which these results are computed
were absent—and held-out lemmas for the differ-
ent models in the full training data regime. In these
plots, we highlight the effect of using an increas-
ing number of shots (shown on the x-axis). Note
that the number of shots in this context refers to
the number of available support examples for each
word sense during inference.

Figure 1 and Figure 2 show that the proposed
fine-tuning approach is very efficient with respect
to the frozen baselines, as we observe an increase
of 0.2 points or more. The effect is larger when
considering macro F1-scores and an increase in
the number of shots, indicating that the proposed
fine-tuning yields more discriminative models ir-

7GysBERT will be released on the huggingface plat-
form.
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Figure 1: Results of WSD on the OED for in-domain lemmas (a) and held-out lemmas (b). Solid lines denote
the proposed models trained on the full data sets. Dashed lines represent the corresponding frozen baselines. The
MFS baseline is shown by a grey dashed line. The x-axis (number of shots) corresponds to the number of example
sentences per sense shown during inference.
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Figure 2: Results of WSD on the WNT for in-domain lemmas (a) and held-out lemmas (b). Solid lines denote
the proposed models trained on the full data sets. Dashed lines represent the corresponding frozen baselines. The
MFS baseline is shown by a grey dashed line. The x-axis (number of shots) corresponds to the number of example
sentences per sense shown during inference.

respectively of the skewness of a given lemma’s
word senses. Interestingly, this happens under both
in-domain and held-out conditions. Overall, frozen
baselines underperform the MFS baseline in terms
of micro F1. In terms of macro F1, frozen base-
lines do outperform the MFS baseline, albeit very
slightly.

For held-out lemmas, there is just a mild de-
crease in performance, of less than 0.1 points in
both data sets. This indicates encouraging gener-
alization capabilities. Focusing on the x-axis, we
observe that an increase in the number of shots re-
sults in a continuous increase in performance up
until 5 shots, after which the improvement plateaus.

Overall, performance is slightly higher in the
Dutch data set, which may be due to a larger skew-

ness in the distribution of word senses. This skew-
ness can, indeed, be inferred from the high micro
F1-score obtained by the MFS baseline.

Finally, historically pre-trained models outper-
form present-day models with a safe margin. This
result is particularly relevant in our case, since the
superiority of historical pre-training cannot be con-
cluded on the basis of the frozen baselines alone,
but surfaces only after applying the non-parametric
fine-tuning.

4.2 Small Training Regime

In order to assess the efficiency of the proposed
approach on the low-data regime, we performed a
series of experiments in which both the number of
lemmas and the maximum number of examples per
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sense are limited during training. The results are
shown in Figure 3 for the OED and in Figure 4 for
the WNT. For inference, we keep the number of
shots at 5. Note that the performance in these ex-
periments refers to inference on held-out lemmas.

In Figure 3, we observe that the historically pre-
trained models are consistently more effective than
the present-day counterparts across training condi-
tions. Furthermore, we observe that even a very
small amount of training data (e.g. 50 training lem-
mas in total) yields consistent gains over the frozen
baselines, regardless of the number of examples
per sense.

Moreover, the effect of number of lemmas is
small when using only 2 or 5 examples per sense.
When using 10 or 50, an increase in the number
of lemmas has a positive effect on performance up
to 500 lemmas. Doubling this amount to 1,000
lemmas, however, yields little return. These experi-
ments seem to indicate that strong generalization
can be achieved with relatively small training data
sets (e.g. 500 training lemmas and 10 example
sentences per sense).

In the case of the Dutch data set from Figure 4,
we observe similar patterns to those from the OED
data set. Again, micro F1-scores are very high for
the MFS baseline, and a larger number of training
lemmas (i.e. 500) and number of examples per
sense (i.e. 50) are needed in this data set for the
models to outperform the MFS baseline.

4.3 Impact of Time
Since the example sentences of both the OED and
WNT data sets display the publication year of the
work in which they appear, we can inspect the per-
formance of the different models over sentences
in different time periods. From this angle, we ex-
pect to observe an improvement in performance for
the earlier periods when the fine-tuned model was
pre-trained historically. Figure 5 shows the time-
aggregated results with the century on the x-axis.

The historically pre-trained models outperform
the present-day models across the entire range.
Moreover, these plots confirm that the relative im-
provement over present-day models is indeed larger
in the earlier centuries, where the challenges pre-
sented by historical text are most acute.

4.4 Downstream Application
So far, we have examined the performance of the
non-parametric fine-tuning on the basis of the lexi-
cal databases (OED and WNT), which offer large

quantities of available training data and allow us to
control the training conditions. In order to test the
efficiency of non-parametric fine-tuning on smaller-
scale scenarios, which can be considered more ‘re-
alistic’ in the context of Humanities research, we
ran an experiment on a classification task involving
an ad-hoc WSD task around the word senses of the
lemmas mass and weight in 18th and 19th century
scientific writing.

This experiment is part of on-going research
aimed at tracing the development of the concept
of MASS when Newtonian physics forced a pro-
cess of semantic differentiation between the terms
mass and weight. To this end, all 56,813 instances
of mass and weight in the Royal Society Corpus
(RSC Fischer et al., 2020) will be analyzed with
respect to a fine-grained classification of 6 word
senses—see A for examples of these categories.
With the goal of automating the annotation process,
a sample of 1,500 instances—including 621 cases
of mass and 879 of weight—was first manually
annotated by a domain expert.

Subsequently, we set up a total of 4 compet-
ing fine-tuning approaches, including the non-
parametric approach described in Section 2, and 3
additional ones to serve as baselines. The first one,
Standard, consists in fine-tuning a classification
layer on top of MacBERTh, as implemented in the
transformers library (Wolf et al., 2020). The
remaining two involve a K-Nearest Neighbours
(KNN) and a Support Vector Machine classifier
(SVC) on top of the token-embeddings produced
by MacBERTh.8 We optimize the models using
a 10-fold Cross Validation procedure, where each
fold respects the original word sense proportions.9

For the non-parametric fine-tuning approach, we
follow the hyper-parameterization from the main
experiments reported in this paper.

We focus on micro and macro F1-scores, re-
porting means and standard deviations for each
model. The results are shown in Table 2. The non-
parametric approach outperforms the baselines in
terms of both micro and macro F1-scores. However,
taking into account the standard deviation from the
Cross Validation, the advantage with respect to the
best baseline in terms of macro F1-score does not
hold.

8The latter two baselines were implemented with the
scikit-learn library (Pedregosa et al., 2011).

9In the case of the KNN classifier, we hyper-optimize the
number of nearest neighbors, as well as the distance metric.
In the case of SVC, we hyper-optimize the C parameter.
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Figure 3: F1-scores for WSD on OED held-out lemmas for the proposed models trained on 50, 250, 500 and all
lemmas (on the x-axis) and 2, 5, 10, and 50 example sentences per sense (on the columns).

0.4

0.6

Sc
or

e

#Examples/Sense = 2 #Examples/Sense = 5 #Examples/Sense = 10 M
etric = f1-m

icro

#Examples/Sense = 50

500 1000
#Lemmas

0.4

0.6

Sc
or

e

500 1000
#Lemmas

500 1000
#Lemmas

500 1000
#Lemmas

M
etric = f1-m

acro

BERTje GysBERT RobBERT

Figure 4: F1-scores for WSD on WNT held-out lemmas for the proposed models trained on 50, 250, 500 and all
lemmas (on the x-axis) and 2, 5, 10, and 50 example sentences per sense (on the columns).

Surprisingly, the standard fine-tuning approach
is not only less competitive than the baselines, but
also suffers from strong variance across CV folds.
This is probably due to the small number of training
examples available for fine-tuning, and the large
number of parameters that need to be tuned in this
approach. In contrast, the non-parametric approach
achieves not only the highest scores but also the
lowest standard deviation of all competitors, indi-
cating that this may be a much better suited ap-
proach for fine-tuning on small training data sets.

5 Discussion & Future Work

Our experiments highlight that Humanities re-
searchers who seek to automatically disambiguate

Micro F1 Macro F1
Model Mean StdDev Mean StdDev

KNN 0.830 0.007 0.695 0.032
SVC 0.819 0.007 0.601 0.035

Standard 0.827 0.029 0.520 0.066
Non-Parametric 0.864 0.006 0.699 0.025

Table 2: 10-fold cross-validated results of the classifica-
tion experiments of “mass” and “weight” for 4 different
fine-tuning methods. Best performing result in bold.

word senses over time may be able to do so with
reasonable performance, even when they provide
only a small amount of sentences exemplifying the
target word senses and/or leverage general-purpose
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Figure 5: Results of WSD over different periods of time (on the x-axis), using the fine-tuned models (solid lines) as
well as the corresponding frozen baselines (dashed lines) and an MFS baseline (grey dashed line). Inference was
done on held-out lemmas using 5 shots and the full-training regime.

lexical resources, such as the OED or the WNT.
More specifically, in the full training data scenario,
held-out lemmas could be classified with micro
F1-scores of 0.627 for English and 0.71 for Dutch,
using the historically pre-trained models. These re-
sults imply 40.3% and 34.22% improvements over
the respective frozen baselines. Moreover, we ob-
serve that even a small number of training lemmas
can lead to important improvements over frozen
baselines. For example, when training on just 50
lemmas and only 2 instances per sense, micro F1-
scores can be obtained of 0.557 for English and
0.617 for Dutch, which represent improvements of
32.8% and 24.4% over the frozen baselines.

In this sense, we go a step further than Chen
et al. (2021), who—in contrast to our experiments—
leveraged the training data in order to construct
word sense representations at inference time. By
doing so, they assumed that all lemmas in the test
data are known from training data. What we found
is that the fine-tuning approach is also effective on
held-out lemmas, which means it can be applied
in cases where practical constraints exist on the
amount of available annotated data.

Our experiments also highlighted that histori-
cally pre-trained models are able to better handle
the intricacies of historical data sets than present-
day models when applying the discussed non-
parametric fine-tuning approach. This result is par-
ticularly important in the present context, since the
superiority of historical pre-training is not apparent
on the basis of the frozen embeddings only. Using
the frozen embeddings, the difference in perfor-
mance between the historically pre-trained models

and the present-day models is negligible. More-
over, we presented a case study which highlighted
that non-parametric fine-tuning can be much more
efficient than the more commonly used standard
fine-tuning approaches, especially in small training
regimes.

The main objective of the present fine-tuning
approach is to push the embeddings of the query
sentences closer to the non-parametric representa-
tions of the true word senses. By conjecture, the
proposed approach works by learning to distill the
semantic features in the input sentences that are
most relevant to lexical semantics, stripping off ir-
relevant information for WSD. Thus, the fine-tuned
model is allegedly able to achieve improved perfor-
mance when classifying lemmas that have not been
encountered during training.

Finally, we wish to note that we limited our-
selves to normalized dot products as the measure
of relatedness between representations in this study,
and we deployed the transformer (Vaswani et al.,
2017) architecture underlying BERT as is. Fu-
ture work could, however, investigate what can
be gained by experimenting with other similarity
functions, and adding more complex layers such
as an attention module over different word sense
representations.
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A Appendix

lemma sense definition example year

RAT 1.a.

Any rodent of the genus Rattus and related
genera of the family Muridae, resembling a
large mouse, often with a naked or sparsely
haired tail.

“Rats and mice purloin our grain”
J. Gay, Fables, II. viii. 74

1732

4.a
A dishonest, contemptible, or worthless
person.

“No Female Rat shall me deceive,
nor catch me by a crafty wild.”

in Roxburghe Ballads VI. 106
1656

RAT 1.
Knaagdier behoorende tot het geslacht Rattus
van de familie der Muridae of ’ware muizen‘.

“Daar ’t katje woond, daar word het
huis Gezuiverd van de Rat, en Muis”

Luyken, Besch. d. W. 223
1708

2.
Oneig. toegepast op personen. Armoedzaaier,
gelukzoeker.

“Dien grootmaecker, die cael Rat”
Ogier, Seven Hoofts. 19

1644

Table 3: Example lemma and sense with definition and quotation from the Oxford English Dictionary (top row) and
the Woordenboek der Nederlandsche Taal (bottom row).
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label sense example from Royal Society Corpus

N mass or weight refers to thing or object

"The mass on the filter was treated with boiling alcohol"
(Edward Schunk, 1853)
"a flat circular weight nicely turned, and pierced in the
direction of its diameter to receive the bar, was slid upon it"
(Henry Kater, 1819)

M
mass or weight refers to MASS
(i.e. how much matter is within an object)

"We are thus led to inquire how the stresses are distributed
in the earth ’s mass and what are their magnitudes"
(G. H. Darwin, 1882)
"In the third, the weight of the principle bones of a selected
number of species (27) is stated"
(John Davy, 1865)

W

weight refers to WEIGHT
(i.e. referring to force, balancing,
counterpoises, or the amount of effort
required to lift something)

"fig. 3 is only 40 feet from the bow, and that the excess
of weight over buoyancy on this length is only 45 tons"
(E.J Reed & G.G Stokes, 1871)

W/M
unclear whether the example refers to
MASS or WEIGHT

"The Commissioners for the Restoration of the Standards
of weight and measure, in their Report dated
December 21, 1841, recommended that..."
(W.H Miller, 1856)

COL
mass or weight refers to a collection
of objects
(e.g. a mass of small fragments)

"A glacier is not a mass of fragments"
(James Forbes, 1846)

MET
mass or weight is used to indicate the
importance of a thing
(e.g. the weight of authority)

"The next thought is that I may have assigned
too great a mass to the doubt"
(John Henry Pratt, 1855)
"The contact theory has long had possession of men ’s
minds, is sustained by a greatweight of authority"
(Michael Faraday, 1840)

Table 4: Classification scheme of mass and weight instances retrieved from the Royal Society corpus. In total, 1,500
examples were manually classified in one of these 6 custom categories.
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Abstract 

Classical Chinese poems of Tang and Song 
dynasties are an important part for the studies of 
Chinese literature. To thoroughly understand the 
poems, properly segmenting the verses is an 
important step for human readers and software 
agents. Yet, due to the availability of data and the 
costs of annotation, there are still no known large 
and useful sources that offer classical Chinese 
poems with annotated word boundaries. In this 
project, annotators with Chinese literature 
background labeled 32399 poems. We analyzed 
the annotated patterns and conducted inter-rater 
agreement studies about the annotations. The 
distributions of the annotated patterns for poem 
lines are very close to some well-known 
professional heuristics, i.e., that the 2-2-1, 2-1-2, 
2-2-1-2, and 2-2-2-1 patterns are very frequent. 
The annotators agreed well at the line level, but 
agreed on the segmentations of a whole poem 
only 43% of the time. We applied a traditional 
machine-learning approach to segment the poems, 
and achieved promising results at the line level as 
well. Using the annotated data as the ground truth, 
these methods could segment only about 18% of 
the poems completely right under favorable 
conditions. Switching to deep-learning methods 
helped us achieved better than 30%. 

1 Introduction 

Word segmentation is an important step for 
understanding Chinese texts because the Chinese 
language do not include explicit word delimiters, 
like the spaces in English, in the texts. Different 
segmentations of the same statements can lead to 
different interpretations, so segmenting Chinese 
strings into correct word sequences is crucial for 
understanding and processing Chinese in computer 
systems. Classical Chinese poems typically consist 
of sequences of short verses, so the quality of word 
segmentation influences the reading of poems 
significantly. The segmented poems can facilitate 

 
1 Tang is a Chinese dynasty that governed China during 

618-907CE. Song is a Chinese dynasty that governed 
China during 960-1279CE. Both dynasties are very 
influential for the development of Chinese literature. 

further analysis and applications, e.g., poem styles 
(Jiang, 2008; Qian and Huang, 2015). 

The literature has seen a wide variety of 
approaches to the problem of word segmentation 
for vernacular Chinese in the past many years, e.g., 
(Chen and Liu, 1992; Huang et al., 2007; Chen, 
Zheng, and Chen, 2015; Deng et al. 2016). 
Annotated corpora have been created for research 
and competition as well (Ma and Chen, 2003; 
Sproat and Emerson, 2003; Emerson, 2005). 

In contrast, relatively few researchers of Chinese 
linguistics and literature discussed word 
segmentation for classical Chinese poems. Wang 
(1972) examined the problem from both syntactic 
and semantic perspectives, while Tsao (2004) 
argued that the perspective of semantic 
interpretation should be more natural for native 
speakers. Jiang (2008) inherited and emphasized 
more on the semantic viewpoints. Relying on 
modern databases of Tang poems, Hu and Yu (2001) 
and Lo (2005) can access and compare more poems 
conveniently, and they adopt the observations 
discussed in the previous literature for the word 
segmentation task. 

Beyond conceptual discussion, it is harder to 
segment words in corpora of classical poems in 
large scale. Lee and colleagues discussed the topics 
of annotating part-of-speech tags (2012) and of 
creating dependency trees (2012) for classical 
Chinese poems. When they analyzed some 
interesting syntactic patterns in classical poems, 
they mentioned around one thousand poems (Lee, 
Kong, and Luo, 2018). 

 In this paper, we report a relatively larger scale 
of work for annotating word boundaries in two 
collections of classical Chinese poems. At the time 
of writing, we have annotated 32399 classical 
Chinese poems of the Tang and Song dynasties.1  
We evaluated our annotations in some different 
ways. First, we conducted inter-rater agreement 
(IRA) analysis, and the results are convincing. We 
applied machine learning methods for segmenting 
words in classical Chinese poems, and have 

Compared with the availability of linguistic data of 
modern days, the amount of available data for classical 
Chinese poems is extremely scarce. 

Introducing a Large Corpus of Tokenized Classical Chinese Poems 
of Tang and Song Dynasties 

Chao-Lin Liu    Ti-Yong Zheng    Kuan-Chun Chen    Meng-Han Chung 
National Chenghi University, Taiwan 

{chaolin,107753037,105753014}@nccu.edu.tw 
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achieved and published some preliminary results 
when we annotated only thousands of poems (Liu 
and Chang, 2019). We have improved the quality 
of our word segmenters significantly by using more 
annotated data and embracing the technology of 
deep learning. In addition, we compared our 
annotations with relevant information in a well-
known website, and found that our annotations 
have a reasonable consensus. 

We provide information about data sources, 
define the task of word segmentation, and discuss 
some domain-dependent heuristics in Section 2. 
We explain methods for measuring the quality of 
word segmentation in Section 3. We introduce our 
annotation team and their annotations, and report a 
basic statistical analysis of the annotated poems in 
Section 4. We explored different perspectives for 
IRA analysis in Section 5. We introduce the 
probabilistic classifiers for word segmentation in 
Section 6.  We compared the performances of two 
different designs of the probabilistic classifier in 
Section 7, and wrap up this paper in Section 8. 

2 Data Sources and Problem Definition 

We provide a brief introduction to the forms of 
classical Chinese poems in Section 2.1, and define 
the task of marking word boundaries in Section 2.2. 

2.1 Data Sources: Three Poem Collections 

We present two actual poems so that readers can 
acquire some basic knowledge and relevant 
terminology about classical Chinese poems. 

We list a poem of a famous Tang poet, Li Bai, in 
the following.2   

鳳凰臺上鳳凰遊，鳳去臺空江自流。 
吳宮花草埋幽徑，晉代衣冠成古丘。 
三山半落青天外，二水中分白鷺洲。 
總爲浮雲能蔽日，長安不見使人愁。 

This poem has eight lines, each of which has 
seven Chinese characters. The names of this form 
of poems are regulated heptametric octaves (RHO, 
henceforth) in English and 七言律詩(qi1 yan2 lu4 
shi1) in Chinese. If a poem has only four lines, and 
each line has seven characters, it is in the form of 
heptametric quatrains (HQ, henceforth) and 七言

絕 句(qi1 yan2 jue2 ju4). Extended forms of 
heptametric poems (EFHP, henceforth) may have 
more than eight lines, e.g., 10, 12, 14 lines. Such 
poems are called 七言長律(qi1 yan2 chang2 lu4) 
or 七言排律(qi1 yan2 pai2 lu4) in Chinese. 

 
2 The poet is 李白. The title of the poem is 登金陵鳳凰臺. 

We list a poem of another famous Tang poet, Du 
Fu, in the following.3   

國破山河在，城春草木深。 
感時花濺淚，恨別鳥驚心。 
烽火連三月，家書抵萬金。 
白頭搔更短，渾欲不勝簪。 

This poem also has eight lines, each of which 
has five Chinese characters. The names of this form 
of poems are regulated pentametric octaves (RPO, 
henceforth) in English and 五言律詩(wu3 yan2 
lu4 shi1) in Chinese. If a poem has only four lines, 
and each line has seven characters, it is in the form 
of pentametric quatrains (PQ, henceforth) and 五
言絕句 (wu3 yan2 jue2 ju4). Extended forms of 
heptametric poems (EFHP, henceforth) may have 
more than eight sentences, e.g., 10, 12, 14, etc. lines. 
Such poems are called 五 言 長 律(wu3 yan2 
chang2 lu4) or 五言排律(wu3 yan2 pai2 lu4). 

In this research, for the Tang poems, we consider 
only the poems in volumes 30 through 888 in the 
Complete Tang Poems (CTP, Quan Tang Shi, 全唐

詩). CTP has 900 volumes, and is the most 
representative and important collection of Tang 
poems for the studies on Chinese literature. 
Volumes 30 through 888 are the ordinary poems.  
We also annotated the poems in the Complete Song 
Poems (CSP, Quan Song Shi, 全宋詩). 

Due to the limited budget for human annotation, 
we focus on the word segmentation for poems that 
have only five-character or seven-character lines. 
These types of poems represent more than 90% of 
the poems in the CTP. Similarly, 87% of the poems 
in the CSP consisted of only five-character or 
seven-character lines. 

As a pioneer work, we did not find known 
principles to select the poems for annotation. As a 
consequence, we abide by some basic principles. 
First of all, we wanted to have reasonably many 
poems of different types of poems. We annotated 
the majority of the RPO, HQ, RHO, EFHP, EFPP 
poems that appeared in volumes 30 through 888 in 
CTP. Table 1 provides statistics about the annotated 
data. At this moment, we have annotated only part 
of the RHO poems in CSP.  

Table 1 provides the amounts and types of our 
annotated poems in CTP and CSP. In total, we have 
25,990 annotated CTP poems and 6409 annotated 

3 The poet is 杜甫, and the title of the poem is 春望. 

 items poets RPO HQ RHO EFPP EFHP 
CTP1 25990 123 11309 5004 7343 1789 545 
CSP1 6409 71   6409   

Table 1: Basic statistics about the annotated poems 
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CSP poems. Some of the CTP poems were 
repeatedly annotated by different annotators for 
IRA analysis. The CTP poems belonged to 123 
Tang poets, and the CSP poems belonged to 71 CSP 
poets. The columns RPO, HQ, RHO, EFPP, and 
EFHP show the amounts of poems of different 
types. In Table 1, we use CTP1 to refer to the 
annotated CTP poems and CSP1 to refer to the 
annotated CSP poems.  

For studying the temporal changes and heritage 
of the Chinese language, we are working on the 
annotation of thousands of poems in the Complete 
Taiwan Poems (TWP, Quan Tai Shi, 全臺詩) (Shi, 
2011).  

2.2 Problem Definition  

For human annotators, the goal of word 
segmentation for classical Chinese poems is to add 
markers between words. If given a line “吳宮花草

埋幽徑”, the annotators may produce “吳宮=花草

=埋=幽徑”, where “=” is the marker for word 
boundaries. 

Technically, we treat the word segmentation 
problem as a classification problem. Given a line 
“吳宮花草埋幽徑”, an annotator attempts to 
determine whether or not a character in the string is 
the last character of a word. If the character is not 
the last character of a word, we assign it to the 
category of non-terminal. If it is, we assign it to the 
category of terminal. We will use N and T to denote 
non-terminal and terminal, respectively, in our 
discussions. Using this notation, the annotators 
may produce “NTNTTNT” if “吳宮=花草=埋=幽
徑” is the correct segmentation for “吳宮花草埋

幽徑”. 

2.3 Domain-Dependent Heuristics  

Over the years, based on the experience in studying 
classical Chinese poems, researchers have 
proposed practical heuristics about word 
segmentation that are useful for reading classical 
Chinese poems. Although the researchers that we 
cited in the Introduction may not have a consensus 
on the implications of the popular patterns, they all 
discussed the high frequencies of the common 
patterns. 

For poems that have 5-character lines, i.e., PQ 
and RPO, the most common patterns for 
segmentation are 2-2-1 or 2-1-2. Here, an 
individual digit represents the number of characters 
in a segmented word. Hence, the 2-2-1 pattern 
indicates that we segment a five-character line into 
three words in the order of a 2-character word, 

another 2-character word, and a 1-character word. 
Hence, one may segment “野鶴隨君子，寒松揖

大夫” as “野鶴=隨=君子，寒松=揖=大夫”, and 
these are examples of 2-1-2 lines.   

Analogously, the researchers believe that 2-2-2-
1 and 2-2-1-2 are common patterns for lines in HQ 
and RHO poems. “雨中=草色=綠=堪染，水上=
桃花=紅=欲然” is an example of the 2-2-1-2 
pattern.  

These heuristic principles are usually right, but 
there are exceptions. “翻經=謝靈運，畫壁=陸探

微” needs the 2-3 pattern to mention person names.  
One may prefer to read “綠浪東西南北水，紅欄

三百九十橋” as “綠浪=東西南北=水，紅欄=三
百九十=橋” because of the direction words and the 
Chinese numbers.   

3 Evaluation Measures 
3.1 Quality of Word Segmentation  

We may measure the quality of word segmentation 
with four types of measures that are gradually more 
challenging. Since we are categorizing each 
character in a poem into two types, it is natural and 
conventional to measure the classification results 
with precision, recall, and F1 measure (Manning 
and Schütze, 1999; Alpaydin, 2020). 

A more practical interest for the task of word 
segmentation is about word identification. To 
identify a word, we need to correctly find the 
beginning and ending of the word, which requires 
at least two correct classifications. Hence, the 
percentage of word recovery, PWR, is more 
challenging than the traditional measures for 
classification tasks.  

We can view the classification of characters as 
character-level decisions, and view the word 
recovery as word-level decisions. From here, we 
can image that there are line-level decisions and 
poem-level decisions. We may want to measure 
how well our annotators segment a line completely 
correct and how well our annotators segment a 
poem completely correct. Therefore, it should be 
natural to measure the percentage of perfectly 
segmented lines, PSL, and the percentage of 
perfectly segmented poems, PSP. Given a set of L 
lines and P poems, if our annotators segment L’ 
lines and P’ poems perfectly, PSL will be L’/L and 
PSP will be P’/P.  

We can compare the word segmentations 
produced by our annotators with the word 
segmentations annotated by human experts, and 
compute the precision, recall, F1, PWR, PSL, and 
PSP to measure the quality of our classifiers. 
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3.2 Metrics for IRA Analysis 

If we have an expert who will annotate the poems 
and provide the most reliable annotation of the 
word boundaries, there would not be a very good 
reason to ask many annotators to repeat the 
annotation task. We do not have such an expert yet. 
More importantly, there might not be just one way 
to segment a poem because it is possible to segment 
and interpret poems in different ways. Hence, there 
might not be gold standards for segmenting all 
classical Chinese poems, at least for some poems. 

Therefore, we chose to avoid subjectively decide 
which annotator is more reliable when comparing 
the annotators’ annotations. We used the Dice 
coefficient (Dice, 1945) to compare the annotations 
of a poem that were produced by the annotators.  

Let 𝐴𝐴1  and 𝐴𝐴2  denote the annotations of two 
annotators. Let 𝐶𝐶12  denote the annotations that 
both annotators agree. The Dice coefficient for the 
annotations 𝐴𝐴1 and 𝐴𝐴2 is defined in (1). 

Dice(𝐴𝐴1,𝐴𝐴2) ≡ 2×|𝐶𝐶12|
|𝐴𝐴1|+|𝐴𝐴2|        (1) 

Here, |𝐴𝐴1| and |𝐴𝐴2| are respectively the amounts 
of annotations (for characters in poems) of 𝐴𝐴1 and 
𝐴𝐴2 . Since the annotators are annotating the 
characters of the same collection of poems, |𝐴𝐴1| and 
|𝐴𝐴2| must be the same. |𝐶𝐶12| is the number of agreed 
annotations, so |𝐶𝐶12 | must be smaller or equal to 
|𝐴𝐴1| (and |𝐴𝐴2|). The Dice coefficient doubles |𝐶𝐶12| 
to make the coefficient fall into the range of [0, 1]. 
When two annotations perfectly agree, the Dice 
coefficient is 1. When two annotations completely 
differ, the coefficient will be zero.  

Take the annotation for the string “ABCDE” for 
example. Assume that 𝐴𝐴1 is NTNTT and that 𝐴𝐴2 is 
NTTNT, i.e., annotator 1 and 2 segment “ABCDE” 
into AB=CD=E and AB=C=DE, respectively. The 
annotators agreed on three character-level 
decisions, so the Dice coefficient for the character-
level decisions is 2×3

5+5 =0.6. For the word-level 
decisions, annotator 1 suggests three words, and 
annotator 2 suggests three words, but they agree on 
only one word, i.e., AB. Hence, the PWR is 2×1

3+3 =
0.33.   

We can reuse the definitions for PSL and PSP in 
Section 3.1 for inter-rater agreement studies. For 
PSL and PSP, the annotations for a line or for a 
poem of two annotators either completely agree or 
do not agree, so there is no need to arbitrarily 

 
4 The Song dynasty had two main periods. The Northern 

Song existed during 960-1127CE, and the Southern Song 
existed during 1127-1279CE. 

choose the ground truth, and we may reuse the 
original definitions of PSL and PSP. 

4 Annotated Poems  

4.1 Annotating the Poems  

We have seven annotators, and all of them major in 
Chinese Literature. Four of them are affiliated with 
the University of Taipei (UT, henceforth), and three 
are with the National Taipei University (NTPU, 
henceforth). We intentionally recruited annotators 
from different universities. Annotators who were 
trained at different universities and did not know 
each other may add a bit more independence in 
their annotation-related decisions.   

We could not afford to annotate all of the poems 
in CTP and CSP because of time limits and budget 
constraints. In total, CTP and CSP have more than 
210,000 items of poems. Sometimes, an item 
contains multiple poems. We have listed the basic 
statistics about the current annotated poems in 
Table 1. The 123 poets for the CTP poems were 
selected because they were the leading contributors 
to CTP (Liu, Mazanec, and Tharsen, 2018). In 
addition to considering the amounts of 
contributions when selecting the CSP poets, we 
also considered whether the poets lived in the 
Northern Song or the Southern Song periods.4  The 
poets were selected so that we balanced the poems 
from these two periods, when huge changes took 
place in China.  

Due to some historical reasons, a poem may 
have different versions (Owen, 2007; Liu, 
Mazanec, and Tharsen, 2018). For this reason, we 
keep the poems that were recorded relatively more 
consistently in different sources in our studies, 
hoping to enhance the authenticity of our data.  

We stated that we annotated 25990 CTP poems 
in Section 2.1. In fact, we have annotated more than 
25990 items of Tang poems, and chose only this 
amount in our study. Originally, we have annotated 
28137 Tang poems. We compared our poems with 
the Tang poems that were also listed in the Chinese 
Text project5, the Scripta Sinica database6, and the 
Cold-Spring website7 , and kept only those items 
that differ at most one Chinese character with a 
corresponding item in these reference sites. By 
comparing and filtering our poems, we hope that 
the remaining Tang poems are qualified to be used 
in our empirical evaluation. In the following 
presentation, we will refer to “items of poems” as 

5 CTEXT: https://ctext.org/ 
6 http://hanchi.ihp.sinica.edu.tw/ihp/hanji.htm 
7 http://skqs.lib.ntnu.edu.tw/dragon/ 
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“poems” directly because their distinction is not 
very important for the current study. 

4.2 Patterns of the Annotated Poems  

We can inspect the patterns of the lines in the 
annotated poems, and Table 2 shows the 
distributions of the patterns for the annotated CTP 
and CSP poems.  In the table, we show the 
percentages of the most frequent 10 patterns for the 
CTP and CSP poems. We do not show the “%” 
symbol for succinctness. Based on the statistics in 
Table 1, we have annotated 13098 (11309+1789) 
CTP poems that have 5 characters in their lines, and 
we have annotated 12892 (5004+7343+545) CTP 
poems that have 7 characters in their lines. We have 
annotated CSP poems that have 7 characters in 
their lines.  

The experience reported in the literary studies 
about the common patterns predicts the 
distributions extremely well (Hu and Yu, 2001; Yu 
and Hu, 2003; Lo, 2005). More than 98% of the 
annotated CTP poems that have 5-character lines 
were annotated as 2-1-2 or 2-2-1 pattern, and we 
observed 13 patterns for poems that have 5 
characters in their lines. More than 97% of 
annotated CTP poems and CSP poems that have 7-
character lines were annotated as 2-2-1-2 or 2-2-2-
1 pattern. Both the CTP and CSP 7-character 
poems have 33 different patterns.  

Mathematically, one may have expected that 5-
character and 7-character lines may have as many 
as 16 and 64 different patterns, respectively. A 
normal classical Chinese poem should follow quite 
a few phonological, syntactic, and semantic rules, 
so not all of the patterns are acceptable. Hence, the 
patterns of the lines are not uniformly distributed. 
For instance, although possible, the pattern 1-1-1-
1-1 for a 5-character line would be very unusual.  

 
8 Both Tsao (2004, p. 59) and Jiang (2008, p. 166) cited Hu 

(2003, reprint): “五字句以上二下三為脈，七字句以上
四下三為脈，其恆也。有變五字句上三下二

Our statistics support a phenomenon that was 
discussed circa 1700CE but was not mentioned in 
modern literature for computing technologies (Hu, 
2003 reprint).8  Frequent patterns like 2-1-2, 2-2-1, 
2-2-1-2, and 2-2-2-1 can be expected, but the large 
proportions of these patterns may be surprising. 
The 2-3 pattern is many times more frequent than 
the 3-2 pattern in Table 2. 

5 Inter-Rater Agreement Analysis 

We report results of our inter-rater agreement 
analysis in this section, and argue that the observed 
agreements are not just results of the annotators’ 
accepting the heuristics that were explained in 
Section 2.3. 

5.1 Results of the Analysis 

To further understand our annotated poems, we 
conducted an IRA analysis using the annotated 
Tang poems. Table 3 lists statistics for the 
annotations that were completed by the UT and 
NTPU annotators. Hence, the amounts of poems 
listed in Table 3 must agree with the amounts of 
poems for the CTP in Table 1. For instance, in Table 
1, we have 11309 annotated RPO poems, of which 
8879 items were annotated by the UT annotators 
and 2430 were annotated by the NTPU annotators.  

We compared the annotations completed by the 
UT and by the NTPU annotators. A poem that was 
annotated by a UT annotator and a NTPU annotator 
is considered as a pair in the IRA studies, and we 
have 5217 pairs. We compared these 5217 pairs 

者，。。。，皆蹇吃不足多學。” Hu was born in the 
late 16th century. 

CTP  
5-char 
poems 

Patterns 2-1-2 2-2-1 2-3 1-2-2 1-1-2-1  
Percentage 56.61 42.11 0.52 0.42 0.19  

Patterns 2-1-1-1 3-2 1-1-1-2 1-1-3 3-1-1 others 
Percentage 0.06 0.03 0.02 0.01 0.01 < 0.02 

CTP  
7-char 
poems 

Patterns 2-2-1-2 2-2-2-1 2-2-3 3-1-2-1 2-1-2-2  
Percentage 58.77 39.05 0.94 0.23 0.23  

Patterns 3-1-1-2 2-1-1-2-1 2-3-2 1-2-1-1-2 1-2-1-2-1 others 
Percentage 0.20 0.06 0.06 0.05 0.05 < 0.04 

CSP RHO 
poems 

Patterns 2-2-1-2 2-2-2-1 2-2-3 2-1-2-2 3-1-1-2  
Percentage 63.54 34.01 0.96 0.53 0.13  

Patterns 1-2-1-1-2 2-2-1-1-1 3-1-2-1 1-1-2-1-2 2-1-1-2-1 others 
Percentage 0.11 0.11 0.09 0.07 0.05 < 0.4 

Table 2: Distributions of line patterns of annotated CTP and CSP poems (“%” not shown) 

 Items RPO HQ RHO EFHP EFPP 
UT 20495 8879 4376 5276 1684 280 
NTPU 5495 2430 628 2067 105 265 

Table 3. Workloads of the annotators 
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and calculated the metrics for IRA analysis as we 
explained in Section 3.2.  

The “observed” row in Table 4 lists the statistics 
for our IRA analysis. The annotators of UT and 
NTPU showed very high agreement in their 
decisions as to character and word level decisions. 
The Dice coefficient for the character classification 
is 0.952, and the Dice coefficient for common 
words is 0.930. The percentage that the annotators 
perfectly agreed on a line is 87.7%, and the 
percentage that the annotators agreed perfectly on 
the segmentation of whole poems is only 42.8%. 

5.2 A Theoretical Analysis 

In this subsection, we derive theoretical estimators, 
shown in the “inferred” row, for the “observed” 
row in Table 4 to show that our annotators must not 
agree with each other only because they might have 
common belief on the frequent patterns that we 
explained in Section 2.3. Instead, the expertise and 
personal judgements of the annotators have also 
influenced, for otherwise the statistics in the 
“observed” row could fall as low as those listed in 
the “inferred” row. We will show the details about 
this inference procedure in an extended report.  

6 Simple Probabilistic Classifiers 

Recall that the task of word segmentation can be 
viewed as classifying characters as a terminal or 
non-terminal character for a word. 

6.1 Directional Pointwise Mutual Information 

If we temporarily assume that all the lines of RPO 
poems used the 2-2-1 or the 2-1-2 pattern and that 
all the lines of RHO poems used the 2-2-2-1 or the 
2-2-1-2 patterns, word segmentation becomes an 
extremely simplified task. Given these heuristic 
principles, a simple-minded word segmenter could 
randomly choose one of the 2-2-1 and 2-1-2 
patterns for an RPO poem and choose one of the 2-
2-2-1 and 2-2-1-2 patterns for an RHO poem. 

A better method is to rely on the directional 
pointwise mutual information (DPMI) measure to 
make decisions. Our DPMI is very similar to the 
traditional pointwise mutual information. The 
DPMI measures the strength of the closeness of 
two characters, and we use DPMI(XY) to denote 

the DPMI of two consecutive and ordered 
characters X and Y.  

We can train the DPMI value of two given 
characters with unannotated poems easily. We 
define the DPMI value of X and Y, based on their 
individual appearances and consecutive 
collocations in poems. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑋𝑋𝑋𝑋) ≡ 𝑙𝑙𝑙𝑙𝑙𝑙 Pr (𝑋𝑋𝑋𝑋)
Pr(𝑋𝑋)Pr (𝑋𝑋)

= 𝑙𝑙𝑙𝑙𝑙𝑙 Pr (𝑋𝑋|𝑋𝑋)
Pr (𝑋𝑋)

   (2) 

In (2), Pr(𝑋𝑋)  and Pr(𝑋𝑋)  are, respectively, the 
probabilities of reading the unigrams X and Y in 
the poems, and Pr(𝑋𝑋𝑋𝑋) denotes the probability that 
we see an ordered bigram XY in the poems. Our 
definition of DPMI is a slight variation of the 
original definition of pointwise mutual information 
(PMI) (Manning and Schütze, 1999; Cover and 
Thomas, 2006), where the computation typically 
does not consider the orders of X and Y. 

Given a line, say “ABCDE” of an RPO poem, 
we could compare the DPMI measures of CD and 
DE to determine whether we segment the line into 
AB-CD-E or AB-C-DE. If DPMI(CD) is larger 
than DPMI(DE), we choose AB-CD-E; otherwise, 
we choose AB-C-DE. Given an RHO line, say 
“ABCDEFG”, we segment the line into AB-CD-
EF-G if DPMI(EF) is larger than DPMI(FG) and 
into AB-CD-E-FG otherwise.  

6.2 Weighted DPMI 

To actually determine the DPMI for a bigram XY, 
we need to estimate the probability values of Pr(𝑋𝑋) 
and Pr(𝑋𝑋) based on a training dataset. We simply 
employ the maximum likelihood estimator for this 
task (Alpaydin, 2020; p. 68).  

Although we may determine the probability of 
the bigram XY, Pr(𝑋𝑋𝑋𝑋) , with the maximum 
likelihood estimator as well, we chose to add 
weights to particular bigrams by considering the 
domain-dependent heuristics that we discussed in 
Section 2.3.  

Given a line of five characters, say “ABCDE”, 
we could consider two different segmentations, and 
they are AB=CD=E or AB=C=DE. Under this 
presumption, we assign a base weight, β, to all of 
the bigrams in “ABCDE”, i.e., “AB”, “BC”, “CD”, 
and “DE”, and we give extra weights to “AB”, 
“CD”, and “DE” because of their positions in the 
line. If the segmentation of “ABCDE” must be 
either “AB=CD=E” or “AB=C=DE”, we 
essentially have assumed that “AB” is a bigram, so 
we give a starting weight, σ, to the starting bigram 
of each line. We give an additional weight, α, to 
“CD” and “DE” because one of them should be a 
bigram.  

 Dice for 
characters 

Dice for 
words PSL PSP 

observed 95.2 93.0 87.7 42.8 
inferred 82.9 70.8 50.0 0.39* 

Table 4: Inter-rater agreement analysis (“%” not 
shown, 0.39 is for regulated octaves) 
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Given a line of “ABCDE”, “AB” will gain 
β+σ in its total weight, “BC” will gain β, “CD” 
will gain β+α, and “DE” will gain β+α. If the 
assumptions about the patterns are reasonable, 
we hope that the values of the weighted DPMI 
will be more informative than the raw frequency 
that is used for maximum likelihood estimators. 

We set β, σ, and α  to 0.3, 1, and 0.5, respectively, 
in our current study. Obviously, we may try other 
combinations in our experiments. We set β to a 
relatively small value because it provides a basic 
weight to all bigrams. Since “AB” is relatively 
more certain than “CD” and “DE” to form a bigram, 
the starting weight is not smaller than the additional 
weight. We set σ to one because, if accepting the 
heuristics explained in Section 2.3, the staring 
bigrams of each line are two-character words. We 
set α to 0.5 because, in an “ABCDE” line, one of 
“CD” and “DE” will be a word, so they share the 
starting weight equally.  

We use the total weights of bigrams observed in 
the training set to calculate the probability of 
bigrams. Every observed bigram in the training set 
will accumulate their own total weights, and the 
probability of a bigram, Pr(𝑋𝑋𝑋𝑋) , is defined as its 
total weight, TW(𝑋𝑋𝑋𝑋) , divided by the overall 
weights of all bigrams in the training set. 

Pr(𝑋𝑋𝑋𝑋) ≡ TW (𝑋𝑋𝑋𝑋)
∑ TW(𝑧𝑧)𝑧𝑧 ∈{𝑡𝑡ℎ𝑒𝑒 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑏𝑏𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑏𝑏𝑏𝑏𝑏𝑏𝑖𝑖𝑏𝑏𝑖𝑖𝑏𝑏 𝑏𝑏𝑒𝑒𝑡𝑡}

   (3) 

We will refer to this score function as WDPMI. 
Note that we establish WDPMI from a probabilistic 
perspective, but we did not verify whether the 
resulting weights conform to the axioms of 
probability properly.  

When we apply the weighted DPMI for 
segmenting the test data, we must be prepared for 
encountering unseen unigrams and unseen bigrams 
in the test data. This is because we must strictly 
separate the test data from the training data 
(Alpaydin, 2020). As a consequence, we need to 
handle unseen unigrams and bigrams in the test 
data. For these cases, we assign them the minimum 
DPMI for the unigrams or bigrams that we have 
seen in the training data. This choice is inspired by 
the Good-Turing smoothing method (Good, 1953). 

6.3 Training DPMI and WDPMI 

Since we do not need labeled data to train DPMI or 
WDPMI, we can employ more poems for training 
the classifiers.  

Again, although we do not have theoretical rules 
to follow and select the poems for training, we do 
abide by some basic principles. First of all, we 
wanted to have reasonably many poems for 

training. We can use all of the PQ, RPO, HQ, RHO, 
EFHP, EFPP poems that appeared in volumes 30 
through 888 in CTP for training. We chose to 
consider only the RPO and RHO poems in CSP for 
training because the total of these two types was 
already more than the CTP poems that we could use 
for training. Here we also have some TWP poems.  

Table 5 reuses the format of Table 1, but lists the 
number of labeled and unlabeled poems that we 
have in the CTP, CSP, and CWP.  The Tang and 
Song poems that we listed in Table 1 are subsets of 
the poems that we listed in Table 5. We use CTP2 
and CSP2 in Table 5 to differentiate the different 
sets in Tables 1 and 5. Notice that, although we 
have 6970 RHO items in CTP2, we have 7343 
annotated RHO items in CTP1 (Table 1). This is 
because a CTP poem may be annotated multiple 
times by different annotators, even when we may 
not annotate all of the poems in CTP2 and CSP2. A 
repeatedly annotated poem is counted multiple 
times in CTP1 and is counted only once in CTP2.  

7 Empirical Evaluations 

Since we discussed the differences between DPMI 
and traditional PMI, and we claimed the superiority 
of weighted DPMI (WDPMI) against DPMI. We 
conducted a wide variety of experiments to verify 
this projection.  

Since we will use the CTP1 and CSP1 as the test 
data, we will remove the poems in CTP1 and CSP1 
from CTP2 and CSP2, respectively, at training time. 
We do not indicate this exclusion in Table 6. We 
can use different combinations of unannotated data 
(Table 5) as the training data and use different 
annotated data (Table 1) as the test data to check 
whether WDPMI indeed prevails. 

We list 14 such experiments and their results in 
Table 6. In Table 1, we have two sets of annotated 
data. CTP1 and CSP1 are for the Tang (618-907CE) 
and Song dynasty (960-1279CE), respectively. In 
Table 5, we have three basic sets of unannotated 
data. In addition to CTP2 and CSP2, we added 
TWP. Therefore, we can create seven combinations 
of these three sets for training in different 
experiments.  

Recall the definition for WDPMI and our 
discussion in Section 6.2. We set β, σ, and α to 0.3, 
1, and 0.5, respectively, for the experiments in 

 items poets PQ RPO HQ RHO EFHP EFPP 
CTP2  36562 2257 2183 11859 6960 6970 7222 1368 
CSP2  74505 3608  32929  41576   
TWP 58267 99 2220 5451 31614 18982   

Table 5. Statistics about more poems 
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Table 6. An unweighted version of DPMI can be 
considered as a special case of WDPMI without 
giving special weights. Namely, we could set β, σ, 
and α to 0.3, 0, and 0, respectively. Due to the 
limitation of page width, we do not show the values 
of precision and recall for DPMI in Table 6.  

We could verify that using WDPMI indeed led 
to better performances than using DPMI, if we 
compare the corresponding statistics in Table 6. 
Each of the statistics in the shaded area in the 
WDPMI column is larger than the corresponding 
statistic in the DPMI column. 

We could calculate the differences between the 
metrics of WDPMI and DPMI by subtracting an 
item for DPMI from the corresponding item for 
WDPMI. For Exp. 7, the difference in PSP is 3.37.  
We can calculate the differences in PSP for 14 
experiments, and obtain their maximum (3.44), 
median (3.06), mean (3.03), and minimum (2.11). 
The rightmost column in Table 7 shows these 
results. We repeated such a calculation procedure 
for precision (prec), recall (recl), F1, PWR, and PSL 
for Table 6, and show the results in Table 7. The 
statistics of 14 experiments in Table 7 consistently 

 
9 https://sou-yun.cn/ 

suggest that using WDPMI led to better 
performance than using DPMI.  

We can compare the performances of WDPMI 
and DPMI from other perspectives, and we can 
include more domain knowledge about the 
classical poems to improve the performances of our 
probabilistic classifiers in an extended report of our 
work. Of course, with the annotated poems, we 
could apply deep learning (Goodfellow et al., 2016) 
and other machine learning methods to train and 
test classifiers that may further enhance the quality 
of word segmentation. 

8 Concluding Remarks 

The main purpose of this paper is to report the 
annotation of word boundaries for 32399 classical 
Chinese poems. Seven annotators of Chinese 
literature background carried out the task. To 
investigate the quality of these human annotation, 
we conducted inter-rater agreement studies. In fact, 
we have also compared the annotations with some 
relevant information extracted from the Sou-Yun 
website9, which is a highly recommended website 
for learning classical Chinese poems, but we 
cannot provide the details here. Based on these 
further analyses, we gained confidence on the 
quality of our annotations. 

We have used the annotated data to train 
classifiers for algorithmically segmenting classical 
Chinese poems. It was relatively easy to segment 
the lines in poems correctly, but remained 
challenging to segment poems completely correct. 
We understand that there may not be “the” correct 
answer to segment a poem. “The” correct answer 

ID TrainD TestD 
WDPMI DPMI 

prec recl F1 PWR PSL PSP F1 PWR PSL PSP 
7 CTP2 CTP1 90.25 90.43 90.34 86.27 76.32 16.79 89.19 84.63 73.54 13.42 
8 CTP2 CSP1 91.17 91.36 91.27 86.86 73.56 11.11 90.41 85.58 71.05 8.07 
9 CSP2 CTP1 90.34 90.53 90.44 86.40 76.55 17.01 89.39 84.92 74.03 13.99 

10 CSP2 CSP1 91.97 92.17 92.07 88.07 75.97 13.82 91.24 86.82 73.51 10.38 
11 TWP CTP1 89.30 89.48 89.39 84.93 74.04 14.03 88.42 83.56 71.72 11.79 
12 TWP CSP1 91.06 91.25 91.16 86.70 73.27 10.15 90.41 85.57 71.04 8.05 
13 CTP2+CSP2 CTP1 90.73 90.92 90.82 86.95 77.48 18.32 89.84 85.56 75.10 15.25 
14 CTP2+CSP2 CSP1 92.09 92.29 92.19 88.24 76.33 14.42 91.44 87.12 74.10 11.06 
15 CTP2+TWP CTP1 90.48 90.67 90.58 86.60 76.89 17.51 89.60 85.23 74.55 14.51 
16 CTP2+TWP CSP1 91.76 91.96 91.86 87.75 75.32 13.16 91.10 86.61 73.08 10.06 
17 CSP2+TWP CTP1 90.45 90.64 90.54 86.56 76.81 17.51 89.57 85.18 74.47 14.60 
18 CSP2+TWP CSP1 92.03 92.23 92.13 88.15 76.12 14.01 91.37 87.02 73.89 10.79 
19 CTP2+CSP2+TWP CTP1 90.76 90.95 90.85 86.99 77.55 18.46 89.89 85.63 75.23 15.41 
20 CTP2+CSP2+TWP CSP1 92.22 92.42 92.32 88.43 76.69 14.91 91.51 87.22 74.29 11.47 

Table 6. WDPMI consistently offers better performances than DPMI. (“%” not shown) 

 prec recl F1 PWR PSL PSP 
max 1.15 1.16 1.16 1.64 2.78 3.44 

median 0.91 0.91 0.91 1.32 2.34 3.06 
mean 0.90 0.90 0.90 1.30 2.38 3.03 
min 0.75 0.75 0.75 1.12 2.23 2.11 

Table 7. Differences in performance when 
comparing WDPMI with DPMI (“%” not 

shown) 

142



 
 
 

depends on how a reader interpret the poem. 
Nevertheless, for the studies of computer science, 
we used the annotated data as the ground truth in 
our analysis. The annotators achieved perfect 
agreement for a given poem 43% of the time. 
Under favorable conditions when domain-
heuristics are applicable, using a traditional 
machine-learning method, we segment a poem 
completely correctly 18.46% in Table 6. Switching 
to deep-learning methods, we could improve the 
results to slightly above 30%. Details about these 
new experiments can be provided in an extended 
paper. 

Responses to the Reviewers 

Although we briefly discussed the challenges to 
segment the poems for the “ground truth” that 
typical experts of computer science background 
would expect at the beginning of Section 3.2, a 
reviewer still commented for more discussions on 
this issue. Almost no one who has reasonable 
experience in reading Chinese poems would deny 
that poets might intentionally leave a certain degree 
of ambiguity in poems for beauty, imageries, 
hidden intentions, etc. We recognize this level of 
difficulty as well, but we also hope that it is 
possible that, for a majority of poems, readers may 
have an acceptable consensus about the 
interpretation of a poem. Whether our hope will 
hold from the perspectives of experts in Chinese 
literature is subject to more further studies. 

A reviewer encouraged us to show the usability 
of our corpus via higher level of tasks for natural 
language processing, including named entity 
recognition and slot tagging (Xu and Sarikaya, 
2013). We would like to extend our work in those 
directions after we first establish the position of the 
current corpus in the academic world via the 
discussions in this presentation.  

In further experiments, we can elaborate on how 
using deep learning techniques can outperform the 
performance of using the heuristics WDPMI. 
Machines can learn the frequent patterns of 
classical Chinese poems directly via labeled data, 
without the need of relying on human’s heuristics. 
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Abstract

Language models for text-to-image generation
can output good quality images when referen-
tial aspects of pictures are evaluated. The gener-
ation of creative images is not under scrutiny at
the moment, but it poses interesting challenges:
should we expect more creative images using
more creative prompts? What is the relation-
ship between prompts and images in the global
process of human evaluation?
In this paper, we want to highlight several crite-
ria that should be taken into account for build-
ing a creative text-to-image generation bench-
mark, collecting insights from multiple disci-
plines (e.g., linguistics, cognitive psychology,
philosophy, psychology of art).

1 Introduction

Creativity is generally defined as the ability to pro-
duce new work that departs from existing prac-
tices and is appropriate, e.g., “normally fitted or
adapted to the resolution of problems or difficulties
existing within defined constraints” (Carter, 2004).
As a peculiar human feature, creativity has been
investigated by multiple disciplines (psychology,
aesthetics, linguistics) to find recurring patterns
and regularities in the motivated and intentional
breaking or bending of rules that every creative act
implies.

Creativity varies in time and space as every cul-
turally determined concept. The evaluation of cre-
ativity during the Renaissance differed from to-
day’s practices because cultural expectations have
changed. In Eastern cultures, the focus is on the cre-
ative act per se instead of on the final result (Lubart,
1990).

The analysis of creativity is also dependent on
the media: linguistic and visual creativity are both
the result of complex psychological processes in
the creator’s mind but give rise to radically differ-
ent perceptual experiences for the receiver. Indeed,

linguistic and visual outcomes require different in-
terpretation processes.

To make the understanding of creativity more
complicated, the artificial generation of creative
instances such as texts, music, images – under the
name of computational creativity – poses further
challenges to creativity’s definition. Sometimes the
artist cooperates with the automatic system (as in
generative art), while in other cases the result is
independent of human agency, such as in text-to-
image generation systems.

Today, computational models for text-to-image
generation based on unsupervised deep learning
methods can output realistic images, translating hu-
man written textual descriptions of variable length
into images. Text-to-image (T2I, henceforth) gener-
ation model aims to generate photorealistic images
semantically consistent with the text descriptions.

Starting with the generation of images from
single labels or keywords, these models can han-
dle more complex linguistic descriptions. Recent
works mainly try to understand how much these
images are referentially coherent and complete (Sa-
haria et al., 2022). The evaluation of the referential
aptness is more straightforward than the evalua-
tion of creativity, which depends more on subjec-
tive variability in judgments and needs well-posed
questions to be adequately isolated from other co-
occurring variables that influence the aesthetic ex-
perience.
The generation of creative images is not under
scrutiny at the moment, but it raises interesting
questions: should we expect more creative images
when using more creative prompts? What is the
relationship between captions and images in the
holistic process of evaluation? Can we have cre-
ativity without agency and authorial responsibility?

In this paper, we want to highlight several crite-
ria that should be taken into account for building a
text-to-image generation benchmark that addresses
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those questions, collecting and discussing insights
from multiple disciplines (e.g., linguistics, cogni-
tive psychology, philosophy, psychology of art).

The remainder of this article is structured as fol-
lows: in Section 2, we describe relevant works
from generative art and psychology of art. Section
3 focuses on the definition of creativity in language.
We discuss how it is realized at different levels,
together with examples that can be included in the
benchmark. In Section 4, visual creativity is pre-
sented under the lens of the findings from psychol-
ogy of art. Section 5 introduces the T2I available
systems usable at the moment for generating im-
ages using textual prompts. Finally, in Section 6,
we delineate the key features of human evaluation
of creativity for automatically generated images
that would help to answer important research ques-
tions before concluding in Section 7.

2 Related Work

The definition of a benchmark for creative T2I gen-
eration is a practical effort deeply influenced by
theoretical questions previously addressed by other
disciplines. In this section, we briefly report their
relevant findings.

2.1 Generative Art

Generative art is a way to create art that requires
a system “set into motion with some degree of au-
tonomy contributing to or resulting in a completed
work of art” (Galanter, 2003). It uses agents and is
based on unpredictability, a key feature of creativ-
ity (Boden and Edmonds, 2009).

Galanter (2003) theorizes the system as self-
contained enough to operate autonomously, so the
artist’s role is to limit this autonomy. For example,
an artist could intervene by acting on parameters,
filtering the final outputs, or interactively modify-
ing the system through feedback. However, when
these systems are black boxes with opaque internal
operations, such as deep learning models, it is diffi-
cult for the artist to act on them (Dorin et al., 2012).
The limitations of deep learning models have been
investigated: autonomous deep learning systems
created for emulating arts (for example, through
style transfer) are not able to reproduce the creative
process, and output images with bias (Srinivasan
and Uchino, 2021). Another important limitation is
that generative art introduces randomness as part of
its creative process, while in deep learning method-
ologies, randomness is a constitutive feature of the

design process. However, human intervention can
intentionally change the degree of randomness in
the training phase or the generation process.
Under these premises, we believe that T2I gener-
ated images could be perceivable with features at-
tributable to generative art products, e.g., valuable
as more or less creative, novel, or pleasant.

Another issue raised by generative art is the role
of agency. Creativity is an agential disposition that
produces new and valuable things thanks to the
know-how of a human agent. Mechanical search
and trial and error procedures are not creative. This
view is endorsed by Paul and Stokes (2018) who
argue that judgments about the creativity of an ob-
ject implicitly refer to the generative processes in-
volving agency. But computer-based generative art
defies or at least causes a rethinking of the notion
of agency (Wheeler, 2018).

The output of T2I generation systems is poten-
tially art if the possibility of human interaction is
made transparent in this scenario. An appropriate
benchmark would go in this direction, investigat-
ing the interactions between the types of linguistic
prompts and the perceived effects of generated im-
ages.

2.2 Computational Aesthetics

Computational aesthetics is a field of study inter-
ested in the convergence and generability of aes-
thetic judgments (Hönig, 2005; Bo et al., 2018). It
focuses on the automatic assessment of beauty in
human creative products, starting with the datasets
of human judgments used to train specialized algo-
rithms. The goal is to develop automatic systems
that replicate the evaluation performances of hu-
man experts.

It is relevant for evaluating T2I generation out-
puts because researchers found convergences in the
subjects’ aesthetic experiences and discover dimen-
sions that constitute regularities manageable with
algorithms. Even if the evaluation of creativity is
independent of the assessment of aesthetic prop-
erties, sometimes the distinction is blurred since
aesthetics is an aspect through which creativity is
manifested and can be evaluated. A computational
approach can illuminate the interplay between an
image’s perceived creativity and aesthetic value.

We aim to investigate if T2I systems can be glob-
ally compared in terms of the aesthetic apprecia-
tion of their outputs and how the creativity of the
prompt affects the human evaluation of this aspect
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for the automatically generated images.

2.3 Neuroaesthetics

Reflections about the value and the evaluation of
cultural objects such as paintings and pictures have
been for centuries the object of study of aesthet-
ics (Carroll, 1999). Human-produced images such
as pictures and paintings can be evaluated as cre-
ative when presented in a context that clarifies
their nature as cultural objects. Throughout his-
tory, the predominant criteria defining beauty and
pleasure evolved, also influenced by new scientific
discoveries in other fields, such as psychology of
art. Nowadays, aesthetic theories are deeply in-
fluenced by experimental results from psychology,
and the emerging field of neuroaesthetics presents
promising results about universal regularities in the
perception of aesthetic features (Nadal and Chatter-
jee, 2019).

According to neuroaesthetics, the aesthetic expe-
rience is composed of bottom-up perceptual habits
(e.g., the tendency to identify objects when view-
ing artworks) and top-down control mechanisms
that involve high-level cognition processes that at-
tribute meanings to images (Cupchik et al., 2009).
In general terms, perceptual fluency is enhanced by
the amount of information, symmetry, and figure-
ground contrast that increases the subjective pleas-
antness of an image. On the other hand, the com-
plexity of an image is composed of the number of
elements, differences in elements, and patterns in
their arrangement. From experimental evidence,
we know that the relationship between image com-
plexity and pleasantness ratings forms an inverted-
U shape graph: people increasingly like art as it
goes from very simple to more complex until a
peak when pleasantness ratings begin to fall again
(Berlyne et al., 1968).
Without denying the influence of social and his-
torical contexts on the perception of such features
as beauty, novelty, and creativity, general princi-
ples about the perception of complexities in the
composition of abstract paintings made clear that
too much complexity is negatively correlated with
aesthetic appreciation.

These general principles are declined in different
ways when the object is a picture, a figurative, or
an abstract painting. Evaluating a picture requires
comparing the concrete reality that it reproduces
and the artist’s interpretation of that reality. With
paintings, it is sometimes irrelevant the reality por-

trayed since the artist could deliberately distort it.
In those cases, the title of the work acts as a frame-
work for the interpretation. The relationship be-
tween the artistic work and the title is essential for
evaluating creativity because it sets the boundaries
of the evaluation process (see Section 2.4).

At the moment, it is not possible to control high-
level properties of the generated images, such as
the complexity or the symmetry of the composition,
but we are confident it will be possible to a certain
degree in the near future. Playing with these pa-
rameters will add an interesting dimension to T2I
generation models’ benchmark.

2.4 Psychology of Art

A series of experiments in the psychology of art
investigated title/artwork relationship in the viewer
experience (Russell, 2003; Franklin et al., 1993).
They agreed on the fact that the title provided by the
artist supports the interpretation process, making
the image partly dependent on the verbal context.
The title is a guide to painting’s meaning, affecting
attention and interpretation, increasing coherence,
and enhancing aesthetic experience.

The viewers use the title to determine the artist’s
intentions, and different kinds of titles guide the
viewer in different ways. Descriptive titles sum-
marise the painting or picture in a short and neutral
declarative sentence (e.g., Woman planting flowers).
In contrast, elaborative titles use abstract words or
metaphors not anchored to the image (e.g., The
Satin Tuning Fork), forcing a metaphorical inter-
pretation. This distinction is easy to understand for
representational artworks. In the case of abstract
paintings that do not contain a recognizable object,
the distinction is between labeling titles void of
meaning (e.g., Studio n.5) and titles that guide the
processing of visual content (e.g., From Pale Hands
to Weary Skies).

Differences between the two types of paintings
(representational vs. abstract) also reflect the in-
terpretation process guided by titles. For represen-
tational artworks, elaborative titles increase aes-
thetic experience more than descriptive titles but
not the understanding of them (Millis, 2001). De-
pending on the time allocated for processing the
abstract painting, elaborative titles increased the
understanding when the time slot was 60 sec, while
in the 1-sec scenario, descriptive titles helped more.
The 60-sec exposure did not affect the aesthetic
experience (Leder et al., 2006).
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To reproduce these results on automatically gen-
erated images, we plan to include descriptive and
elaborative prompts in the benchmark for evaluat-
ing T2I generation systems.

3 Creativity in Language

Linguistic creativity is a multi-dimensional con-
struct, a distinctive trait of human beings not nec-
essarily limited to literary texts but also retrievable
in daily conversations (Carter, 2004). Thanks to
corpus linguistics, creativity in language uses is an
investigable topic: corpora represent the average
level against which to measure novelty. Since we
know the regularities of language, creative linguis-
tic usages seem something that can be measured
and organized along a cline. They gradually outdis-
tance themselves from the norms.

However, very creative usages could not be at-
tested even if the corpus is reputed representa-
tive for the language investigated. Moreover, the
same corpus could not contain with significative
frequency widely used idiomatic expressions that
would be wrongly recognized as creative. For this
reason, corpus linguistic methodologies should be
used with care in the study of linguistic creativity.

The creative exploitation of linguistic means is
retrievable at various levels that differ by granular-
ity: if creativity at the morphological level concerns
single words or pairs of words, when the focus is
on the metaphors, syntagmatic units, or whole sen-
tences are the objects of the analysis. In princi-
ple, multiple instances of creative language can be
found in a single example: a creative word result-
ing from blending can be inserted in a metaphorical
pattern that the reader recognizes as a flash fiction
story (e.g., a very short story, limited in length, see
3.3).

In the following sub-paragraphs, short descrip-
tions of creativity at various levels are reported,
with examples and theoretical stances from works
on these topics. As an illustrative purpose, we in-
clude just metaphors and analogies because they
are among the most frequent figures of speeches
exploited creatively to illustrate how they can be
realized at different linguistic levels.

For each level, we distinguish when possible
between denotational and connotational creative
exploitations. The first kind aims to introduce new
words or collocations that identify a new referent
in the world. We produce connotational creative
exploitations when we want to communicate about

an abstract property, a state of mind, a moral dis-
position, etc. While with denotational creativity
the generated image should keep some of its ref-
erential properties (e.g., objects mentioned in the
prompt should be identifiable in the image) this is
not necessary for connotational creativity that, on
the contrary, should produce more abstract images.

3.1 Morphological Creativity

Morphological creativity has been widely inves-
tigated to understand when and how morpholog-
ical rules are exploited (Dal and Namer, 2018;
van Marle, 1985). The new coinages can be play-
ful and involve irregular means of word forma-
tion (e.g., blends or the import of affixes from
other languages). New words are created by the
speaker/writer on the fly to cover some commu-
nicative needs and are understandable thanks to
linguistic and extra-linguistic contexts.

Under the umbrella of morphological creativity
– broadly designating the coinage of new words
– we posit two distinct morphological processes:
the creation of new words with productive morpho-
logical rules and the creation of new words with
irregular means of word formation, such as blends
or the import of affixes from other languages. Ne-
ologisms can be created exploiting these paths; the
study of hapax legomena in corpora can produce
a list of attested examples, some of them included
in dictionaries at later stages. Cook and Stevenson
(2010) created a dataset of recently coined blend-
ings (words such as staycation, Japanimation) for
English to perform experiments for the automatic
identification of source words.

A T2I benchmark could contain a couple of them,
but genuinely creative examples are the ones not
included for sure in training sets, i.e., non-words or
pseudowords used in psycholinguistic experiments
as distractors or fillers (words such as rooned, lilf,
aurene). As a consequence, we refer to psycholin-
guistic and computational experiments as a data
source.

The ARC Nonword database (Rastle et al., 2002)
contains more than 350,000 nonwords and pseu-
dohomophones that are orthographically or phono-
tactically legal, organized on the basis of several
psycholinguistic dimensions such as bigram fre-
quencies and phonological neighbours. Several
experiments showed that readers attribute semantic
meanings to non-words in proper linguistic con-
texts (Humphries et al., 2007).
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3.2 Syntactic Creativity

In the generativist literature on the topic, syntactic
creativity is a deviation that needs to be explained.
Multiple studies focus on syntactic creativity in
child language, as a sign of imperfect acquisition of
syntactic rules (Lieven et al., 2003). Examples that
deviate – i.e. are not explainable by – generative
models are residually investigated as marked or no
standard use, salient from a sociolinguistic point of
view.

However, the intentional exploitation of syn-
tactic rules is a common feature also in liter-
ary writing. In this case, the violation of rules
is functional to some pragmatic effects on the
reader/hearer that still need proper experimental
investigations (Lecercle, 1990).

As examples of syntactic creativity, Hampe and
Schönefeld (2007) propose verbs used with an ar-
gument structure much more typically associated
with that of other verb classes, as in example 1:

1. He supported them through the entrance door
(vs. push through the door).

The evaluation of creative examples of syntac-
tic usages requires, in several cases, a referential
interpretation. With these examples we can not test
how much T2I systems can be creative but we can
understand if they are good at interpreting and un-
packing information from non-standard examples.
As such, whether they should be included or not in
the benchmark is questionable.

3.2.1 Collocational Creativity
The existence of collocational creativity is a de-
bated issue, especially because if it is associ-
ated with rarity in a corpus, there are no decisive
methodologies to find creative collocations or rate
created ones (Dillon, 2006). Apart from being strik-
ing because rare, a creative collocation needs to be
apt and tailored for a unique communicative mo-
ment.

In order to get conceptually unusual collocations,
a good benchmark for the evaluation of creativity in
T2I systems could take into account cognitive psy-
chology experiments that use as stimuli adj+noun
pairs that are more complex to process (Murphy,
1990). Also adv+verb and verb+complement cre-
ative collocations are interesting, but no datasets
are available for them. Creative collocations can be
metaphorical in nature (e.g., a diamond-encrusted
book). Metaphors draw analogies between domains

not normally linked, treating something as some-
thing else by means of similarities, and are more
often realized by a sentence (This book is a gem).
T2I generation systems can produce images that
are coherent with prompts containing metaphors
when they refer to concrete aspects of the object.
In this case, there is denotational creative exploita-
tion. When the function of the metaphor is the
evaluation of some abstract properties, the output
of the T2I generation systems will signal the lack
of understanding, as in Figure 1 and Figure 2:

Figure 1: This book is a gem according to DALL·E mini

Figure 2: A diamond-encrusted book according to
DALL·E mini

3.3 Textual Creativity
Textual creativity is the most complex type of lin-
guistic creativity because it encompasses all the
previous levels and is more subject to social and
cultural expectations. It concerns the creation of fic-
tion and alternative worlds. The literary language
uses involve a complex patterning at the linguistic
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level, often spanning several pages. At the same
time, the interplay with the creativity of the plot
– how it violates readers’ expectations – is an ad-
ditional source of perceived creativity. The inter-
play between phenomena at different linguistic and
structural levels and how they contribute to the per-
ception of creativity in texts is an underinvestigated
topic.

Since the length of the prompt in T2I systems
is limited, one possibility is to use as an example
of textual creativity flash fiction (between 250-750
words) (Masih, 2009) or ‘Twitter fiction’ (140 char-
acters max) (Raguseo, 2010), concise stories that,
because of their shortness, are not based on a com-
plex plot.

4 Text-to-Image Generation Systems

In this section, we briefly introduce T2I systems,
linking models based on them if available.

GLIDE (Guided Language to Image Diffusion
for Generation and Editing) (Nichol et al., 2022)
is a system based on a diffusion model and two
guidance strategies, e.g., CLIP and classifier-free
guidance. The diffusion model is trained with 3.5
billion parameters on the same dataset as DALL-E
(Ramesh et al., 2022), using a text encoder to con-
dition natural language descriptions. When com-
pared with other systems, it is preferred by human
evaluators for photorealism and caption similarity.
GLIDE is able to produce artistic renderings of
novel concepts (see Figure 3).

Figure 3: Image generated by GLIDE

However, when the text prompt defies world
knowledge (e.g., “a mouse hunting a lion”), GLIDE
fails (see Figure 4). The system is not able to han-
dle complex textual prompts; for this reason, the
model has editing capabilities that allow users to

improve model samples until they match the com-
plex prompt.

Figure 4: Image generated by GLIDE

The authors released a smaller diffusion model
on a filtered dataset based on CLIP without editing
capabilities 1.

In January 2021, OpenAI introduced DALL·E,
a neural network (12-billion parameter version of
GPT-3) that creates images from text, using as train-
ing set text-image pairs (Ramesh et al., 2021). One
year later, DALL·E 2 (Ramesh et al., 2022) was
released. It generates more realistic and accurate
images with greater resolution using diffusion. Un-
fortunately, none of those systems is open source,
but a smaller model of DALL·E is available online
through an online interface2.

Imagen is a text-to-image diffusion model that
does not use only image-text data for training but is
based on large transformer generic language mod-
els (Saharia et al., 2022) that produce realistic im-
ages with a good image-text alignment. It consists
of a text encoder that maps text to a sequence of em-
beddings and a set of conditional diffusion models
that map the embeddings to images of increasing
resolutions. A Pytorch implementation is freely
available 3.

For the evaluation, the authors introduce Draw-
Bench 4, a benchmark of 200 text prompts designed
to probe different semantic properties of the mod-
els, such as compositionality, spatial relations, rare
words, and more creative prompts that, according

1https://github.com/openai/
glide-text2im

2https://www.craiyon.com
3https://github.com/lucidrains/

imagen-pytorch
4https://docs.google.com/spreadsheets/

d/1y7nAbmR4FREi6npB1u-Bo3GF\
dwdOPYJc617rBOxIRHY/edit#gid=0

150



to the authors, “push the limits of models’ ability
to generate highly implausible scenes well beyond
the scope of the training data.” However, these
prompts do not explicitly contain instances of cre-
ative language.

Parti (Pathways Autoregressive Text-to-Image
model) (Yu et al., 2022) is an autoregressive text-to-
image generation model that outputs photorealistic
image generation coherent with world knowledge.
It is complementary to Imagen because it explores
different families of generative models (autoregres-
sive vs. diffusion). For Parti, text-to-image gen-
eration is a sequence-to-sequence modeling prob-
lem analogous to machine translation: it outputs
sequences of image tokens instead of text tokens
in another language. Parti uses a powerful image
tokenizer, ViT-VQGAN, to encode images as se-
quences of discrete tokens, and takes advantage
of its ability to reconstruct such image token se-
quences as high-quality, visually diverse images. A
Pytorch implementation is freely available 5.

As part of this project, the authors released Par-
tiPrompts (P2) 6, a rich set of over 1600 prompts
in English that constitute a holistic benchmark. P2
can be used to measure model capabilities across
various categories and challenging aspects. It con-
tains 52 examples such as A high resolution photo
of a chicken working out in a gym labeled as Imag-
ination to test if T2I systems are able to reproduce
a not realistic state of affairs.

5 How to Structure the Evaluation
Process

The images generated by T2I systems, thanks to
prompts included in the benchmark – both paint-
ings and pictures, when it is possible to specify
the type of output – should be evaluated by human
subjects to answer research questions about the re-
lationship between artificially generated outputs
and perceived creativity.

The evaluation of artificially generated images
presents both similarities and differences with re-
spect to the evaluation of images – pictures, draw-
ings, paintings – created by humans.

In the following paragraph, valuable criteria for
collecting judgments are listed and discussed, re-
porting, if necessary, how they would impact the
selection of prompts included in the benchmark.

5https://github.com/lucidrains/
parti-pytorch

6https://github.com/google-research/
parti/blob/main/PartiPrompts.tsv

5.1 Comparative collection of graded
judgments on creativity

One of the aims of the evaluation process is to col-
lect converging judgments on creativity. In this
case, the search for a good inter-annotator agree-
ment apparently contrasts with the subjective na-
ture of aesthetic judgments that also include the
perception of creativity. Nowadays, The gold stan-
dard in measuring creativity is the Consensual As-
sessment Technique (CAT, henceforth) (Amabile,
1982) which concerns the assessment of the cre-
ative performance on a real task such as writing
a poem or creating a collage. CAT is a product-
based subjective assessment technique built on a
consensual definition of creativity as the quality
of products or responses judged to be creative by
appropriate observers.

This technique is based on the availability of ex-
perts that know the domain and act as judges that
reach good inter-rater reliability, ranging from 0.70
to 0.9 Long and Wang (2022)). There is mixed evi-
dence about the convergence of non-expert raters:
their agreement on the evaluation of visual products
in art tasks is higher (and more correlated with ex-
perts’ judgments) than on the evaluation of written
output (Kaufman et al., 2008).

CAT was originally designed to compare parallel
creative products created in response to the same
prompt. Inspired by the design of experiments
based on CAT, the evaluation of creativity in T2I
generation systems should split the outputs into
pairs or small groups of items, rated comparatively
by the same annotator with Likert-style evaluation
(1-5 or 1-7).

5.2 Collection of creativity judgments that
take into account the verbal prompts and
their properties

Creativity concerns the meaningful breaking of
rules. The recipient of the creative act is in charge
of attributing meaning to the creative object, which
often requires an interpretation process with a cog-
nitive cost.

Images can not be evaluated out of context. For
this reason, it is essential to structure the evalu-
ation phase on linguistic description-image pairs.
Therefore, two types of questions are proposed, one
addressing the denotational level and another the
connotational level of the image:

• How much does the following image repre-
sent the content of the associated linguistic
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description?

• How much does the linguistic description in-
spire the following image?

These questions aim to force a graded evaluation
that compare the results across linguistic prompts
with different level of creativity and across different
models. One of the working hypotheses testable
concerns the idea that more creative connotational
linguistic descriptions should generate more cre-
ative images.

It is important to include in the prompt connota-
tional and denotational examples, creative and non-
creative examples and, among the creative prompts,
include examples located along a cline.

5.3 Collection of aesthethic judgments that
correlate with creativity judgments

From experimental studies in psychology of art,
we know that the perception of aesthetic proper-
ties partially influences the perception of creativity.
Following Niu and Sternberg (2001), each gener-
ated image can be evaluated by asking for com-
parative judgments on different dimensions of an
artistic product: creativity (the degree to which
the image is creative), likeability (the degree to
which the judge likes it), appropriateness (the de-
gree to which the image is coherent with the textual
prompt). There is a correlation between creativity
and likeability for drawings and collages produced
by humans. We expect that when abstract represen-
tations are generated, the influence of likeability on
creative judgments would be more substantial.

5.4 Collection of judgments from annotators
with different or no expertises

The optimal evaluation process should involve dif-
ferent types of annotators. Instead of involving just
people with expertise in art, as proponents of CAT
suggest, we plan to ask for judgments from people
that are more or less aware of artificial generation
in order to understand if technical knowledge influ-
ences the evaluation. Also, results from a Turing
test scenario, where people do not know which im-
age is artificially generated, could shed light on the
limitations of creative T2I generation.

6 Conclusions and Future Work

Creativity is contextually and historically framed
and depends on the medium. Nowadays, an un-
precedented occasion for investigating the topic is

represented by T2I generation models that com-
bine linguistic inputs with visual outputs. However,
while the evaluation of the referential quality and
coherence of the automatically generated images
has been investigated, there are no papers exten-
sively discussing the role and the evaluation of
creativity in T2I generation systems.

Is the output of T2I generation systems perceived
as creative by humans? Is creativity a property that
could be computationally mimicked and empiri-
cally increased in models that generate artificial
instances? Should we expect more creative images
using more creative prompts? What is the relation-
ship between prompts and images in the process of
human evaluation?

These are several of the questions that could be
addressed with a proper benchmark. In this paper,
we critically revised multidisciplinary works that
could help to design a good benchmark for the
evaluation of creativity in T2I generation systems
and highlight several criteria that could shape the
evaluation process.
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Abstract

Research has shown that the practice of trans-
lation exhibits predictable linguistic cues that
make translated texts distinguishable from
original-language texts (a phenomenon known
as “translationese”). In this paper, we test the
extent to which literary translations are sub-
ject to the same effects and whether they also
exhibit meaningful differences at the level of
content. Research into the function of trans-
lations within national literary markets using
smaller case studies has suggested that transla-
tions play a cultural role that is distinct from
that of original-language literature, i.e. their
differences reside not only at the level of trans-
lationese but at the level of content. Using a
dataset consisting of original-language fiction
in English and translations into English from
120 languages (N=21,302), we find that one of
the principal functions of literary translation is
to convey predictable geographic identities to
local readers that nevertheless extend well be-
yond the foreignness of persons and places.

1 Introduction

Translation plays an important role in the interna-
tional circulation of stories and ideas. Translations
allow for the more widespread circulation of writ-
ing that would otherwise be hindered by global
language differences. As such, translations can pro-
vide insights not only into the global commerce
of ideas, but also the ways in which local regional
cultures represent world cultures through their se-
lection of works for translation. Research in corpus
linguistics has consistently shown that the practice
of translation is subject to producing predictable
linguistic cues that distinguish translated texts from
original-language texts regardless of the source or
target languages (Baker, 1995; Volansky et al.,

2015; De Sutter et al., 2017). From this perspec-
tive translation is understood as a particular “regis-
ter” of language (called “translationese”) governed
by the cognitive demands of moving between lan-
guages (Liu and Afzaal, 2021; Mauranen, 2004;
Xia, 2014).

At the same time, the field of literary translation
studies has developed frameworks for understand-
ing the concrete translational practices that arise in
different national and historical settings. Relying
mostly on smaller case studies, researchers have
shown how particular cultural norms, political ide-
ologies, and institutional contexts affect the nature
and selection of literary translations within national
literary markets (Reynolds, 2021; Heilbron and
Sapiro, 2007; Heilbron, 1999). Heilbron (1999)
and Sapiro (2010) have illustrated the asymme-
try of target and source languages in international
translation markets, i.e. the way translations are
highly concentrated within a few core languages.
Sapiro (2016) and Long (2021) have also shown
how translations are often dominated by already
highly reprinted canonical literature, where literary
translation assumes a function of cultural consecra-
tion.

Our aim in this paper is to test the extent to which
literary translations exhibit predictable traits simi-
lar to translationese but that reside at a deeper level
of thematic content. Do translations function in a
sense like a distinct literary genre, communicating
a predictable set of themes that are otherwise less
prevalent within original-language fiction? Under-
standing this aspect of translations’ coherence will
help us better understand the cultural functions that
translations potentially serve. Our goal in doing
so is to bring the affordances of NLP and machine
learning into conversation with the work of cul-
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tural sociology and translation studies to further
our understanding of the larger cultural function of
translations in different literary contexts.

2 Data

For this paper, we follow the lead of Toury (1980)
and create two equal-sized corpora of fictional texts,
one consisting of works originally written in En-
glish and one of works translated into English from
other languages. Our data is drawn from the Nov-
elTM data-set of English-language fiction, which
identifies 176,000 volumes of fiction located in the
HathiTrust Digital Library published since the eigh-
teenth century (Underwood et al., 2020). In order
to identify a work as a translation, we use a set
of regular expressions such as “translated from,”
“from the [language],” “tr. from,” “rendered into
English,” etc. and match in volume metadata pro-
vided by Hathi to identify an initial list of candi-
dates. If an author is included in this initial list, we
then include all titles by that author.

In order to identify a volume as an original-
language work, we use fuzzy matching against a
large set of author names derived from Wikipedia
and the Virtual International Authority File (VIAF),
a database of author names from 69 library cata-
logues from around the world and their original
language of publication.

We limit publication date between 1950-2008
for two reasons. The period after WWII is often
considered a unique period in literary history, and
thus these boundaries allow researchers to study
translations as part of ”post-war” literary culture.
Additionally, we found that the diversity of source
languages is almost exclusively European prior to
this date, limiting the relevance of the data for
studying questions concerning geographic space
and language. Finally, we also remove all volumes
where Underwood’s predicted probability of being
non-fiction was greater than 85%. Given that the
set of original language works was larger than the
set of translations, we then downsample each year
of our original publications to match the number
of translations.

In order to prepare texts for analysis, we concate-
nate the individual page files from each volume into
a single document. We then represent each docu-
ment as ten randomly selected 1,000-continuous-
word samples drawn from the middle 60% of the
document to avoid paratextual content in the front
and backmatter. In order to avoid instances of low

OCR quality, foreign-language passages, and sam-
ples that might have non-standard characters, only
samples that have 90% of words in an English dic-
tionary comprised of English-language fiction were
kept. If a work did not have ten samples that met
this criteria it was removed. After final review and
cleaning we ended up with samples from 10,657
originals and 10,645 translations published since
1950. Our data contains 9,701 authors and transla-
tions from 120 unique languages. Fig. 1 provides
the distribution of volumes by decade, while Fig. 2
provides the distribution of volumes by language
region. As we can see the Hathi Trust collection is
heavily biased towards translations from European
languages.

To our knowledge, no existing collection of
historically-matched translated and target-language
fictional texts approaches the size or linguistic di-
versity of our corpus, and we hope that it will serve
as a resource for additional research.

Figure 1: Distribution of translations and originals by
decade

Figure 2: Distribution of volumes by language region
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3 Methods

To measure the predictability of translations, we
use a process of comparative supervised learning
that harnesses different feature representations and
different partitions of our data to better understand
the conditions under which translations cohere as a
distinct class of writing. We focus primarily on two
scenarios, between translationese on the one hand
and content-level qualities on the other. In each
case, we rely on a linear SVM classifier, which
has been shown to be robust for numerous text
classification tasks (Colas and Brazdil, 2006).

To approximate translationese, we utilize a fea-
ture space composed of non-semantically valuable
words, also known as “function words.” As prior
research has shown, numerous qualities of trans-
lationese – from the differential rate of pronouns
(explicitation) to the recourse to shorter words (sim-
plification) to the misalignment with expected word
probabilities due to thinking in two languages si-
multaneously (interference) – are encoded in func-
tion words (Koppel and Ordan, 2011; Baroni and
Bernardini, 2006). For our implementation, we use
the 153 English stop-words included in the nltk
library as our first feature space.

To capture content-level differences between
translations and original-language works, we focus
on constructing a feature space that is composed
of semantically rich words that are not overtly cul-
turally specific. As Volansky et al. (2015) have
argued, translations are highly recognizable when
compared to originals because they de facto contain
foreign places and proper names. The classifica-
tion task is thus often seen in this regard as a trival
undertaking. Our goal is to assess the predictability
of translation while masking these overt regional
references.

To do so, we first construct a list of the most fre-
quent (non-lemmatized) words that appear in our
corpus not including stopwords. We then further
manually remove proper names, locations, foreign
words, and any obvious references to specific cul-
tures or regions (such as “Madame” or “rupees”).
After manual cleaning, we limit the number of
words to a total of 2,000.

As an additional step towards masking the ef-
fects that individual and culturally-specific key-
words may have, we further refine our feature space
by adopting the procedure known as “authorless
topic modeling” (Thompson and Mimno, 2018).
Authorless topic modeling is appropriate for our

purposes because it corrects for the tendency of
LDA to generate overly source-specific results, es-
pecially topics that reflect key terms from a specific
author or in this case language. By probabilisti-
cally subsampling words and eliminating those that
are highly correlated with corpus metadata, this
method helps reduce the association between par-
ticular topics and source texts, thereby producing
more generalizable topics across the whole corpus.
After experimentation we settle on a 30 topic model
as the optimal representation. We provide samples
of our topics in Table 1.

Because we are interested in assessing the extent
to which content-level distinctions are potentially
geographically dependent, we rerun the above two
steps only on the translation data (i.e. we gener-
ate new lists of most frequent words, clean and
re-apply authorless LDA). We then partition our
translation data according to two different scenar-
ios. The first is based on assumptions in the field
of world literary studies that models the literary
sphere into a European “centre” and non-European
“periphery” (Casanova, 2004; Heilbron and Sapiro,
2007). The second subsets texts by each major
geographic region as listed in Table 2.

Overall, this results in a total of five prediction
tasks, four binary and one multiclass (see Table 2).
The binary models allow us to compare the pre-
dictive accuracy of our two feature spaces (trans-
lationese v. content words) for translations and
originals as well as our two larger global regions
(“centre” and “periphery”). The multiclass model
allows us to assess the regional predictability of
translations across four major global areas accord-
ing to topical distributions. For our binary models,
we generate fifty models using a random sample
of the data with replacement. For our multiclass
model, we use ten-fold cross validation. We report
mean F1, Precision, and Recall.

4 Results

We present our results in Table 2. While function
words provide a strong level of accuracy, as ex-
pected, when predicting translations, surprisingly,
our 30-feature LDA model outperforms the trans-
lationese model. Despite our efforts to create a set
of general-language terms and topics, translations
exhibit distinct topical behavior that is independent
of proper names, places, or overt cultural refer-
ences. Such topics also have predictive power for
accurately identifying sub-regions according to our
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Topic
Mean
Coeff

Top Words

17 10.9
house time day village eyes felt face away mind people days started towards
body home place water looked today rice

16 1.8
money old good day master hundred thousand pay make business buy shop
house time told wife days year men head

0 1.2
woman wife mother husband house old girl daughter father home young child
son women family children married sister years day

12 2.1
village old time work horse house good day home road away land long horses
farm round men night fields yard

15 2.6
good great time replied day hand make found soon indeed moment order place
friend house dear certain cried began long

20 2.9
young eyes old face round girl voice moment hand look white towards hair
good smile head room table woman evening

Table 1: Most distinctive topics for non-European and European translations

data.
Translations are thus notably different at the

level of content and not just in their reliance on
low-level linguistic cues. Indeed, our models sug-
gest that these content-level differences are mean-
ingfully stronger than those indicated by transla-
tionese. When we break down our translations
by sub-region, we also see that they exhibit very
high levels of predictability (with the exception of
our Middle Eastern texts though still well above
chance). This suggests that translations from differ-
ent regions are communicating thematically coher-
ent and historically consistent information about
those regions that extends beyond superficial mark-
ers of places or persons.

Corpus Feature F1 Prec Recall
T/O function 0.8235 0.8435 0.8267
T/O LDA 0.8701 0.8707 0.8701
Eur/Non function 0.7827 0.8163 0.7896
Eur/Non LDA 0.8752 0.8763 0.8753
Europe LDA 0.9572 0.9316 0.9844
Sasia LDA 0.9128 0.9221 0.9048
Easia LDA 0.7242 0.7893 0.6737
Mideast LDA 0.3919 0.6566 0.2833

Table 2: Results of classification tasks

5 Discussion

Our paper provides the first ever attempt to use
natural language processing to assess 1) whether
literary translations exhibit categorically different
behavior at the level of content when compared to

original-language literature, and 2) whether these
differences can be reliably mapped onto specific
geographical regions while masking geographic
information. We have found that while literary
translations do indeed exhibit predictable qualities
of translationese, they register even stronger stylis-
tic differences at the level of content. Most notably,
this holds even when explicit references to cultural
contexts have been removed. Literary translation
is distinctive as a class of writing because it talks
about different kinds of experiences in different
ways than original language literature.

This insight should motivate a good deal of fu-
ture research into further understanding the par-
ticular nature of these differences. While prior
work has suggested that literary translation plays a
largely hierarchizing function – i.e. reproduces cul-
tural hierarchies by conditioning on already highly
reproduced (canonical) works – we find that liter-
ary translations are also distinctive because they
introduce alternative subject matter into a target
language that is geographically predictable even
without overt geographical and cultural identifiers.

This suggests to us that one of translation’s cul-
tural functions is to encode geographic space, not
simply through proper names or locations, but
through a more extensive semantic field of refer-
ences. Translations, in other words, make foreign
spaces predictable and familiar to readers.

An exploration of our topic models suggests that
translations may indeed be capitalizing on long-
standing cultural associations with various geo-
graphic regions. One can see this on a superficial
level in Table 1 by comparing topic 17 (distinctive
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Region Topic Z-Score Top Words

Sasia 17 1.75
house time day village eyes felt face away mind people days
started towards body home place water looked today rice

Sasia 24 1.11
doctor read letter book day room years write time books work
school name paper written writing wrote professor hospital reading

Easia 16 1.65
money old good day master hundred thousand pay make business
buy shop house time told wife days year men head

Easia 6 1.36
right good maybe want time think make tell look old started things
sure bit better kind else bad mean anyway

Mideast 28 1.3
god father priest church good people men holy world soul son
great poor words heaven tell death devil prayer heart

Mideast 1 1.29
eyes black old world night body light life city white woman death
sun people women earth sky time dead men

Africa 7 1.73
people work new party men country government young old women
children workers war life meeting city office group political power

Africa 22 1.67
away saw water began day people dog told head old tree eat time
men found night ran heard dead boy

Table 3: Most distinctive topics for each region

for non-European translations) with topic 12 (dis-
tinctive for European translations). Both of these
focus on what we might term “village life,” but
they include culturally specific elements: farms
and horses versus rice. The very stereotypicality
of these distinctions reveal how deeply culture is
encoded into these texts. One a more interesting
level, Topic 0 provides strong evidence of a focus
on kinship relations in the non-European transla-
tions, possibly one that lines up with conventional
narratives of asymmetrical global modernization
(Dussel, 1993). Translations into English from
non-European languages represent these worlds as
shaped by more traditional, kin-driven social struc-
tures.

To further unpack the relationship between par-
ticular topics and translations from different re-
gions, we use a Z-score calculation to determine
which topics were more distinctive for individual
regions, as shown in Table 3. The Z-scores are cal-
culated by subtracting the mean of a topic’s average
probability for all five regions combined from the
score for a particular region and then dividing the
difference by the standard deviation of the topic’s
probability across all five regions. While additional
research is necessary before any definitive conclu-
sions can be drawn, the top words from the top
two topics for each region provide a basis for some
preliminary hypotheses.

Topic 17 turns out to be most distinctive for
South Asia in particular, suggesting that works

from this region that are translated often feature de-
pictions of traditional village life. The East Asian
topics prove difficult to parse without additional
investigation but suggest a focus on morality (topic
6) and merchantry (topic 16). The relatively high
representation of topic 28 in Middle Eastern texts
indicates a predictable emphasis on religious mat-
ters. And finally, the “African” topic 7 suggests a
concern with war and politics, possibly reflecting
the postcolonial concerns of post-WWII African
fiction. Topic 22 seems rather diffuse, but a glance
at the texts in which it has strong representation
reveal that it is associated with folk and fairy tales,
which again suggests a stereotypical approach to
translations from African languages.

Measuring the predictability of translation at the
level content allows us to better understand the
ways in which different regions and languages are
represented in English. Studying translation at this
level of scale can offer insights into how differ-
ent regions consume and portray the world beyond
their borders. While our work offers an initial in-
sight into the function of translations into English,
future work will want to compare these results with
other regional and linguistic contexts. How do dif-
ferent regions represent world cultures differently
when compared to each other? Our work offers
a framework that can be applied to future parallel
datasets to further understand the role that trans-
lation plays in shaping the global literary market-
place.
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Abstract

We present a DialGPT based model for gen-
erating creative dialog responses that are con-
ditioned based on one of the following emo-
tions: anger, disgust, fear, happiness, pain,
sadness and surprise. Our model is capable
of producing a contextually apt response given
an input sentence and a desired emotion label.
Our model is capable of expressing the desired
emotion with an accuracy of 0.6. The best per-
forming emotions are neutral, fear and disgust.
When measuring the strength of the expressed
emotion, we find that anger, fear and disgust
are expressed in the most strong fashion by the
model.

1 Introduction

Dialog systems and different kinds of natural lan-
guage interfaces are all around us. When we seek
information or contact customer support, we are
increasingly more often first greeted by a bot rather
than a person. Bots are typically stiff and not life-
like making communication with them an awkward
experience. This is because their goal oriented na-
ture typically sets some constraints in terms of how
creative a system can be.

We can perceive a gap between dialog systems
that are designed to convey a certain message in a
goal oriented fashion and dialog systems that gen-
erate chit-chat. Chit-chat can be generated rather
freely because any topical response is valid, where
as a certain degree of factual correctness is to be
expected from a goal oriented system.

In this paper, we seek to bring the two lines of di-
alog generation research closer together. We imple-
ment a system that can generate topical responses
(in the sense of chit-chat) with a fixed emotional
content. Thus the goal of the system is to convey a
desired emotion in its response, no matter what the
actual textual content ended up being. This means
that part of the semantics of the out is fixed, while

a part as to how to contextually adapt the emotional
content. is still up to computational creativity.

We base our experiments on a recently published
dialog dataset that contains sentiment annotations1.
The dataset is based on a video game called Fallout
New Vegas and it has dialog where each line of
the dialog is annotated as containing one of the
following emotions: anger, disgust, fear, happiness,
neutral, pain, sadness or surprise. This dataset
makes for an optimal training data for the task we
seek to solve.

2 Related Work

In terms of computational creativity and natural
language generation, there are several papers out
there that present work conducted on a variety of
different creative language generation tasks such as
poem generation (Hegade et al., 2021; Hämäläinen
et al., 2022), humor generation (Weller et al., 2020;
Alnajjar and Hämäläinen, 2021), news generation
(Shu et al., 2021; Koppatz et al., 2022) and story
generation (Vicente et al., 2018; Concepción et al.,
2019). In this section, we will take a closer look at
the work conducted on dialog generation.

Xie and Pu (2021) present work on generating
empathetic dialog. Their model deals with the fol-
lowing categories of empathetic intent: questioning,
agreeing, acknowledging, sympathizing, encourag-
ing, consoling, suggesting and wishing. They base
their model on the transformer architecture and
they use RoBERTa for input encoding. In addi-
tion, they train a classifier that predicts the salient
empathetic intent.

Dialog generation has also been tackled in a
context-controlled and topic-aware manner (Ling
et al., 2021). Their model consists of four parts: a
hierarchical context encoder, a contex dependent
topic representation module, a context guided topic

1https://zenodo.org/record/6990638
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Anger Disgust Fear Happy Neutral Pained Sad Surprised
Sentences 3 335 932 1 620 4 029 8 802 994 1 055 1 649

Table 1: Number of sentences per emotion

Prompt Response Emotion
I hear you’ve been causing trouble. Oh yeah? Fuck off, asshole. Anger
I was hoping you’d be that stupid. What? Hey, guys! Help me here! Surprise
I’ve dealt with those newcomers. I take care of those who help with that. Here, you earned it Happiness

Table 2: Examples of the training data

transition module and a joint attention based re-
sponse decoder.

Chen et al. (2021) present their work on
multi-turn dialog generation. They use a cross-
hierarchical encoder that encodes a sentence for
an answer selector model, after this a response
generator model is used to generate the final out-
put. The initial encoding is done by a transformer
based model while the final genration is done by
an LSTM model.

Dialog adaptation has been studied before in the
context of video games (Hämäläinen and Alnaj-
jar, 2019). The authors use an LSTM model to
paraphrase the syntax of existing dialog to intro-
duce diversity and a word2vec model to adapt the
meaning of the sentence towards a desired player
attribute.

3 Creativity and Emotion

There are several takes on creativity in a compu-
tational setting. In this section, we cover some of
these theoretical ways of understanding computa-
tional creativity. Theoretical foundation has been,
for a long time, at the very core of computational
creativity to combat systems that do mere genera-
tion. That is generation for the sake of outputting
something by any means necessary.

A computationally creative system should ex-
hibit skill, imagination and appreciation according
to Colton (2008). He argues that all of these three
components are a strict requirement for creativity
to exist in a system. Skill refers to the system’s ca-
pability of producing a creative artifact whereas ap-
preciation means that the system should also know
why its creation is good. Imagination requires the
system to be capable of garnering a lot of diverse
output for one input.

Creativity can also be modeled through the
FACE theory (Colton et al., 2011). This theory

states creativity comes from the interplay between
framing, aesthetics, concept and expression. Ex-
pressions are the creative output produced by the
system. The system itself is called concept. Aes-
thetics is similar to appreciation in the previous
theory; it means that the system should be able to
appreciate the creative value of its output. Fram-
ing highlights the fact that creativity does not take
place in a vacuum but is presented in a context.
In our case, framing would be the entire dialog
between a human user and the machine.

Boden (1998) identifies three types of creativity;
exploratory creativity, transformational creativity
and combinatory creativity. In combinatory cre-
ativity, a system forms new artifacts by combining
old ones in novel ways. In exploratory creativity, a
system is conducing a search in a conceptual space
discovering new creative artifacts. A system that
can achieve transformational creativity can change
its search space.

A system is considered to be autonomously cre-
ative if it can change its own standards without
being explicitly told to do so Jennings (2010). The
change cannot occur at random either because a
simple random change at random intervals would
otherwise be enough to satisfy the criterion.

Emotion is considered as a higher level cogni-
tive phenomenon than a feeling (see Shouse 2005).
Feelings are seen to be universally felt in a similar
fashion as a response to some external or internal
stimulus. Emotions, on the other hand, are cultur-
ally and socially represented and their existence in
all cultures in a similar way is not a given thing
(see Lim 2016).

One way of seeing emotions is that they rely
on affect (see Russell 2003), which is a state our
mind is continuously in. An affect can move across
two axes: positive-negative and arousal-relaxed.
The affect we feel is contextually resolved to a
higher level emotion based on the context we find
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ourselves in. For instance, a high arousal and nega-
tivity could be interpreted either as anger or disgust
among others.

Ekman (1992) has identified six basic emotions:
anger, disgust, fear, happiness, sadness and sur-
prise. These emotions are also present in our
dataset, which makes this theory optimal to build
upon. The basic emotions are considered to be uni-
versal across cultures based on studies conducted
on facial expressions.

4 Data

Our dataset consists of dialog in English where
each line is annotated with an emotion label. Table
1 shows the data size and how many sentences were
there in the dataset for each emotion. The dialog is
from a video game called Fallout New Vegas2 by
Obsidian Entertainment. The game is set in a post-
apocalyptic world inhabitet by creatures that were
born as a result of nuclear radiation such as mutants,
ghouls and feral ghouls in addition to humans.

The game dialog consists mostly of player
prompts that result in a response by an NPC (non-
player character). In Table 2 we can see some
examples of the dialog. In our case, we train our
model by using the prompt and the emotion label
as an input to predict the response.

Fallout New Vegas is a relatively large video
game because it is an open world RPG (role-
playing game) where the player can roam freely
from one place to another. As a result of this, the
game has a variety of different scripted characters
which means that there is no bias in terms of hav-
ing the same characters speaking with each other
all the time. There is, however, a bias in the topic
of conversations given that they take place in a
fictional world. Many of the dialogs deal with fic-
tional places, characters, items and so on.

5 Dialog Generation

In this section, we outline our approach to emotion-
ally conditioned dialog generation. We conduct our
experiment using Transformers (Wolf et al., 2020)
and Datasets (Lhoest et al., 2021) Python libraries.
We base our model on a pretrained model called
DialoGPT medium3.

DialoGPT (Zhang et al., 2020) is based on the
GPT-2 (Radford et al., 2019) architecture, which

2https://fallout.bethesda.net/en/games/fallout-new-vegas
3https://huggingface.co/microsoft/DialoGPT-medium

in turn is based on the generic transformer lan-
guage model (Vaswani et al., 2017). The trans-
former model leverages a stack of masked multi-
head self-attention layers to train on large datasets.
DialoGPT employs a maximum mutual informa-
tion scoring function (Li et al., 2015; Zhang et al.,
2018) during the training phase optimizing the re-
ward with a policy gradient (Williams, 1992) with
a sample averaged baseline (Zhang et al., 2018).

We changed the format of the data to be
as “EMOTION1: SENTENCE1. EMOTION2:
SENTENCE2 [EOS]“, where EMOTIONn indi-
cates the emotion of the nth sentence in the conver-
sation. This way, the model is exposed to emotional
knowledge regarding the preceding locution of the
response, as well. We use 90% of the data for train-
ing and 10% for validation. We train the model for
5 epochs.

6 Results and Evaluation

In order to evaluate our model, we sample dia-
log from an unrelated open-world RPG called The
Witcher 3: Wild Hunt4 by CD Projekt. The dia-
log is extracted using a w3strings decoder tool5.
By using dialog from a different video game, we
can see whether our model works in a different
domain. The Witcher 3 is set to a medieval fantasy
world inhabited by magical creatures. Some of the
generated output can be seen in Table 3.

We sample randomly 15 sentences for each emo-
tion, and produce emotion conditioned replies. In
the input, “EMOTION1:“ was not present as the
dialogs in The Witcher did not include emotion
labels. These are then evaluated by crowd-workers
on a crowd-sourcing platform called Appen6. For
every output we evaluate, we show the input sen-
tence and the output to the user and ask them if the
output expresses the desired emotion as a simple
yes/no question. In case, the user selected ”yes”,
we also asked how strongly the line expressed the
desired emotion on a 5-point scale (the stronger, the
higher), the scale is 0-based from 0 to 4. Each gen-
erated output was evaluated by 5 different judges.

All in all, the judges agreement with the emotion
label was 0.6. In Figure 1, we can see the judges’
agreement per emotion label. The worst perform-
ing emotion is pained and the best performing ones
are neutral, fear and disgust. Sad, surprise and

4https://www.thewitcher.com/en/witcher3
5https://www.nexusmods.com/witcher3/mods/1055/
6https://appen.com/
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Prompt Emotion Output
Doesn’t look like the talkative type. Anger What the fuck are you looking at?
Wait a minute! I ain’t done nothin’ to you! Fear I don’t want any trouble, okay?

Asked you a question. How many? Sad
I’m sorry, but I don’t have the time
to talk right now.

Need coin, fast? Those blasted nonhumans at the
Vivaldi Bank say your credit’s no good? Come see me!

Surprise I’ve never heard of that before.

Table 3: Examples of the results

Figure 1: Percentage of ”yes” answers per emotion

anger are all rated expressing the emotion over
half of the time. These results are based on the
aggregated results provided by Appen.

Figure 2: Strength of each emotion

Figure 2 shows how strong the judges rated each
emotion to be. 0 indicates not strong at all and 4
very strong. As we can see, all emotions achieve
above mid-level performance. Anger, fear and dis-
gust being the most strongly expressed emotions.
All in all, based on the results, it seems that the
model is capable of producing emotional responses
in a suitably strong manner.

7 Conclusions

Emotion conditioned dialog generation remains a
challenge. In this paper, we have shown the vi-

ability of using a DialoGPT model for this task.
The results are promising especially given that the
evaluation was run on out-of-the-domain data.

The video game that was used in this paper also
comes with audio files for each line of dialog. This
is an interesting direction for future research be-
cause we could generate emotion conditioned dia-
log with audio as well. The same sentence can be
said with multiple different tones and intonations to
express different emotions. Building a system that
can express emotion in generated speech as well
would have great application potentials in speech
oriented dialog systems.
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Abstract

Sentence segmentation and named entity recog-
nition are two significant tasks in ancient Chi-
nese processing since punctuation and named
entity information are important for further re-
search on ancient classics. These two are se-
quence labeling tasks in essence so we can tag
the labels of these two tasks for each token si-
multaneously. Our work is to evaluate whether
such a unified way would be better than tagging
the label of each task separately with a BERT-
based model. The paper adopts a BERT-based
model that was pre-trained on ancient Chinese
text to conduct experiments on Zuozhuan text.
The results show there is no difference between
these two tagging approaches without concern-
ing the type of entities and punctuation. The
ablation experiments show that the punctuation
token in the text is useful for NER tasks, and
finer tagging sets such as differentiating the
tokens that locate at the end of an entity and
those are in the middle of an entity could offer a
useful feature for NER while impact negatively
sentences segmentation with unified tagging.

1 Introduction

The Chinese classics is the invaluable legacy for
both public and academia. The study of ancient
classic texts involves various disciplines such as re-
ligion, arts, literature, politics, etc. The public can
learn about the diverse aspects of ancient China
and enhance their knowledge of history; the an-
cient Chinese texts provide evidence for research
areas like the diachronic evolution of the Chinese
characters and so on. Besides, handling languages
like ancient Chinese is also significant to multi-
language processing as the grammar, vocabulary
and other linguistic categories are strongly different
from those in other languages, including modern
Chinese. For example, “之” (zhi) was used to ex-
press the possessive in ancient Chinese while “的”
(de) replaces it to become the major word to ex-
press possessive in modern Chinese.

Two related downstream tasks are sentence seg-
mentation and named entity recognition since most
ancient texts were not punctuated originally and
the entity information would be the foundation for
further research, only if we know the names of the
official positions we could know the hierarchy of
the administrative systems in ancient China.

For the above two tasks, we can consider both
of them as sequence labeling tasks (i.e. token clas-
sification tasks), which means the model would
classify each token in the input sequence to a pre-
designed category. For the NER task, the model
would identify which tokens would be components
of a named entity, and identify the relative posi-
tion to the entity. In other words, it would de-
termine the span of the entity from the input se-
quence. In the sentence “As of now, Twitter is still
a publicly-traded company on the New York
Stock Exchange.”, there are two named entities:
“Twitter”, we can tag it as “S” to represent this is
an entity consists one single token, but an entity
can also consist of several tokens, like “New York
Stock Exchange”. We can tag “New” in “New
York Stock Exchange” as “B”, which signifies that
“New” is part of an entity and is the beginning of
that entity; for sentence segmentation, we can tag
the token which is followed by punctuation as a
special tag and tag the rest as the other label. So in
the previous instance, “now” and “exchange” can
be tagged as special tokens to represent there is
punctuation followed by these tokens.

Considering these two tasks as token classifica-
tion makes it possible to combine them and tag
each token for the two tasks simultaneously, which
is efficient. The advancement of deep learning es-
pecially the development of BERT-based models
improved the performance of token classification
tasks (Devlin et al., 2018). Some scholars have
tried pre-trained the BERT-based model on raw
ancient Chinese texts and fine-tuned them on the
specific downstream tasks such as word segmen-
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tation, part-of-speech tagging, and so on, which
verified the feasibility of applying the BERT-based
model to ancient Chinese datasets (YU Jingsong,
2019; Hu et al., 2021; Chang et al., 2021). How-
ever, most current works just focus on one specific
sub-task resulting in a lack of comparison between
separate tagging and unified tagging.

In our project, we want to answer the question:
whether unified tagging on ancient Chinese texts
would be better than separate tagging in terms of
NER and sentence segmentation when training
with a BERT-based model. we adopt the siku-
BERT model as our pre-trained model which was
pre-trained on the unlabeled ancient Chinese raw
text and then fine-tuned on the Zuozhuan, com-
paring the performance of the separated tagging
scheme and the integrated tagging scheme.

2 Related Work

Sentence segmentation on ancient Chinese:
Tang et al. (2021) applied the incremental training
approach to the pre-trained model and got an im-
provement of 1.83% and 2.21% respectively com-
pared to the model without incremental training on
sentence segmentation and punctuation tasks. Hu
et al. (2021) developed a BERT+CNN model to
perform sentence segmentation on poems, lyrics,
and prose text, which was 10% higher than the Bi-
GRU model on all of these three text styles. An
LSTM-CRF model was employed (Xu et al., 2019),
with the assistance of a radical embedding, the per-
formance of this model improved compared to the
typical LSTM-based model in sentence segmen-
tation, and the result from the epitaph text of the
Tang dynasty arrived at a F-1 score of 81.34%.

Named entity recognition for ancient Chinese:
Wu et al. (2015) developed a deep neural network to
generate word embeddings and conducted a named
entity recognition task. The results showed that
this model performed better than the state-of-the-
art CRF model, arriving at the highest F-1 score
of 92.80%. A Bi-LSTM-CRF model was proposed
and applied to the traditional Chinese medicine
patents’ named entity recognition problems (Deng
et al., 2021). The paper verified that context se-
mantic information can be learned without fea-
ture engineering, and the performance was bet-
ter than the baseline methods, arriving at an F-1
score of 94.48%. Chang et al. (2021) applied a
BERT-Bi-LSTM/IDCNN-CRF model to the NER
task and performed better than the Bi-LSTM-CRF

benchmark model, which was 4.79% higher in F-
1 score when CLUENER dataset was applied. A
radical-level-based Bi-LSTM-CRF model with a
self-attention mechanism was employed (Yin et al.,
2019), solving the problem of how to deal with hid-
den information due to the properties of Chinese
characters, and arriving at a F-1 score of 93.00%
in CCKS_2017 dataset and 86.34% in TP_CNER
dataset.

Our work is different from previous literature as
we integrate the two sequence labeling tasks into
one by merging labels and comparing the perfor-
mance of the integrated tagging approach with the
performance of the separated tagging approach.

Unified char-based tagging for ancient Chi-
nese: YU Jiangde (2015) developed a Max-
Entropy model with a unified character-based label
set to perform word segmentation, part-of-speech
tagging, and named entity recognition tasks. The
experimental results showed that training with the
unified char-based label set would be better than
training in three separate turns. Cheng et al. (2020)
developed a Bi-LSTM-CRF model to conduct word
segmentation, part-of-speech tagging, and sentence
segmentation tasks with a unified char-based la-
bel set, which also proved that labels integration
with mixed corpus would get better performance.
Qi et al. (2021) constructed a model unifying the
word segmentation and part-of-speech (POS) tag-
ging tasks and got the F-1 scores of 95.98% in the
word segmentation task and 88.97% in the POS
tagging task.

Compared to these works, although we also
adopt the unified char-based tagging, our work
adopts the BERT-based model to perform on the
NER and sentence segmentation tasks, which is
expected to extract the features better and get better
performance.

3 Methods

Model: we adopt the Siku-BERT (Wang et al.,
2021) as the pre-trained model, it was trained on
SiKuQaunShu (a collection of ancient classics, in-
cluding 536,097,588 tokens, all characters were
written in traditional Chinese). Such a huge corpus
will cover most ancient Chinese characters so that
it would be sufficient for training. The pre-trained
model architecture is based on the Chinese BERT-
base model. Besides the BERT model, we add one
CRF (Conditional Random Field) layer to get the
global optimized label sequence.
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Hardware: all experiments are trained on a
Tesla V80 GPU.

Pre-processing on tagging scheme: as men-
tioned in the introduction part, we convert the NER
task and sentence segmentation into sequence label-
ing tasks. To do that, we adopt the char-based label-
ing (Ng and Low, 2004) as the annotation scheme.
That means, for the NER task, we would annotate
each token (character) with one label, to signify
whether this character is a part of an entity, and
if so, what is the position of the token concerning
the entity. We use “B” (beginning), “I” (internal),
“S” (single token as an entity), and “O” (outside)
to represent the position of the current character
concerning an entity.

For example, “Twitter” and “New York Stock
Exchange” are two named entities in the sentence
“As of now, Twitter is still a publicly-traded com-
pany on the New York Stock Exchange.” Since
“New York Stock Exchange” is an entity, we would
tag the sequence as “B I I I”, the “B” corresponds
to “New” and mirrors that it is the beginning of
an entity, and “I” means the corresponding token
inside an entity, “Twitter” is a single token entity,
so it is tagged as “S”. Other characters that are not
a part of an entity are tagged as “O” (outside of the
entity).
An ancient Chinese example is

九O月O晉B惠I公I卒O懷B公I立O

(In September, Jin Hui Gong died and Huai Gong
inherited the throne.)
“晉惠公”（Jin Hui Gong）is a person’s name, so

it is tagged as B I I .
Since our purpose for the sentence segmenta-

tion task is exactly to find out the position where
punctuation occurs, we wipe out all tokens that
are punctuation in our experiments, otherwise, the
model just needs to tag the special label for the
token that is followed by punctuation to get a good
result, but this is too easy for this task. We tag
the character which is followed by punctuation as
“P” and those are not with “L”, so like the above
sentence:
As of now, Twitter is still a publicly-traded com-
pany on the New York Stock Exchange .
We will tag “now” and “exchange” as “P” and oth-
ers as “L” since only these two precede punctua-
tion.
For our ancient Chinese example:
九月,晉惠公卒,懷公立.
We tag the sequence as followings:

九L月P晉L惠L公L卒P懷L公L立P
That means “月”“卒”“立” are followed by punc-

tuation. If there are two continuous punctuation in
the original raw text, we just tag “P” once for the
token before this punctuation since we just need
to segment the sentence instead of recovering each
punctuation.

Besides tagging these two tasks separately, we
also merge the labels of each token for these two
tasks into one so that we can train two tasks in
one experiment. If we join the label for NER and
sentence segmentation tasks with “-”, the above
example would be like

九O-L月O-P晉B-L惠I-L公I-L卒O-P懷B-L
公I-L立O-P

So “晉 B-L” signifies that “晉” locates at the
beginning of an entity but this character is not fol-
lowed by punctuation.

The purpose is to compare the performance of
these two tagging approaches (one is tagging for
specific tasks separately and the other is tagging
for both two tasks by merging the label set) with
the Siku-BERT model.

Training data: Our training data is Zuozhuan,
a chronicle of general history records during the
Spring and Autumn (770-476 BC) and Warring
States (475-221) periods in China. The number of
tokens in the training data is 244,345, and including
25,005 entities, 33,775 punctuation. The split ratio
for the training and validation sets is 8 : 2.

Hyperparameters setting: Our main purpose
is not the absolute score of each task but the rela-
tive difference between the two tagging approaches,
thus we keep all settings the same across experi-
ments.

We set up 10 epochs for the training in total and
the batch size for each epoch is 8, the learning rate
is 0.001, and the scheduler step is 600. We adopt
cross entropy as our loss function and AdamW as
the optimizer; the drop-out rate is 0.2.

4 Experimental Design

4.1 The separate training for NER and
sentence segmentation

First, we conduct experiments for NER and sen-
tence segmentation separately to compare the re-
sult with the training through the unified tagging
approach. Noticed that in our experiments we ig-
nore the type of the entities (person names, place
names, etc) and the type of the punctuation (colon,
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comma, period, etc) to make the experiment sim-
pler while it would be worthwhile to explore with
different types of entities and punctuation on a finer
granularity level.

The evaluation metric for both the NER task and
the sentence segmentation task would be the F-1
score mainly since the distribution of the frequency
of the labels is imbalanced, but for the NER task,
we count the number of samples that the model
hits based on the entity level rather than based on
the token level. To make it clearer, for the above
examples, if the correct label sequence is

New B York I Stock I Exchange I
And the model predicts it as :
New B York I Stock O Exchange B
We don’t count this as one correct prediction

even if half tokens are labeled correctly.
The evaluation metric for the task of sentence

segmentation is the F-1 score as well, for this task,
we count the correct samples just based on the
token so that we count the number of “P” and “L”
labels in the gold labels and the model predictions.

4.2 Integration training for NER and sentence
segmentation

To compare the effect of the integrated tagging
scheme on both tasks, we train with the integrated
label tagging on these two tasks together but evalu-
ate each task separately as in 4.1. All settings are
the same as 4.1 except for the tagging approach.

It’s impossible to feed all texts as one into the
model and thus we have to segment samples. The
length of a sample cannot be the original sentence
length that is segmented by punctuation, because
if we do so, the model would know that only if it
tags a punctuation marker “P” for the token at the
end of each sample (that is a segmentation point),
then the model can perform well. We don’t allow
the model to “cheat” in this way, so we segment
each sample into a fixed length of 128, and apply it
to both tasks and both tagging approaches for the
sake of fairness.

Besides the major experiments, we add two
groups of ablation experiments to explore the role
of other factors. One of the two main factors is the
pre-process approach for the NER task specifically,
in this factor we can divide into two sub-factors,
one is whether preserve the punctuation on the data,
and the other is whether segment the sample based
on a fixed number or the original sentence length,

metric sep tagging uni tagging
test_accuracy 0.934 0.907

test_f1 0.869 0.867
test_precision 0.881 0.901

test_recall 0.894 0.86

Table 1: The result of NER task on separate tagging and
unified tagging

we conduct such experiments only for the NER
task side without impacting the sentence segmen-
tation; the second main factor is the label set for
NER, besides “BIOS”, we can also use “BIOES”
to tag the entity. The only difference is that we use
“E” (end) and “I” (internal) to differentiate whether
the current character is the end of an entity or just
inside an entity but not at the end, this increases the
number of the classes. We compare the two label
sets for both the NER and sentence segmentation
tasks.

5 Results

5.1 The NER task results on two tagging
approaches

We conduct the NER task first and compute the
F-1 score of tagging NER only and that of unified
tagging. The result in table 1 (“sep tagging” means
the data only includes the NER label, “uni tagging”
means the data includes both NER and sentence
segmentation tags) illustrates that there is no big
difference between the two tagging approaches and
both get an F-1 score of 0.87, while the separate
tagging is a little bit better than the unified tagging
one in terms of accuracy. It seems that the model
does not improve with the additional sentence seg-
mentation tags in the unified tagging approach.

5.2 The sentence segmentation task results on
two tagging approaches

The result of the sentence segmentation task is
the same as the NER task, with the F-1 score on
both tagging schemes arriving at 0.97. The reason
why the performance on the sentence segmenta-
tion task is so high is that we evaluate it on a to-
ken level, which would be high since much more
non-punctuation markers than punctuation mark-
ers. Such a task is a binary token classification,
for each token, the model has a 50% chance to hit
the correct tag. While for the NER task the model
only has a 25% probability to tag the correct token,
the result would be even lower when evaluating the
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performance on the entity level.

5.3 The impact of punctuation on NER task

There is no difference in terms of the NER task
when training with separate tagging and unified
tagging, it seems that the label of punctuation does
not offer any clue for the named entity identifica-
tion. While we find out that the punctuation token
benefits the NER task from the ablation experiment.
What we do is conducting two more NER exper-
iments on the same data but pre-process the data
in different ways. One is changing the length of
the samples, there is no punctuation in the data,
but keep the original length of each sentence as
the length of each sample, which means each sam-
ple is segmented by the original punctuation but
removes all punctuation tokens; the other one not
only keeps the original sentence length for each
sample but also preserves punctuation. Comparing
the performance of the former one and the initial
experiment can infer the impact of the length of
the sample on the NER task and comparing the
performance of these two additional experiments
can get the impact of the punctuation token on the
performance.

The result is shown in table 2, “N” means there
are no punctuation tokens in the sample while “Y”
means preserving punctuation tokens, so “N+128
length” refers to the initial experiment setting. We
can observe that the first one and the second one
are almost the same, which shows that the length of
the sample would not impact the NER result, while
the third one is better than the first two, which
shows the role of punctuation tokens for the NER
task. It makes sense since there are some frequent
structures such as the place names are followed by
a period and the person names often occur before a
colon when quoting the sentence from the speaker.

We also wonder why does the unified tagging
not work better from our results in 5.1 as it at least
offers the punctuation information to some extent
by the label set. One possible explanation is that
in our experiment, the model cannot learn the rela-
tionships between the entity labels and the different
types of punctuation, in other words, whether a to-
ken follow by punctuation makes less sense than
what type of punctuation follows it, consequently,
it doesn’t work if the entity information is related
to a type of punctuation specifically.

5.4 The impact of granularity of label sets

Another ablation experiment is comparing the im-
pact of the granularity in terms of different label
sets for NER. Besides the “BIOS” label set, the
other popular label set to tag the named entity is
“BIOES”. Compared to the “BIOS” tag set, it has
one “E” label to represent the end of the entity. For
“New York Stock Exchange”, it would be tagged
as “B I I I” with “BIOS” label set but tagged as
“B I I E” with “BIOES” label set. Such a change
makes the model to further figure out whether the
current token is the end of the entity or just inside
the entity. We reproduce the experiments in the
same way as our initial experiments except for the
NER tagging labels. The result is shown as table 3.

From the table, we can conclude that the perfor-
mance improves a bit for both tagging approaches
with the “BIOES” label set compared to the “BIOS”
tagging set, and the separate tagging approach is
slightly better than the unified tagging approach,
which is opposite to the previous work (e.g. Cheng
et al., 2020). The finer label set is a double-edged
sword. On the one hand, finer labels offer more in-
formation and features for the models; on the other
hand, more labels make it harder for the model to
make a correct prediction. The model doesn’t need
to differentiate the tokens locate at the end of enti-
ties and ones locate at the middle of entities with
“BIOS” labels.

For the sentence segmentation task, the perfor-
mance on the separate tagging does not change
while the performance decreases obviously on
the integrated tagging approach, decreasing from
0.97 to 0.915, which is surprising for us since
the previous work reported it improved by 3.5%
compared to separated tagging (Cheng et al., 2020).

6 Conclusions

In our project, we adopt a BERT-based model to
evaluate the performance of the named entity recog-
nition task and the sentence segmentation task on
ancient Chinese text with a unified tagging ap-
proach and a separate tagging approach respec-
tively. We find out that there is no difference when
we take different tagging strategies, both strategies
get an F-1 score of 0.87 on the NER task and 0.97
on the sentence segmentation task, which poses a
challenge to the conclusion that unified tagging is
always better concluding from the previous works;
we also conclude that punctuation marker is im-

171



process method N + 128 length N + original length Y+ original length
test_f1 0.867 0.869 0.881

Table 2: The result of NER task on different pre-process approaches

tasktagging approach separate tagging unified tagging
NER 0.891 0.882

sentence segmentation 0.97 0.915

Table 3: The F1 score compared with two tagging schemes on BIOES label

portant for the NER task from our ablation experi-
ments, training on the data with punctuation would
be better on the NER task; moreover, finer tagging
set like “BIOES” is better than “BIOS” for the
NER task for both separated and unified tagging
approaches, but performs worse on the sentence
segmentation task if apply unified tagging.

Our experiment shows an inconsistent result to
the previous research that also compared the unified
tagging scheme with the separate tagging approach
(YU Jiangde, 2015; Cheng et al., 2020; Shi et al.,
2010); the further exploration we need to do is tag-
ging the types of the entity and punctuation as well
and count the performance based on different types
of entities or punctuation, in addition, we want to
try different model architectures and different pre-
trained models, we want to verify whether what we
observe from our current experiments is specific
for the model and architecture.

Our work pays attention to the ancient Chinese
data which is low-resource and being ignored. The
shortage of annotated data and the relatively fewer
application scenarios make it a minority field in
NLP, which is required more research. The usage
of advanced deep learning techniques for automatic
sentence segmentation and named entity recogni-
tion of ancient Chinese not only facilitate readers
to read, but also can be of great significance to the
arrangement of ancient books, and the intelligent
application of ancient Chinese.
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Abstract
This paper presents the efforts conducted to ob-
tain a usable and open digital version in XML-
TEI of one of the major lexicographic work for
Taiwanese bilingual dictionaries, namely the
《國臺對照活用辭典》 Practical Mandarin-
Taiwanese Dictionary, ( 吳 , 2000). The orig-
inal dictionary was published in 2000, after
decades of work by Prof. 吳守禮 (Ngôo
Siu-le/Wu Shouli).
We publish the resulting TEI files on Zenodo1

1 Introduction

This paper describes the efforts, the issues and
some proposed solutions to conduct the re-
digitization of the two volumes (over 2800 pages)
of the 《國臺對照活用辭典》 Practical
Mandarin-Taiwanese Dictionary, a masterpiece of
Taiwanese lexicography authored by Prof. 吳守
禮 (Ngôo Siu-le/Wu Shouli) in the last decades of
the 20th century and published in 2000.

The author started its work before the Unicode
was founded, at a time when commercial sino-
graphic word processing softwares were designed
mostly for Mandarin. He had to come up with
workaround solutions to print sinograms and pho-
netic symbols specific to Taiwanese, involving the
creation of thousands of glyphs.

As a result, our work was not strictly speaking a
digitizing project, since the original document was
already digital-born. But we had to face a number
of challenges to turn the original files from their
obscure proprietary format into a more modern,
open and standard format (we choose XML-TEI)
in order to make it easily usable in future projects.

1.1 Context
This project begun after 吳 Ngôo’s family mem-
bers, as right holders of the dictionary, decided to

1https://doi.org/10.5281/zenodo.
1308746)

release the work of their ancestor under a permis-
sive and open license. They were willing to provide
a larger access to this work and ensure the continu-
ity of this legacy. Their first choice was to turn to
the Wikimedia Foundation and target WikiSource
to host a public version of the dictionary. Volun-
teers from Wikimedia Taiwan worked out all the
legal aspects of this project and enabled Ngôo’s
family to release the original data under a Creative
Commons license, allowing us to conduct our work.
Unfortunately, due to typographic and other tech-
nical difficulty which will be described below, the
conversion to mediawiki was all but straightfor-
ward. Wikimedians turned to the g0v community
(involving one author of this paper) for technical
support and we finally took the decision to first con-
vert the document into a more standard XML-TEI
file so it would be easier to work on it and later to
provide all sorts of browsing interfaces. This work
was also slowed down by inevitable limitation of
time available to volunteers from Wikimedia and
g0v, and is now being conducted in a more aca-
demic environment. We hope it can return to the
public and NGO sphere once we achieve a good
level of felicity to the original author’s work.

1.2 The author and the Dictionary

Prof. 吳 Ngôo (1909 – 2005) was born in Tainan
and received a primary education in Taiwanese. He
later graduated from the Taihoku Imperial Univer-
sity, continued his research and work as a translator
and lexicographer in Japan where he learned Man-
darin before this language was brought to Taiwan
by the Kuomintang. He came back to Taiwan to
conduct research and teach at the Taihoku Imperial
University which later became National Taiwan
University (NTU) where he became professor and
dedicated is research to the study of Taiwanese.
The 《國臺對照活用辭典》 dictionary is only
one of his numerous publications. He finished it
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after he retired from NTU. It was published in 2000
and the next year it obtained the presidential price
for culture 總統文化獎 .

2 Structure of the dictionary

This massive piece of work covers over 12, 000
sinograms and 40, 000 lexical entries, providing
information including traditional phonology, syn-
tax, meaning (bilingual) and semantic relations. In
this section we describe how the dictionary was
organized.

2.1 macrostructure

The macrostructure of the dictionary presents two
layers of information, which is typical of sinitic lan-
guages dictionaries. The first layer focuses on Man-
darin syllables, ordered according to the canonical
order of the 注音符號 (zhuyin fuhao) transcrip-
tion.

Under each syllable section, one can find the
list of corresponding sinograms, ordered following
the number of strokes in the sinograms. Under
each sinogram entry, lexical entries (words) which
include this sinogram, ordered by the number of
sinograms in the word and following the order of
zhuyin fuhao for words of the same length.

2.2 microstructure

Each sinogram entry comes with a description of its
various readings. It includes the traditional phono-
logical description (the 反切 fanqie), possible
readings in Mandarin and possible readings from
the bân-lâm group, drawing from many sourcing,
notably William Campbell’s dictionary (Campbell,
1913) for Taiwanese and the Pumin dictionary rep-
resentative of Xiamen (Amoy) readings (Univer-
sity, 1982). These descriptions include the cus-
tomary distinctions between literary and popular
readings (a traditional distinction in ban-lam stud-
ies, 文白異讀 ).

Word entries represent actual lexical items. They
can be numbered in cases of homographs. The
author provides the part of speech, definition in
Mandarin and translation or translation of the term
and/or the definition in Taiwanese. Interestingly,
all the text written in Taiwanese comes with pho-
netic transcription in the form of zhuyin fuhao, on
the side of each character (just like the furigana in
Japanese). Possible regional variations in pronun-
ciation or orthography are indicated with a slash /
character. See Figure 1 for an example.

Figure 1: example of a word entry, with some annota-
tion of the types of information provided

3 Digitization stages

The starting point was a set of floppy disks. It
required a succession of steps involving various
tools and strategies to obtain a usable dataset out
of it.

One of the main issues we had to face was to
understand how Prof. Ngô managed to include
thousands of glyphs which were specific to Tai-
wanese texts and absent from the encodings of that
time.2

3.1 Recoding

The first step was to figure out how to read the files,
especially in terms of encoding. Prof. Ngô started
his work on his dictionary before the Unicode even
existed. Knowing this work had been done on a
word-processing software for traditional Chinese in
Taiwan, Big5 encoding was a safe guess. However,
Big5 was only a de facto standard, with various
vendors extensions, and the use of the Private Use
Area (PUA) for new glyphs may differ from one
vendor to another.

After a few trials, we wrote a small Perl script to
perform the conversion from CP950 (Microsoft ver-
sion of Big5-ETEN) to UTF-8, and at the same time
converting Big5 PUA codes into Unicode PUA,
keeping a simple mapping between the two so we
can later go back to the original value.3

3.2 Reverse engineering the format

Once the text was in an easily readable UTF-8
encoding, we could investigate how to parse the
syntax of the text formatting software. The file

2with the noticeable exception of the CCCII encoding, but
it seems that text processing softwares of that time, being more
focused on Mandarin, did not support it.

3The script can be read here, kudos to Audrey
Tang https://github.com/g0v/koktai/blob/
master/a-tsioh_sandbox/recode_utf8.pl
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format relies on a set of control expressions writ-
ten in plain text. We were able to guess the most
important ones by comparing the content of the file
to the printed version of the book.

One important command to find out was the
switch between different fonts. The author had
to add so many new glyphs that the PUA space
available on Big5 was too small. To be able to print
all the desired characters, he had to fill it twice,
with two different font. As a result, some origi-
nal Big5 PUA codes are ambiguous and we need
to know the font intended for rendering to know
which character it corresponds to.

To ease the parsing and XML output, we wrote
this part in Scala, which provides convenient parser
combinators4 to describe the grammar of the file
format and can natively and elegantly deal with
XML as it is part of the language basic syntax.

3.3 Characters in the Private Use Area

At this stage we could face the issue of the thou-
sands of characters encoded in the PUA.

We had the list of codes, associated with a font
name and were also provided the font files from
which we could extract the images of each glyph.
This left us with thousands of images to map to
their code.

There were two main cases for these glyphs.
Some represented syllable transcriptions in zhuyin
fuhao. These glyphs are actually the combination
of smaller characters transcribing subcomponents
of the syllable (typically initial and final, sometime
a simple phoneme). We choose to transcribe these
glyphs into their decomposed form, which is easy
to type and process.

The other type of glyph is actual sinograms,
which are specific to Taiwanese or too rare in Man-
darin to have been included in Big5 encodings. For
some of them, they were later included in Unicode,
in which case we could recode them into the new
non PUA Unicode code point. Some other were
still missing and we could only provide the original
image and the description of its composition as a
Unicode Ideographic Description Sequence IDS.

3.4 Crowdsourcing the mapping

In order to obtain the mappings described in the
previous subsection, we relied on the strong online
community of g0v followers to launch a crowd-

4https://index.scala-lang.org/scala/
scala-parser-combinators

Figure 2: screenshot of the crowdsourcing interface. A
simple click or tap on the match will take the user to
another character

Figure 3: glyph for a Taiwanese syllable (typically ro-
manized as bih)

sourcing campaign during a hackathon. The de-
scription of the syllable glyphs could simply be
keyed in by Taiwanese netizen familiar with zhuyin
fuhao. On the other hand, the missing sinograms
were mostly obscure and often unknown characters
for nonspecialist of Taiwanese script (Mandarin
being the language of education in Taiwan).

To make it easier and faster for the netizen to
help us, we pre-processed the data with an image
similarity algorithm based on Python’s OpenCV
library. By doing so, we could provide a simple
online interface presenting a targeted glyph and a
few similar glyphs (extracted from a Unicode font
of similar style). In that way, participants in the
crowdsourcing just had to click on corresponding
characters when present.

Same glyph was presented multiple times (at
least 3 participants had to agree on the mapping),
and we proceed in multiple waves, to remove al-
ready mapped characters and focus on missing data.
We counted over 13, 000 user sessions in about
30h.

3.5 OCR for missing pages

Once we obtained a first usable version of this
dataset and started working on a web interface, we
noticed some discrepancies between our data and
the printed version. We soon realized that missing
entries were a result from corrupted files on one
of the original floppy disks. Some hundred pages
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of entries were therefore not available. In order to
recover those data, we decided to use Optical Char-
acter Recognition (OCR) on the scanned version of
the missing pages. Granted we had enough data in
our hands to train a model. It would have been way
too time-consuming and tedious to retrieve them
manually rather than limiting the manual work to
post-correction of the OCR.

From the numerous OCR tools available, we
chose eScriptorium 5, which claim to “focus on
pre-typographical and/or non-alphabetic cultures.”
It is based on Kraken 6 which is “optimized for
historical and non-Latin script material.” Our situa-
tion was a good test case to see how it would fare
against sinograms.

eScriptorium’s web interface was not too diffi-
cult to handle thanks to its tutorial. With eScripto-
rium, we had two major steps : document segmen-
tation and characters’ recognition. All the informa-
tion is saved into a PAGE 7 schema file. At first, we
directly performed the models’ training on the orig-
inal scanned page of the dictionary. The document
segmentation gave quite good results with errors
such as recognizing one long line of text instead
of two lines from two separate columns or not rec-
ognizing the entirety of the vertical zhuyin fuhao
as part of the text’s region. On the other hand, the
character recognition step would be the difficult
part, especially with the specific typography of this
dictionary, we would have to train a model from
scratch. But the XML we already built could serve
as the basis to create training data.

This led us to not only generate our own images
of lines from the TEI output of the existing data,
with corresponding PAGE files. Our images consist
of one single line per images of similar length and
police size compared to what was in the original
data, however, the police and size used would ran-
domly be chosen among several ones to ensure a
more robust model. Sadly, eScriptorium could not
correctly recognize and segment our generated im-
ages, perhaps it was because the model was trained
on the original pages which structure was not the
same as ours : a one line image. When the police
size was smaller, we didn’t come upon this issue.

The result on generated data reached over 95%
of accuracy, But it did not perform as well on

5https://escriptorium.fr/
6https://kraken.re/master/index.html
7https://github.com/

PRImA-Research-Lab/PAGE-XML/blob/master/
documentation/XML%20File%20Structure.pdf

actual pages from the scanned version. At this
point the model could rarely recognize one line
entirely. We had to add some original pages during
the model’s training to introduce the structure of
what we wanted the model to be used on, so that it
would not be encountering it for the first time. That
allowed the new model to now recognize several
lines entirely.

4 TEI output

To distribute the dataset in a format as standard as
possible, we do our best to follow the TEI guide-
lines with specific sections for dictionaries. We use
entryFree elements to describe sinograms and en-
try elements for words. Special characters mapped
from the original PUA are described inside the tei-
Header element as many charDecl.

For the moment, we count 6, 900 charDecl,
11, 805 entryFree and 43, 926 entry elements.
These figures do not include data from the OCR
which is still a work in progress. The exact XML
schema is also subject to evolution as we plan to
deeper analyze the content of the entries, so we
invite the readers to refer to the current version re-
leased on the Zenodo repository.
https://doi.org/10.5281/zenodo.1308746

5 Conclusion and Future Work

We hope to achieve a high degree of felicity to
the original work by Prof. 吳 Ngôo. We will
then be able to provide easier and broader access
to this valuable material, with full-text search and
reverse index. Our experiment with eScriptorium
also encourages us to address other volumes, such
as the handwritten Taiwanese Dictionary published
in 1986 by the same author(吳 , 1986).
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