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Abstract

Automatic summarization methods are effi-
cient but can suffer from low quality. In
comparison, manual summarization is expen-
sive but produces higher quality. Can humans
and AI collaborate to improve summariza-
tion performance? In similar text generation
tasks (e.g., machine translation), human-AI
collaboration in the form of “post-editing” AI-
generated text reduces human workload and
improves the quality of AI output. Therefore,
we explored whether post-editing offers ad-
vantages in text summarization. Specifically,
we conducted an experiment with 72 partici-
pants, comparing post-editing provided sum-
maries with manual summarization for sum-
mary quality, human efficiency, and user ex-
perience on formal (XSum news) and infor-
mal (Reddit posts) text. This study sheds
valuable insights on when post-editing is use-
ful for text summarization: it helped in some
cases (e.g., when participants lacked domain
knowledge) but not in others (e.g., when pro-
vided summaries include inaccurate informa-
tion). Participants’ different editing strategies
and needs for assistance offer implications for
future human-AI summarization systems.

1 Introduction

Text summaries provide short overviews of long
documents or document collections, allowing read-
ers to understand the content without the need to
read full documents. For example, news summaries
outline key points so that readers do not have to
read the entire article. For scientific papers, ab-
stracts allow readers to easily understand the extent
of the work and decide whether the paper is relevant
to them. While these human-written summaries are
typically high quality, a human’s time and energy
is limited and such tasks require heavy cognitive
load (Kirkland and Saunders, 1991).

∗ Research work was done while authors were interning
at Dataminr Inc.

Therefore, increasing research effort has ex-
plored machine models to generate summaries au-
tomatically (Tas and Kiyani, 2007; Nenkova and
McKeown, 2012; El-Kassas et al., 2021). While
recent advances in learning algorithms and data
have resulted in models that can generate relatively
high-quality summaries, human summarization is
still the gold standard. Further, training models
require large, high-quality summarization datasets
that are expensive to curate.

Taking advantage of the complementary
strengths of humans and AI, can they collaborate
to improve summarization performance? In the
area of machine translation, a common method
of human-AI collaboration is human post-editing
of AI-generated text, which increases human
productivity and improves the quality of transla-
tion (Koponen, 2016; Vieira, 2019). However, in
spite of its potential impact, studies of post-editing
for summarization have been very limited, e.g.
Moramarco et al. (2021), in the medical domain.

To bridge this gap, we performed a large-scale
human subject experiment (72 participants) inves-
tigating the utility of post-editing provided sum-
maries in text summarization for informal (Reddit)
and formal (news) datasets. We expect tradeoffs
in quality and efficiency (i.e., it might take longer
to write better summaries), so we are interested
in whether post-editing can actually improve ef-
ficiency or quality over manual methods, as well
as the effects on users’ experience. This work is
an important step toward understanding the bene-
fits and drawbacks of post-editing as opposed to
manual text summarization.

Our main contributions can be summarized as
follows: (1) we present the first large, human sub-
jects experiment of post-editing for text summa-
rization; (2) we show how post-editing impacts
summary quality, efficiency, and user experience—
where it is useful and where it is not; and (3) we cre-
ate, and make public, two new datasets, each with
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360 human-evaluated summaries for news and Red-
dit posts—either written manually or post-edited
on provided summaries.

2 Related work

2.1 Automatic Text Summarization

The field of automatic text summarization can be
traced back to 1950s (Luhn, 1958); and since then
much research has been devoted to developing al-
gorithms, datasets, and evaluation metrics to de-
veloping summarization systems that can approach
the quality of a human (El-Kassas et al., 2021).
There are two primary automatic methods: (1) ex-
tractive (Dorr et al., 2003; Nallapati et al., 2017),
where the model selects important sentences from
the input document, and (2) abstractive (Rush et al.,
2015; Paulus et al., 2018), where important parts
of the input document are paraphrased to form new
sentences. While recent deep learning-based sum-
marization methods have significantly advanced
the quality of AI-generated summaries, they face
some common issues, including hallucination, also
known as contextual inconsistency (Maynez et al.,
2020) and factual inconsistency (Cao et al., 2018;
Kryscinski et al., 2020). These critical issues limit
the utility of automatic summarization if unad-
dressed; in fact, humans can be in the loop to
manually fix identified mistakes, thus iteratively
improving AI models (Zhang and Fung, 2012; Gid-
iotis and Tsoumakas, 2021).

2.2 Human Text Summarization

Summaries written by humans often serve as gold
standard references to train and evaluate AI mod-
els (Bhandari et al., 2020). One natural source
of human summaries is shared and collected on
the web, e.g., titles of news articles (See et al.,
2017; Narayan et al., 2018), TL;DR of Reddit posts
(Völske et al., 2017; Kim et al., 2019), talk tran-
scripts of scientific papers (Lev et al., 2019), and
government bill summaries (Kornilova and Eidel-
man, 2019). Those are generated to serve specific
goals and audiences, and often contribute datasets
at scale to build AI models, although the data qual-
ity is not guaranteed (Kryscinski et al., 2019; Bom-
masani and Cardie, 2020). Alternatively, human
summaries can be annotated by dedicated profes-
sionals or crowd-workers for domain-specific doc-
uments (Jiang et al., 2018). Annotators are of-
ten trained with guidance and summarization cri-
teria, yet quality control (Daniel et al., 2018), due

to subjectivity and inconsistency between annota-
tors (Tang et al., 2021), is a challenge. While the
annotation process is costly and time-consuming,
human summarization, often by domain experts,
yields higher quality compared to automatic meth-
ods (Zhang et al., 2020). In this work, we turn
to a common method of human-AI collaboration—
human post-editing of AI-generated text—as an
exploration for a viable solution.

2.3 Post-Editing AI-Generated Text

Post-editing is a common technique in machine
translation, where translators edit the translations
produced by automatic methods (opposed to com-
pleting the translations manually). It has been
shown to increase productivity and improve trans-
lation quality (Plitt and Masselot, 2010; Koponen,
2016; Vieira, 2019), particularly when initial trans-
lations are good. However, post-editing longer seg-
ments can require more cognitive effort to identify
errors and plan corrections (Koponen, 2012).

As summarization shares similarities to machine
translation, post-editing is a promising paradigm,
yet it is underexplored. One exception is Mora-
marco et al. (2021), who evaluated post-editing in
the medical domain. In a study with 3 physicians,
participants took less time to post-edit other physi-
cian’s written notes as compared to AI-generated
notes, and post-editing any type of notes was faster
than writing an entire note from scratch. Partici-
pants’ note-taking style differences also affected
post-editing time. For example, Doctor A wrote
shorter notes and only edited AI-generated notes
when there were substantial issues while Doctor B
was more meticulous and edited the AI-generated
notes extensively. We build on prior work and ex-
plore post-editing for text summarization at a larger
scale (72 participants) over two domains.

3 Evaluating Post-Editing for Text
Summarization

We explored how providing summaries for post-
editing affects (RQ1) final summary quality, (RQ2)
efficiency, and (RQ3) user experience, compared
to fully manual or fully automatic approaches for
two domains: social media and news. Participants
reviewed documents and summarized them, either
without any assistance (manual) or provided with a
human-written or AI-generated summary that they
could edit (post-edit). A distinct set of annota-
tors then evaluated the quality of the summaries.
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We included both human-written and AI-generated
summaries in our study to explore post-editing for
different summary types and qualities.

3.1 Data and Model

We chose social media posts and news articles for
our study as they could be understood by a general
audience and are commonly experimented with au-
tomatic summarization literature. We also chose
these datasets as they vary in writing formality,
which might impact how humans understand and
summarize text. Specifically, we used the Reddit-
TIFU dataset (Kim et al., 2019) (informal, Reddit
“Today I F’d Up” posts) and the Extreme Summa-
rization (XSum) dataset (Narayan et al., 2018) (for-
mal, British news articles). Each of these datasets
includes human-written “reference” summaries for
the original documents: Reddit-TIFU uses the
“TL;DR” written by the author of the post1 while
XSum uses the introductory sentences—written by
journalists—as the summaries (see Table 3).

For participants to summarize during our study,
we randomly selected 120 documents from the test
sets (10 documents per participant, per condition),2

with length between the 25th and 75th percentile
to balance task difficulty and time. The average
length of the Reddit posts is 243.8 words, and the
average length of the XSum articles is 223.3 words
(see Appendix A.1.1 for length distribution).

We used the Pegasus model (Zhang et al., 2020)
to generate summaries for the two datasets. Pega-
sus is a masked language model pre-trained with
a novel self-supervised objective, gap-sentences
generation, and fine-tuned on downstream abstrac-
tive summarization tasks. The model achieved
state-of-the-art performance on multiple datasets,
including XSum and Reddit-TIFU. We directly ap-
plied the off-the-shelf Pegasus models downloaded
from HuggingFace, with one already finetuned on
XSum3 and the other on Reddit-TIFU4.

We did not introduce summaries from any other
models besides Pegasus, as the goal of this pa-
per was not to compare models but to understand
how human post-editing of provided summaries
compares to manual and automatic methods. And,
while Pegasus is currently high-performing com-
pared to other, weaker models, the summaries we

1Reddit users often self-summarize their posts with
“TL;DR:” or “too long; didn’t read:” statements.

2Reddit-TIFU, Xsum
3huggingface-pegasus-xsum
4huggingface-pegasus-reddit_tifu

provided for post-editing in our study were of var-
ied quality, particularly between datasets (see §4.1).
This gave us an opportunity to explore how sum-
mary (or assistance) quality might affect human
post-editing.

3.2 Study Design
This study consists of two phases: (1) summary col-
lection and (2) human evaluation of the collected
summaries. For summary collection, we used a
between-subjects experimental design, with three
conditions: (1) Manual, where participants wrote
summaries without any assistance; (2) AI post-edit,
where participants post-edited AI-generated sum-
maries; and (3) Human post-edit, where partici-
pants post-edited human-written summaries. Par-
ticipants summarized either informal Reddit posts
or formal XSum news articles. For the Human
post-edit condition, participants were provided the
human written “reference” summaries from each
of the datasets. In the following, we describe the
participants and procedure for the summary collec-
tion phase, followed by details of the evaluation
phase.

Condition WPM (M, σ)

Reddit Manual 334, 113
AI post-edit 374, 175
Human post-edit 363, 104

XSum Manual 327, 112
AI post-edit 360, 241
Human post-edit 396, 178

Table 1: Average reading speed per condition per
dataset. WPM represents words per minute. Strategic
assignment to conditions ensured no significant differ-
ences between reading speed.

3.3 Summary Collection Participants
We recruited 72 participants (45 female, 22 male,
3 non-binary, 2 preferred not to disclose) from Up-
work.5 They were on average 32 years old (σ=12)
and were required to be native or bilingual English
speakers, have at least a 90% job success score,
and possess expertise in writing, journalism, or
communication. To ensure participants had some
familiarity with the summarization domains, they
described their experience reading or posting on
Reddit and knowledge of British news. Specifi-
cally, participants rated the extent of the respective

5https://www.upwork.com; we used Upwork—as opposed
to other crowdsourcing platforms—to recruit experienced par-
ticipants and ensure higher quality summaries.
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knowledge based on a 7-point Likert scale, and
were selected if they responded at a rating of 4 or
above. Finally, participants reported their reading
(in words per minute, WPM) and comprehension
scores,6 which we used to (1) eliminate those with
comprehension less than 75% and (2) account for
reading speed when assigning conditions. To ac-
count for differences in participants’ reading speed
that could affect our results, we assigned partici-
pants into conditions, ensuring a similar average
reading speed across conditions (Table 1). The av-
erage reading speed for participants in our study
was 358 WPM (σ = 158).

3.4 Summary Collection Procedure
Based on pilot studies (see Appendix A.1.2), we
anticipated the summary collection task sessions
would take an hour and we paid participants $20.
Each participant took on average 33.9 minutes
(σ=15.0) to perform the summarization task.7 Of
the 72 participants, an equal number (12) were ran-
domly assigned to each dataset (Reddit or XSum)
and summarization condition (Manual, Human
post-edit, AI post-edit), ensuring a similar average
reading time for each condition (see Table 1). Dur-
ing the study, participants completed three phases:
(1) instructions, tutorial and practice, (2) summa-
rization task, and (3) post-task survey.

Participants first reviewed task instructions, the
criteria for writing a good summary (from Stiennon
et al. (2020)), and examples of good and bad sum-
maries with explanations. For consistency, we used
the same criteria when asking annotators (a distinct
set of human evaluators) to evaluate the summary
quality. Participants then reviewed 10 documents
(either all Reddit posts or all XSum news articles,
depending on their assignment) and summarized
each, either manually (Manual) or post-editing a
provided human summary (Human post-edit) or
AI-generated summary (AI post-edit). Fig. 1 shows
an example of the task interface for the AI post-edit
condition and XSum. Participants were not made
aware of the source of their provided summaries–
whether human or AI. Per condition, each partic-
ipant summarized a unique set of 10 documents.
Participants had access to the summarization crite-
ria as guidance while summarizing. After complet-
ing each summary, participants rated the difficulty
for summarizing the original document. Finally,

6https://swiftread.com
7Participants spent additional time completing the post-

task survey.

Figure 1: Sample task interface for the AI post-edit con-
dition for XSum, showing the provided, AI-generated
summary in the text box.

after finishing all 10 summaries, participants com-
pleted a survey about their experience. See A.1.3
for details on the procedure and tutorial examples.

3.5 Human Evaluation of Summary Quality

To evaluate the quality of the summaries written
during our study, we recruited a distinct set of an-
notators from Amazon Mechanical Turk. To ensure
quality ratings, we only employed turkers who sat-
isfied the following criteria: (1) completed 5000
HITs; (2) 97% HIT approval rate; (3) reside in the
United States, Australia, and United Kingdom. An-
notators underwent tutorials and multiple attention-
check questions before performing the task (see
A.2.2). We also eliminated annotators with valida-
tion procedures (see A.2.3). Annotators were paid
$1.50 per HIT (see A.2.2) and were allowed to per-
form multiple HITs, assuming they would improve
at the evaluation task over time. Each annotator
performed 9.4 HITs on average.

The annotators evaluated six different summaries
for each original document (XSum article or Red-
dit post) from our study: (1) the Manual summary
written without any assistance, (2) the summary
written in the AI post-edit condition, given (3) the
AI-generated summary from the Pegasus model,
(4) the summary written in the Human post-edit
condition, given (5) the human reference from the
dataset, and, finally, (6) a random summary gener-
ated by randomly selecting two sentences from the
opposite dataset. See Table 3 in A.2.1 for exam-
ples of each summary type. The random summary
was used as selection criteria to identify annotators
who were not paying attention during the task. Fol-
lowing Stiennon et al. (2020), annotators evaluated
each summary on four axes: coherence, accuracy,
coverage, and overall. Each summary was evalu-
ated by five annotators; we removed outliers then
averaged the remaining annotators ratings to de-
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termine the final rating for each summary. Refer
to A.2 for additional details on the human sum-
mary evaluation procedure, annotators, and quality
control.

3.6 Measures

We report on summary quality, efficiency, user ex-
perience for the summarization task. Summary
quality is measured using human ratings and effi-
ciency is measured by the amount of time to read
and write a summary for each document. We addi-
tionally measured user workload as edit distance
or the difference between the provided summary
and the final summary.

We also report on three subjective user experi-
ence measures collected using 7 point rating scales
(from strongly disagree to strongly agree) either on
the task-level (at the end of the task) or instance-
level (after each summary): task difficulty, “I found
it difficult to summarize the article well.” (instance-
level); frustration, or “performing the summariza-
tion tasks was frustrating.” (task-level); and assis-
tance utility, or “the provided summaries were not
useful to me when I was performing the summariza-
tion tasks” (task-level).8 All task-level measures
were paired with follow up “why did you feel this
way” open-ended questions.

3.7 Data and Analysis

72 participants wrote 720 summaries (manually or
post-editing provided summaries) and 113 annota-
tors evaluated those summaries, resulting in 6360
summary quality ratings; after removing outliers
(see A.2.3). Averaging resulted in one final quality
rating (on four axes) for each summary. We make
this dataset of summaries and their ratings public
to promote future research.9

To find out if any statistical differences exist
between the means of the conditions, we used one-
way ANOVA for each objective and subjective (rat-
ing scale) measure. Using post-hoc Tukey’s HSD,
we also performed pairwise comparison to deter-
mine which two conditions are significantly differ-
ent.

We qualitatively coded the open-ended re-
sponses related to the subjective measures of frus-
tration, task difficulty, and assistance utility, as
well as responses on likes, dislikes, and desired

8Only participants in the post-editing conditions responded
about the utility of the provided summaries.

9https://github.com/vivlai/post-editing-effectiveness-
summarization
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Figure 2: Average overall quality ratings for the sum-
maries by type and dataset. For Reddit, the human
reference was the worst (aside from the Random sum-
mary). For XSum, the AI-generated summary was the
worst.

improvements. One researcher read the data to
identify emergent codes, followed by a discussion
period to merge and update the themes in the code-
book. Two researchers then independently coded
all the open-ended responses respectively, achiev-
ing a high average inter-rater reliability (Cohen’s
κ >= .85) for each of the open-ended responses.
See A.2.4 for details on thematic coding. We refer
to participants as P1-P72.

4 Results

We report on the impact of post-editing on sum-
mary quality, efficiency, and user experience.

4.1 Summary Quality

We discuss quality ratings for the summaries for
each dataset (Fig. 2). For simplicity, we report
only on overall quality ratings from the human
evaluation (see Appendix A.3.1 for other axes).
For Reddit, post-editing improved the quality
of the provided summaries but manual sum-
maries were the best. Reddit summaries produced
by participants in the Manual condition were rated
highest overall quality; the provided summaries, AI-
generated followed by the Human reference were
the lowest quality (Fig. 2). Interestingly, our eval-
uation finds that the AI-generated summaries are
significantly higher quality than the human refer-
ences (p = .02). This is different from Zhang et al.
(2020), for which the same Pegasus model achieved
comparable performance to human references (but
not better).

Comparing summarization conditions, we find
significant differences for final summary quality
(p < .01, F = 9.3): Manual summaries outper-
formed summaries produced by participants in both
the AI post-edit (p = .03) and Human post-edit
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(p < .01) conditions. Finally, summaries result-
ing from AI post-edit and Human post-edit were
significantly better than the provided summaries
for those conditions, Human reference (p < .01)
and AI-generated (p < .01), meaning participants
improved the quality of the summaries they were
given.
For XSum, post-editing improved the quality of
the provided summaries and was just as good
as manual. XSum summaries produced by par-
ticipants in the Manual condition were rated the
highest and the provided summaries (Human ref-
erence followed by AI-generated) were the lowest
(Fig. 2). However, for XSum, summary quality
was not significantly impacted by AI assistance
(p = .08, F = 2.5), meaning there was no signifi-
cant difference in quality between the Manual, AI
post-edit, or Human post-edit summaries.

Similar to Reddit, AI post-edit and Human post-
edit summaries were significantly better than the
provided summaries for those conditions (p < .01).
But, opposite of Reddit, the XSum Human refer-
ence summaries were significantly better than the
AI-generated summaries (p = .02).

4.2 Efficiency

Post-editing human references slowed Reddit
summarization but post-editing AI-generated
summaries was faster for XSum. Summariza-
tion conditions significantly differed in efficiency
(Fig. 3) for both Reddit (p = .04, F = 3.2) and
XSum (p = .02, F = 3.8). For Reddit, it took sig-
nificantly longer to post-edit human references (Hu-
man post-edit) than manually (Manual, p = .03)
or given AI-generated summaries (AI post-edit,
p = .02). We discuss possible reasons for this
(e.g., problematic Reddit references) in §4.3.

For XSum, post-editing AI-generated summaries
(AI post-edit) was faster than Manual (p = .11) or
given human references (Human post-edit, p =
.08). However, no pairwise comparisons were sig-
nificant after correction.10

Provided summary quality did not impact the
number of edits. Anticipating that participants
might have needed to make more edits to improve
on worse summaries, we compared the edit dis-
tance to provided summary quality (overall) using
Spearman correlation. However, for neither Reddit
nor XSum, did summary quality have a strong rela-

10Based on the trend, we would expect to see a significant
result with more statistical power (more participants).
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Figure 3: Comparison between conditions for aver-
age time to summarize (per document) for Reddit and
XSum. In general, participants in XSum took longer to
complete the task, likely due to unfamiliarity with the
domain.

tionship to edit distance. In some cases participants
made many edits to both good and bad summaries,
whereas in others, they made very few edits re-
gardless of quality (see A.3.2 for correlation plots),
due in part to participants’ diverse editing styles,
where some desired to make changes regardless of
the provided summary quality; Moramarco et al.
(2021) made similar observations. For example,
P10 (Reddit, AI post-edit) “did not use [the pro-
vided summaries] at all” and P55 (Reddit, Human
post-edit) edited all the summaries to match their
preferred writing style, stating “I found the casual
writing style confusing [...] I just did it my way.”

Figure 4: User experience plots for task difficulty, “I
found it difficult to summarize the article well”, frustra-
tion, “Performing the summarization tasks was frustrat-
ing”, and assistance utility, “The provided summaries
were not useful to me when I was performing the sum-
marization tasks” for Reddit (Left) and XSum (Right).
Responses were collected using 7 point rating scales.

4.3 User Experience
We measured user experience with task difficulty,
frustration, and assistance utility (Fig. 4). We also
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surfaced insights about participants’ experiences
from the qualitative analysis.

Participants found it harder to post-edit Red-
dit references. Summarization conditions signif-
icantly differed for task difficulty for Reddit (p =
.04, F = 3.2), but not for XSum (p = .72, F = .3).
Specifically, summarizing when provided a Reddit
human reference (Human post-edit) was perceived
significantly more difficult than summarizing when
provided an AI-generated summary (AI post-edit,
p = .04). Other pairwise comparisons were not
significant. Recall that post-editing human refer-
ences also took longer than other conditions for
Reddit; this difficultly might be due to the fact that
Reddit human reference data consisted of poorly
written TL;DRs, many of which add extra details
not found in the original posts. As participants
like P63 (Reddit, Human post-edit) and P58 (Red-
dit, Human post-edit) commented, some provided
Reddit summaries were “really bad” or “off a bit.”

Participants were mixed on whether the pro-
vided summaries were useful. Assistance utility
did not significantly differ between summarization
condition for Reddit (p = .12, F = 2.4) or XSum
(p = .63, F = .2), due in part to the high vari-
ability in participants’ responses. However, par-
ticipants provided mixed responses on the utility
of the summaries: while many thought they were
helpful “starting points” in their summarization
process, others found they sometimes missed im-
portant points or contained information that was
unneeded, incorrect, or incongruous with the origi-
nal article.

Participants, therefore, used the provided sum-
maries in different ways. Some, like P59 (Reddit,
Human post-edit) used the summary as a starting
point or guideline and made edits on top of it, “the
provided summaries did the job pretty well, I just
added some details.” Others ignored the provided
summary. As P61 (Reddit, Human post-edit) said,
“it might have been easier to do blind summaries
rather than having the provided examples.” Some
participants, like P31 (XSum, Human post-edit),
chose to “read the passage, write my summary, and
then look at the given summary.”

Participants’ had other concerns about post-
editing the provided summaries during the task.
Some thought it took high cognitive load to make
edits and summarize at the same time, “it clouded
my memory of what information the passage had
actually provided” (P31 XSum, Human post-edit).

Others struggled with originality. While they per-
ceived it “a bit like cheating” (P44 Reddit, AI post-
edit) to use the provided summary instead of writ-
ing their own, many also “found it difficult to pro-
vide a better summary than what was provided”
(P32 XSum, AI post-edit). Finally, some partici-
pants noticed that they had the tendency to over-
rely on the provided summary. For example, P6
(XSum, Human post-edit) found that they were
distracted from their own thinking and unlikely
to challenge the provided summary, “the provided
summaries deterred me from writing my own and
gleaning my own major points from the articles.
Instead, I would defer to the information given in
the provided summaries and edit a few things, but
not add anything major.”

Comprehension of the original text can impact
summarization. Participants found it challenging
to summarize documents that lacked context, were
overly detailed, or had poor quality. While we
intentionally recruited participants with some ex-
pertise for the two data types (Reddit posts and
British news), many were hindered by a lack of
background knowledge, especially for the British
news articles (XSum). For example, P18 (XSum,
Manual) said it was difficult to summarize particu-
lar articles about “the British government” because
“it’s not something I am familiar with so it was
hard to determine what information to include in
the summary.” Similarly, P15 (XSum, Manual)
mentioned difficultly summarizing articles about
Cricket, which contained “sport-specific jargon or
proper nouns that I was wholly unfamiliar with.” In
fact, 50% of participants summarizing XSum de-
scribed a lack of contextual knowledge compared to
only 8% of participants summarizing Reddit posts.
Post-editing can help in this case by providing a
useful starting point so that users do not need to
fully understand the document and write manually.

Participants also found it difficult to decide what
was important from overly detailed original docu-
ments, particularly when summarizing manually.
For example, P17 (XSum, Manual) stated, “some
articles gave so many details and it took a while
to decide which were important to keep in a sum-
mary.” Finally, participants were hindered by the
poor quality of the original documents. For ex-
ample, P60 (Reddit, Human post-edit) viewed the
“lack of capitalization and proper punctuation that
is common with Reddit posts” as the greatest frus-
tration in the summarization process. Participants
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found it challenging to match the tone and style of
these documents in their summaries. For example,
in P46’s (Reddit, AI post-edit) words, it is “hard to
match in the winding, anecdotal writing style often
found on Reddit.”

4.4 Summary

Post-editing yielded better quality summaries than
the automatic methods. However, compared to
manual summarization, the results were mixed. For
formal news articles, post-editing lead to similar
quality summaries with improved efficiency, help-
ing when participants lacked domain knowledge.
However, post-editing produced worse summaries,
more slowly for Reddit posts, likely due to the
informal writing style and sometimes inaccurate
TL;DR references provided in that case. We did
not find a correlation between edit distance and
provided summary quality, instead, some partici-
pants tended to make more edits—due to style or
writing preferences—while others made fewer ed-
its, instead of relying on the provided summaries—
regardless of the quality of the summary they were
editing.

5 Discussion

This work is the first large-scale study of post-
editing for text summarization, providing valuable
insights on the benefits and drawbacks. We dis-
cuss these, as well as outline future research direc-
tions and design recommendations for post-editing
summarization systems. Finally, we discuss the
limitations of our experiments.
Post-editing was useful when domain context is
needed. As our participants were not well-versed
in the British news content of XSum, the provided
summary was “useful” as a starting point (as de-
scribed in qualitative responses), so that they did
not have to write from scratch. This is similar to
machine translation literature, which suggests that
monolingual editors, despite lacking the knowledge
of the other language, can still effectively improve
the quality of translation via post-editing (Koehn,
2010). Beyond post-editing, systems could provide
additional support when users lack domain knowl-
edge or context, such as inline web searching to
learn about unknown terms or phrases (e.g., the
rules of Cricket).
Post-editing was less useful when the provided
summaries were low quality. Low quality, par-
ticularly inaccurate or incoherent, provided sum-

maries can be confusing and hard to edit, making
them less “useful” as summarization assistance.
Ideally, such summaries are not provided for post-
editing, as manual summarization would be better
in those cases. Future systems should explore tech-
niques for determining whether to provide a sum-
mary or not, based on desired summary qualities.
Finally, systems might provide transparency, e.g.,
highlighting the important details in the original
text (Lai and Tan, 2019). Then users can then de-
cide for themselves whether or not those details are
important and the summary should be trusted or
ignored.

Post-editing can lead to over-reliance and sti-
fle creativity. Humans have a tendency to over-
rely on AI systems (Bussone et al., 2015; Buçinca
et al., 2021): prior work on text generation found
users consider the provided text as an “authority”
and thus feel apprehensive to make significant ed-
its (Bhat et al., 2021). In our experiment, some par-
ticipants reported a similar tendency to over-rely on
the provided summary or were distracted from writ-
ing their own version of the summary; some even
developed their own combative strategies: writing
their summaries manually first and then referring to
the provided assistance. Therefore, future systems
might allow different workflows, where summaries
are shown before or after manual summarization
(or not at all).

Post-editing systems should cater to varied
users’ preferences and needs. Users have varied
summarization strategies and needs for assistance
as a result of personal preferences and their experi-
ence with the domain. In our study, some preferred
more control over the final summary, making lots
of edits, while others made fewer edits, and a few
did not use the provided summaries at all. These
differences in writing style (and their effects on
post-editing in text summarization) are also noted
in prior work (Moramarco et al., 2021). Therefore,
systems should give users control over the assis-
tance they receive and alternative workflows, based
on their preferences and needs.

Users’ needs also vary by their target audience;
users might desire summaries that are longer or
shorter, or more formal or informal based on who
they expect will read them. Post-editing can help,
allowing users to tailor summaries to different au-
diences with the same underlying content. Future
post-editing systems might provide multiple sum-
mary options, with diverse content and/or style,
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from which users can choose.
Limitations. We note possible limitations of our
results due to the length and nature of the task: par-
ticipants only interacted with the summarization
system for a short time (less than an hour) and for
a task, for which they lacked ownership; also, in-
cluding more participants would have given more
statistical power for comparing conditions. Future
work should perform experiments with more real-
istic and longer-term summarization engagements.
Regarding our datasets, we chose two to differenti-
ate between formal writing (i.e., news articles) and
informal writing (i.e., social media posts). How-
ever, we did not experiment with more societally
critical summarization tasks, such as medical or
legal documents. While post-editing was useful
when more domain context was needed, it is un-
clear how our findings would generalize to more
high-risk scenarios.

6 Conclusion

To take advantage of the complimentary strengths
of AI—which can produce summaries quickly—
and humans—which can write summaries well—
we explored how human-AI collaboration (i.e. post-
editing) impacts summary quality, human effi-
ciency, and user experience for text summarization.
Through the first large-scale study on post-editing
for text summarization, we provide valuable in-
sights on the benefits and drawbacks: compared to
summarizing manually, post-editing was helpful for
formal news articles, where participants lacked do-
main knowledge, while post-editing was less help-
ful for informal social media posts, for which the
reference TL;DR summaries sometimes included
inaccurate information. We also observed differ-
ences in participants editing strategies and needs
as well as concerns of over reliance, all of which
deserve future exploration. We hope this initial
exploration provides a starting point for future re-
search on post-editing in text summarization.
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A Appendix

Our study explored how providing summaries for
post-editing affects summary quality, efficiency,
and user experience compared to fully manual
or fully automatic approaches. The study in-
volved two phases: (1) summary collection (Ap-
pendix A.1) and (2) human evaluation of the col-
lected summaries (Appendix A.2). We also report
on additional results (Appendix A.3)

A.1 Summary Collection

We collected summaries through a summarization
task, where participants first reviewed documents
(from either Reddit or XSum) and summarized
them, either without any assistance or provided
with a human-written or model-generated summary
they could edit.

In the following, we describe details on the doc-
uments included in our study, how we piloted the
task and interface, and more information about the
study procedure.

A.1.1 Document Length Distribution
Participants summarized 120 documents from the
test sets (10 documents per participant, per con-
dition),11 with length between the 25th and 75th
percentile to balance task difficulty and time. Fig-
ure 5 gives the length distribution for both datasets.
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Figure 5: This figure shows the document length of dis-
tribution of both datasets. The average length of the
Reddit posts is 243.8 words, and the average length of
the XSum articles is 222.3 words.

A.1.2 Piloting the Summarization Task and
Interface

We performed two pilot study sessions (with re-
searchers and Upwork pilot participants) for feed-
back on the web application, procedure, and to
estimate session duration. The first was conducted
among five researchers from our lab and the second

11Reddit-TIFU, Xsum

was conducted with 12 representative users from
Upwork (see §3), which were later included in the
main study.

Criteria Explanation

Essence The summary is a good representation of the post.
Clarity The summary is reader-friendly. It expresses

ideas clearly.
Accuracy The summary contains the same information as

the longer post
Purpose The summary serves the same purpose as the

original post.
Style The summary is written in the same style as the

original post.

Table 2: We showed this set of summary criteria to the
participants in both tutorial and actual task.

A.1.3 Summarization Study Procedure
During the study, participants completed three
phases: (1) instructions, tutorial, and practice; (2)
summarization task; and (3) post-task survey. Dur-
ing the instructions, tutorial, and practice phase,
participants reviewed task instructions, the criteria
for writing a good summary (Table 2), and exam-
ples of good and bad summaries with explanations
(Fig. 6 and Fig. 7). Participants then applied what
they learned and practiced to write a good summary.
To refrain from any confusion, the interface in the
practice phase is exactly the same as the actual sum-
marization task phase. Participants have access to
the criteria as guidance at any time during the task
(Fig. 8a). Participants then performed the summa-
rization task as described in §3.4. After completing
each summary, participants rated their agreement
for the following statements (Fig. 8b): (1) I found it
difficult to understand the content of the document;
(2) I found it difficult to summarize the document
well. Finally, participants responded to an exit sur-
vey before ending the study, where they answered
questions regarding task ease, frustration, their fa-
miliarity with the domain (i.e., Reddit, British news
and culture), if the provided assistance was useful,
and what they liked and disliked about the summa-
rization task and interface.

A.2 Human Evaluation of the Collected
Summaries

We used human evaluation to assess the quality of
the summaries we collected during our study. Each
annotation task involved reading a news article or
Reddit post and evaluating six different summaries
for that document.
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Figure 6: Reddit tutorial first example with good and
bad explanations.

A.2.1 Example Summaries
We evaluated six types of summaries:

1. Manual. It was written without assistance.

2. AI-generated. The provided summary was
generated by the Pegasus model.

Figure 7: XSum tutorial first example with good and
bad explanations.

3. Human reference. The provided summary is
from the original dataset.

4. AI + post-edit. It was written by a human
who was shown a AI-generated summary.

5. Human + post-edit. It was written by a hu-
man who was shown a reference summary.

6. Random. It was generated by randomly se-
lecting two sentences from another dataset.
This summary helped to weed out annotators
who did not pay attention. For instance, if
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(a) Task interface.

(b) Questions regarding the summarization task.

Figure 8: Task interface and questions on the summa-
rization task.

the participant sees a Reddit post, the Random
summary is a summary generated from a news
article from the XSum dataset.

Table 3 demonstrate the six example summaries
for one document.

A.2.2 Summary Evaluation Procedure
The annotator went through two phases during the
human evaluation task: (1) tutorial (Fig. 9a) and
attention check (Fig. 9b); and (2) evaluating sum-
maries (Fig. 9c and Fig. 9d). A tutorial with two
examples was provided at the start of the task to
teach the participant how to evaluate a summary.
To further solidify their understanding, we also in-
cluded two examples with ratings and explanations.
Explanations were curated by the researchers and
iterated a few times upon getting feedback. We
included an attention check open-ended question to
ensure that the participant read through and under-
stood the tutorial. The task would only begin when
they give the correct answer. Before the actual task,
to ensure that annotators read the document, we
asked them to write a short title after they read it.
During the task, anchors for the original post and
definition of axis are easily accessible, allowing
annotators to refer to them whenever they wanted
to. A HIT 12 included reading a document and eval-
uating six different types of summaries of it. For
each HIT an annotator does, they are paid $1.50.
After removing annotators that failed the attention
check, the average time taken to complete a HIT is
13.5 minutes (SD=5.7). Although the hourly rate
may seem low, we learned from the annotators that
turkers tend to open up to 25 tabs of HIT while
working. As such, the time taken also included idle
time, meaning that the actual average time taken
could be less than 13.5 minutes. Additionally, an-
notators did 9.4 HITs on average.

A.2.3 Eliminating the bad apples.
To ensure high-quality evaluations, we performed
quality control to eliminate annotators with valida-
tion procedures: attention check with a “random”
summary, batched deployment, and removing out-
liers. We detail each of these procedures in the
following.
Attention check: random summary. We incorpo-
rated an attention check to weed out annotators who
did not pay attention and simply clicked through
the rating scales. For this, we inserted a random

12Amazon Mechanical Turk Concepts
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Condition Reddit XSum

Document so today i went to the zoomarine in algarve, portugal
and my family decided to go watch the interactive
pirate show (basicly pirates play around with the
crowd), so far so good... we sit down and to my
right, this long hair, tatooed, bearded, baggy clothes,
pirate looking guy sits down by himself. a bit after
my mom without moving her head asks me if i
have seen the pirate "hiding" which i quietly answer
to with "yeah". here i am thinking "nice! he is
probably gonna let me take a photo with him!". so,
i get my camera and ask him if i could take a picture
with him. well, just when i am starting to pose for
the picture, he stands up and starts cursing giberish
in spannish (in other words: not in portuguese) and
got everyone in the audience and my entire family
looking at me and him like it is part of the show...
at this point my mom looks even more confused
than me thinking what i could have done. needless
to say, later in the show the pirate my mom was
talking about was 2 rows down from us.

The former Tottenham player, 29, is the Spanish
clubś first signing since Neymar left to join Paris
St-Germain in a world record transfer. Meanwhile,
Barcaś Uruguayan forward Luis Suarez will be out
for "four to five weeks" after he was injured in the
Super Cup defeat by Real Madrid. He will also
miss World Cup qualifiers against Argentina and
Paraguay. Paulinho joined Tottenham for £17m
from Corinthians in 2013, before moving to China
in 2015. He helped Evergrande win last seasonś Chi-
nese Super League and leaves the team top of the
table in the current campaign. Paulinho said: "You
have to face challenges with courage. I will try to do
my job and I am prepared. Itś a very satisfying mo-
ment. The dream I have been looking for has come
true. I will give everything." Barcelona are also
keen on Liverpool midfielder Philippe Coutinho and
Borussia Dortmund forward Ousmane Dembele.

Manual My family and I went to an interactive pirate show
and accidentally mistook a shabbily dressed audi-
ence member for a secret pirate actor by asking to
take a picture with him.

This week in sport’s news, Spanish club has signed
its first player since Neymar left to join Paris St-
Germain, he gives motivation words ahead of sea-
son. While, Uruguayan forward Luis Suarez will
be out recovering from an injury from Super Cup
defeat.

AI post-edit asked a pirate if i could take a picture with him, he
started cursing in spannish and got everyone in the
audience and my entire family looking at me and
him like it is part of the show.

Barcelona have signed Brazil midfielder Paulinho
from Chinese club Guangzhou Evergrande for an
undisclosed fee.

Human post-edit went to pirate show, saw a pirate looking guy, tried
to take selfie with him, it was an evil hipster.

Barcelona have signed Brazil midfielder Paulinho
from Chinese club Guangzhou Evergrande for 40m
euro (£36.4m).

AI-generated today at the zoomarine in algarve, portugal i wanted
to take a picture with a pirate but he started cursing
and then things got weird

Barcelona have signed Brazil midfielder Paulinho
from Chinese club Guangzhou Evergrande for an
undisclosed fee. Suarez to be out four to five weeks
with an injury.

Human reference Was watching an interactive pirate show and
thought the guy next to me was an actor. Asked
to take a selfie and got yelled at in Spanish. He
wasn’t an actor.

Barcelona signs Paulinho, while also seeking out
Philippe Coutinho and Ousmane Dembele. Suarez
is expected to miss two World Cup qualifying
games due to injury.

Random Avon and Somerset Police have named the victim
as Matthew Symonds, 34, of no fixed address in
Swindon, and said his death was being treated as
unexplained. A post-mortem examination is due to
be carried out later.

would anyone really mind if i just kept internet
explorer (**my school computers have no other
internet browsers help**) open on the side and just
read some funny tifus??? the whole class bursts out
laughing.

Table 3: Reddit and XSum example summaries.

summary to rate, which was generated by randomly
selecting two sentences from the opposite dataset.
Further, we randomize the order of summaries, en-
suring that the random summary would not always
appear in the same position.Since the random sum-
mary is created with sentences from a document
from an entirely different dataset, it is fair to as-
sume that the content will not cover nor be accurate
as a summary. Therefore, we eliminated annotators
(and discarded their responses) who did not give a

rating of 1 to both coverage and accuracy.

Batched deployments. To ensure only high-
performing annotators participated in our evalu-
ations and maintain the integrity of our results, we
followed a batched deployment procedure opposed
to deploying all evaluations at once. We deployed a
total of 1200 evaluations (i.e., 120 HITs x 2 datasets
x 5 samples) on Amazon Mechanical Turk, split-
ting the assignments into 10 batches. At the end
of a batch deployment, annotators who failed the
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attention check (random summary) had their quali-
fication revoked and not allowed to accept future
HITs for our evaluation task. A total of 113 anno-
tators completed the 1200 evaluations.
Removing outliers. Finally, while we had 5 an-
notators evaluating a summary, not all five ratings
were taken into consideration. We removed any
outlier ratings following a standard approach: 1.5
more or less than the inter quartile range (IQR).
Table 4 show the variance for each condition per
dataset after removing outliers.

A.2.4 Thematic Coding
We performed thematic coding to analyze the open-
ended responses in our study. A researcher in the
team first manually coded the data and iteratively
developed themes from answers of each question.
For example, "lack of context knowledge" is one
of the themes developed from the answers to the
question on why participants rated the task as diffi-
cult. The researcher then discussed the themes with
the team, merged and updated the themes, then re-
coded the data again. To validate the coding results,
a second researcher also coded the data based on
the themes developed by the first researcher.

A.2.5 Summary Quality Criteria: Coherence,
Accuracy, Coverage, and Overall

Annotators were tasked to evaluate a summary ac-
cording to four axes on a scale of 1 to 7 (Stiennon
et al., 2020). The definition of each axis is listed as
below:

1. Coherence. A summary is coherent if, when
read by itself, it’s easy to understand and free
of English errors. A summary is not coherent
if it’s difficult to understand what the summary
is trying to say. Generally, it’s more important
that the summary is understandable than it
being free of grammar errors.

2. Accuracy. A summary is accurate if it
doesn’t say things that aren’t in the article,
it doesn’t mix up people, and generally is not
misleading. If the summary says anything at
all that is not mentioned in the article or con-
tradicts something in the article, it should be
given a maximum score of 5.

3. Coverage. A summary has good coverage
if it mentions the main information from the
article that’s important to understand the situ-
ation described in the article. A summary has

poor coverage if someone reading only the
summary would be missing several important
pieces of information about the situation in
the article. A summary with good coverage
should also match the purpose of the original
article (e.g. to ask for advice).

4. Overall. This can encompass all of the above
axes of quality, as well as others you feel are
important. If it’s hard to find ways to make
the summary better, give the summary a high
score. If there are lots of different ways the
summary can be made better, give the sum-
mary a low score.

Condition Rating (σ)

Reddit Manual 0.81
AI post-edit 0.95
Human post-edit 1.05
AI-generated 0.63
Human reference 0.66

XSum Manual 0.85
AI post-edit 0.84
Human post-edit 0.89
AI-generated 1.02
Human reference 0.63

Table 4: Variance between ratings for each condition
per dataset for the Overall rating.

A.2.6 Research Experiment Ethics
Participants from Upwork and annotators from
Amazon Mechanical Turk were aware of how the
data collected would be used. They were assured
that no personally identifiable information was col-
lected from them. For participants on Upwork, the
written summaries and exit survey responses were
collected from them. Similarly, for annotators on
Amazon Mechanical Turk, only responses and rat-
ings were collected. Before working on the task,
participants and annotators were made to read a de-
scription of the task and working on the task meant
that they were aware of what was collected.

A.3 Results
A.3.1 Ratings on Coherence, Accuracy, and

Coverage
In the main paper, we reported only overall ratings.
Fig. 10 shows the plots for coherence, accuracy,
and coverage ratings. Both Reddit and XSum sum-
maries produced by participants in the Manual con-
dition were rated highest accuracy and coverage
quality.
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In Reddit, AI assistance significantly impacted
coherence (p < .01, F = 15.4) and coverage (p <
.01, F = 7.9) but not accuracy (p = .48, F =
.7): Manual summaries outperformed summaries
produced by participants in both the AI post-edit
(p = .01 for coherence, p = .01 for accuracy) and
Human post-edit (p < .01 for coherence, p = .01
for accuracy) conditions.

In XSum, AI assistance significantly impacted
accuracy (p = .03, F = 3.5) and coverage (p =
.02, F = 3.8) but not coherence (p = .84, F =
.17): Manual summaries outperformed summaries
produced by participants in Human post-edit (p =
.03 for accuracy) and AI post-edit (p = .01 for
coverage).

A.3.2 Correlation between Edit Distance and
Summary Quality

We compared edit distance and overall summary
rating and found weak to no correlation (p =
0.4, ρ = −0.05 for Reddit and p = .02, ρ = −0.2
for XSum) between the two factors. For XSum,
while this suggests that the bigger the edit distance,
the poorer the overall summary rating, the correla-
tion score is very small. On the other hand, there
is no correlation between edit distance and overall
summary rating in Reddit. Fig. 11 shows the plots
for both datasets.

A.3.3 User Experience
In the main paper, we reported insights from qual-
itative analysis for task difficulty, frustration, and
assistance utility (§4.3). We also conducted the-
matic coding on why participants enjoyed working
on the summarization task.
The summarization task was enjoyable and ed-
ucational. Many participants enjoyed working on
the task, describing the experience as educational
(e.g., P14 (XSum, Manual), “it made me think
about the information I had read and how to best
condense it”). Others enjoyed reading the original
text (e.g., P53 (Reddit, AI post-edit), “these stories
are quite interesting, the summaries make me make
sure I understood what I just read"), and felt a sense
of achievement when finished (e.g., P36 (XSum,
Human post-edit), “it was satisfying to reduce a
block of text down to a succinct sentence or two”).

(a) Tutorial interface.

(b) Attention check interface.

(c) Instructions are given before the actual task.

(d) Evaluation interface.

Figure 9: Annotation interfaces.
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(a) Coherence rating.
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(b) Accuracy rating.
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(c) Coverage rating.

Figure 10: Human evaluation rating on coherence, ac-
curacy, and coverage.
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Figure 11: Edit distance vs. Overall rating
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