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Abstract

Text Simplification has been an extensively re-
searched problem in English, but has not been
investigated in Vietnamese. We focus on the
Vietnamese-specific Complex Word Identifica-
tion task, often the first step in Lexical Simpli-
fication (Shardlow, 2013). We examine three
different Vietnamese datasets constructed for
other natural language processing tasks and
show that, like in other languages, frequency is
a strong signal in determining whether a word
is complex, with a mean accuracy of 86.87%.
Across the datasets, we find that the 10% most
frequent words in many corpus can be labeled
as simple, and the rest as complex, though this
is more variable for smaller corpora. We also
examine how human annotators perform at this
task. Given the subjective nature, there is a fair
amount of variability in which words are seen
as difficult, though majority results are more
consistent.

1 Introduction

Text Simplification is a task that focuses on improv-
ing the readability and understandability of text
while preserving the original content and mean-
ing. Text Simplification applications have been
shown to benefit a variety of target audiences, in-
cluding readers with low-literacy levels (Mason,
1978), non-native speakers (Paetzold, 2016), lan-
guage learners (Gardner et al., 2007; Crossley et al.,
2007), deaf people (Marschark and Spencer, 2010),
people with reading comprehension problems such
as aphasia (Carroll et al., 1998) and dyslexia (Rello
et al., 2013), and people with Autistic Spectrum
Disorder (Evans et al., 2014). It is also a useful
preprocessing step for other NLP tasks, including
parsing (Chandrasekar et al., 1996), information
extraction (Evans, 2011; Miwa et al., 2010), and
question generation (Heilman and Smith, 2010).

Although significant progress has been made in
text simplification in multiple languages, including
English (Coster and Kauchak, 2011; Nisioi et al.,

2017; Woodsend and Lapata, 2011), Spanish (Sag-
gion et al., 2015; Bott et al., 2012), Portuguese
(Aluísio et al., 2008), Japanese (Katsuta and Ya-
mamoto, 2019; Maruyama and Yamamoto, 2017),
Korean (Chung et al., 2013), and Italian (Barlacchi
and Tonelli, 2013), the problem remains a relatively
new area of research in Vietnamese, a language
spoken by over 70 million people (Van Driem,
2001) in Vietnam, the South East Asia region,
France, Australia, and the United States. Sentence
splitting has been conducted for the Vietnamese
− English machine translation task (Hung et al.,
2012), which can be helpful as an initial step for
Text Simplification, but no further work has been
recorded.

Other tasks in Vietnamese have been explored,
from core problems such as dependency parsing,
word segmentation, and part-of-speech parsing to
more recent ones such as sentiment analysis, auto-
matic speech recognition, and question answering.1

Text Summarization is the most closely related task
to Text Simplification that has been attempted in
Vietnamese.

Progress on the specific task of Complex Word
Identification in Vietnamese has not been reported
so far. Although the terms complex words and
simple words have appeared in literature on the
Word Segmentation task, such as in Nguyen et al.
(2006b), Nguyen et al. (2006a), and Anh et al.
(2015), they refer to the length of each word
(whether they are monosyllabic or polysyllabic
words such as compound and reduplicative words)
rather than the understandability and readability of
each word in the context of Text Simplification.

We implement two approaches to solve the
Complex Word Identification task in Vietnamese:
frequency-based and classification-based with Sup-
port Vector Machines. We conclude with an ex-
periment involving human annotators to predict the

1https://github.com/undertheseanlp/
NLP-Vietnamese-progress
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suitability of our datasets for this task.

2 Characteristics of Vietnamese

The characteristics presented in this section are
extracted from Hạo (2000) and Hữu et al. (1998).

2.1 Language Family
Vietnamese is classified to be in the VietMuong
group of the Mon-Khmer branch in the Austro-
Asiatic language family.

Due to past colonization periods, Vietnamese
is also heavily influenced by Chinese, as exempli-
fied by the significant number of Sino-Vietnamese
words (words with Chinese origin or consists of
morphemes of Chinese origin) in the vocabulary,
French, as seen in the use of calque (or loan trans-
lation), and English.

2.2 Language Type
Vietnamese is an isolating and tonal language with
the following characteristics:

• It uses a Latin alphabet in conjunction with
diacritics and several other letters.

• There are six tones marked by accents:
level ("ngang"), falling ("huyền"), broken
("ngã"), curve ("hỏi"), rising ("sắc"), and drop
("nặng"). The pronunciation of these tones
differ across the Northern, Southern and Cen-
tral regions of Vietnam (Alves, 1995).

• It is a monosyllabic language.

• It is neither inflected nor conjugated, i.e. all
words in Vietnamese are immutable.

• All grammatical relations are established by
word order and function words.

2.3 A Word Unit
Vietnamese has a unit denoted "tiếng" that can
represent either (Nguyễn et al., 2006):

1. a syllable with regards to phonology

2. a morpheme with regards to morpho-syntax

3. a word with regards to sentence constituent
creation

Based on current literature, this unit is commonly
referred to as a syllable. Thus, the Vietnamese vo-
cabulary includes monosyllabic words ("từ đơn",
words with a single syllable) or compound words

("từ phức", words with more than one syllable).
About 85% of Vietnamese words are compound
words and more than 80% of syllables are stand-
alone words (Phuong et al., 2008; Dinh et al.,
2008). This means that unlike in English and other
Occidental languages that also utilize Latin alpha-
bets, white spaces are not reliable indicators of
word boundaries in Vietnamese. For example, "học
sinh" (student) is a compound word that includes
two syllables separated by a white space.

3 Data

We conduct two experiments across three Viet-
namese corpora of various sizes extracted from
different domains. We obtain a simple word list, a
stopword list, and use the two lists to extract three
complex word lists from the three corpora for eval-
uation purposes. The simple and complex wordlists
for the three corpora are available online.2

3.1 Word Lists
The following two word lists are used:

• Simple Word List: A list of 3,000 words ob-
tained by Luong et al. (2018) to construct a
Vietnamese text readability formula. The list
was used to replace the list of 3,000 words that
fourth grade students can understand used in
the Dale-Chall formula for English readabil-
ity (Dawkins et al., 1956) in the development
of an equivalent readability formula in Viet-
namese.

• Stopword List: A list of 1942 stop words.3

3.2 Corpora
The following three corpora are used to conduct
experiments. They are named according to the
purpose of their construction.

• READABILITY (Luong et al., 2020)

This corpus, constructed for research in Viet-
namese text readability, contains 1,825 doc-
uments of approximately 3 million words in
the literature domain. The documents were
sourced from college-level textbooks, stories
and literature websites, and were preprocessed
for the minimization of spelling errors and
standardization of punctuation, encoding, and

2https://github.com/phuongnguyen00/
cwi-in-vietnamese

3https://github.com/stopwords/
vietnamese-stopwords

60

https://github.com/anvinhluong/Vietnamese-text-readability
https://github.com/phuongnguyen00/cwi-in-vietnamese
https://github.com/phuongnguyen00/cwi-in-vietnamese
https://github.com/stopwords/vietnamese-stopwords
https://github.com/stopwords/vietnamese-stopwords


tone. The corpus was then divided by experts
into four categories: Very Easy (intended for
children or people with middle-school educa-
tion), Easy (intended for middle-school chil-
dren or people with middle-school education),
Medium (intended for high-school students
or people with high-school education), and
Difficult (specialized text intended for people
with college education). Based on the Viet-
namese Dictionary by Hoang (2017), more
difficult groups of texts are more likely to in-
clude Sino-Vietnamese words and other words
borrowed from English and French.

For this work we only use the Difficult sub-
corpus.

• CLUSTER (Tran et al., 2020)

This dataset was constructed for the task of ab-
stractive multi-document summarization. The
dataset includes 600 summaries of 300 clus-
ters with 1,945 news articles on five topics:
world news, domestic news, business, enter-
tainment and sports extracted from various
news outlets aggregated by Google News in
Vietnamese. Every cluster contains 4 - 10
articles, and the average number of articles
per cluster is 6. Each document contains the
following information: the title, the text con-
tent, the news source, the date of publication,
the author(s), the tag(s), and the headline sum-
mary. These pieces of information are labelled
using English.

For this work we only use the original docu-
ments.

• CLASSIFICATION (Hoang et al., 2007)

This corpus was constructed to solve the Text
Classification task (labeling documents with a
predefined topic). The corpus was comprised
of articles from four major online newspa-
pers, including VnExpress, TuoiTre Online,
Thanh Nien Online, and Nguoi Lao Dong on-
line. The data preprocessing phase included
the removal of HTML tags, normalization of
spelling, and other heuristics. There are 27
predefined topics ranging from music, family,
and eating and drinking, to international busi-
ness, new computer products and fine arts.

The authors constructed 2 corpora of 2 lev-
els of topic specificity (the higher level one

included more fine-grained topic categoriza-
tion). Corpus level 2 is used in this project.

3.3 Data Preprocessing
Since whitespace cannot be used to identify words
in Vietnamese, we use the VNCoreNLP toolkit (Vu
et al., 2018) for the word segmentation process.
The word segmentation tool in the toolkit re-
lies on the use of the Single Classification Rip-
ple Down Rules (SCRDR) tree and was reported
to achieve the best F1 score out of notable seg-
menters including vnTokenizer, JVnSegmenter, and
DongDu (Nguyen et al., 2017).

We extract three complex word lists from the
three corpora by removing all of the simple words,
stopwords, proper nouns (words whose syllables
are all capitalized), invalid words (such as words
that contain numbers, letters, hyperlinks, and En-
glish words that are used repeatedly). The syllables
in each word are concatenated with "_" as white
spaces are not reliable indicators of word bound-
aries in Vietnamese. The remaining words are then
identified as complex.

Table 1 shows various statistics for the three
corpora. The Readability corpus has the small-
est number of documents, but the documents tend
to be longer. The Cluster corpus is the smallest
of the three corpus with just over half a millions
words. The Classification corpus is the largest,
both in the number of documents and the number
of words. These sizes are paralleled in the num-
ber of unique words from each corpora, though the
Cluster corpus is high given its size indicating a
slightly more difficult corpus. All of the corpora
are comprised of about 60% simple words, though,
again the Cluster corpus is slightly smaller than
this.

For the experiments, we rely on the simple word
list, and the 3 complex word lists as extracted
above. We concatenate the simple word list with
each of the 3 complex word lists to create 3 three
separate datasets. These word lists will be referred
to by their corpus’ name in the following sections.

4 Methods

For each dataset, we have the simple word list and
the list of unique complex words. This creates
three complex word identification tasks to identify
whether a word is simple or complex. We exam-
ine two approaches for the this task: frequency
threshold and feature-based using Support Vector
Machines.
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REA CLU CLA
docs 321 1945 25,286

words 1.58M 563K 4.96M
simple words 1.01M 315K 2.95M

(64%) (56%) (59%)
stopwords 666K 174K 1.77M

(42%) (31%) (36%)
unique

complex words 10,273∗ 7,548 27,764

Table 1: Preliminary quantitative information of the
three corpora. [REA = READABILITY, CLU = CLUS-
TER, CLA = CLASSIFICATION]
∗ involves manual processing to remove foreign words and

invalid words

4.1 Frequency Threshold

For the Complex Word Identification task in En-
glish, frequency is an overpowering signal in deter-
mining whether a word is complex (Paetzold and
Specia, 2016). The frequency approach only uses
the frequency of a word in a particular corpus to
label it as complex or simple.

For each of the three datasets that include both
simple and complex words, we split it into training
(75%) and testing (25%) data. Within the training
dataset, we sort all of the words by frequency, and
consider each frequency f out of all frequencies
recorded as a cutoff point. For each frequency f ,
a word will be labelled complex if its frequency is
smaller than or equal to f , and it will be labelled
simple otherwise. We consider all possible fre-
quencies f as the cutoff point and and identify the
frequency that has the highest classification accu-
racy as our threshold for applying to the testing
data.

4.2 Support Vector Machines Classifier

The frequency approach only utilizes a single fea-
ture. Many features have been suggested for use
in the complex word identification task (Paetzold
and Specia, 2016). For our classifier we used four
features: corpus-specific frequency, number of syl-
lables, number of characters, and number of char-
acters and diacritics. All of the features besides
word length try and capture different notions of
word length. Some of these have worked well in
other languages and some of these are specifically
available in Vietnamese (i.e., diacritics).

The number of syllables is calculated based on
the number of underscores found in a word. Be-

cause white spaces are not reliable indicators of
word boundaries in Vietnamese, we concatenate
the syllables of one word together with underscores
in the data preprocessing step.

The number of characters and diacritics are cal-
culated as the length of the word after being nor-
malized into NFD (Normal Form D, also known
as canonical decomposition)4 with the unicode-
data Python module.5

We used the scikit-learn package (Pe-
dregosa et al., 2011) with the default regularization
parameter C = 1 and the radial basis function
kernel.

5 Experiments

We evaluate the performance of the two approaches
on the three corpora based on overall accuracy and
precision, recall, and F1 (for identifying simple
words).

5.1 Frequency Threshold
Frequency has been shown to be a strong signal in
the CWI process. Figure 1 shows the frequency
distribution of the three datasets. As expected,
all three follow the standard Zipf’s like distribu-
tion with a small number of words occurring very
frequently and most of the words only occuring a
small number of times.

Table 2 shows the accuracy, precision, recall and
F1 scores. Overall, the approach does quite well
with accuracies above 80% on all three corpora.
The recall is high, highlighting that the approach is
particularly good at identifying simple words. The
results are significantly higher across all metrics on
the Classification corpus. This is the corpus with
the most data, and all documents represent news
articles, which may have helped with consistency
both because of source as well as writing practices.

Table 3 shows the cutoff frequencies and cutoff
percentiles (if the words have frequencies below the
percentile, then they are complex words). While
cutoff itself varies significantly (mostly due to the
size of the corpus), the percentage this frequency
represents is much more consistent. For the two
larger corpora, Readability and Classification, there
is only a one percentage point difference: the top
10% most frequent words are the simple words.
The Cluster dataset has a lower frequency cutoff.

4This method does not account for the diacritic found in
the letter "đ", but accounts for all other diacritics.

5https://docs.python.org/3/library/
unicodedata.html
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(a) READABILITY

(b) CLUSTER

(c) CLASSIFICATION

Figure 1: The frequency distribution of the three full
(unsplit) datasets.

We hypothesize this may have to do with its small
size, though the source of the corpus might also
play a role. More investigation is needed.

Figure 2 shows the accuracy distributions across
possible cutoff frequencies for the three datasets.
The pattern is consistent across the three datasets.
The classification accuracy reaches a peak very
quickly and then tends to taper off. The accuracy
slightly drops and hits a plateau, except in the case
of the Classification dataset in which the accuracy
remains very high beyond the peak accuracy point.

5.2 Support Vector Machines Classifier

Table 4 shows the accuracy, precision, recall and F1
number for the feature-based SVM approach. The
SVM approach tends to have slightly higher recall
than the threshold approach, but the other met-

accuracy precision recall F1
REA 0.817 0.924 0.972 0.947
CLU 0.836 0.810 0.937 0.869
CLA 0.953 0.935 0.986 0.960

Table 2: The accuracy, precision, recall, and F1 scores
of the Frequency Threshold approach across the three
testing datasets. [REA = READABILITY, CLU =
CLUSTER, CLA = CLASSIFICATION]

cutoff frequency cutoff percentile
REA 154 91.5%
CLU 21 79.6%
CLA 168 92.6%

Table 3: The cutoff frequency and the cutoff percentile
of the three testing datasets. [REA = READABILITY,
CLU = CLUSTER, CLA = CLASSIFICATION]

(a) READABILITY

(b) CLUSTER

(c) CLASSIFICATION

Figure 2: The accuracy distributions across possible
cutoff frequencies of the three testing datasets.
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accuracy precision recall F1
REA 0.821 0.820 0.983 0.894
CLU 0.825 0.821 0.967 0.888
CLA 0.954 0.958 0.992 0.975

Table 4: The accuracy, precision, recall, and F1 scores
of the SVM classifier of the three testing datasets. [REA
= READABILITY, CLU = CLUSTER, CLA = CLAS-
SIFICATION]

accuracy precision recall F1
All 0.437 0.727 0.459 0.563
M 0.824 1.0 0.739 0.850

Table 5: The accuracy, precision, recall, and F1 scores
of the human annotation process. [M = Majority]

rics are not significantly different. The additional
features may provide some small information, but
the SVM is still heavily relying on the frequency
feature to make its prediction.

6 Human Annotation

To quantify the quality of the datasets for the au-
tomated CWI task in Vietnamese, three partici-
pants were asked to manually classify 199 words
as simple or complex, with 100 words randomly
picked from the simple words list and 99 words
from the Readability complex word list. The words
were presented by themselves without any addi-
tional context. All participants were native Viet-
namese speakers pursuing a college degree in the
United States. The instructions were provided in
Vietnamese, in which an example of one simple
word and one complex word is demonstrated. The
participants were reassured that there are no right
or wrong answers, encouraged to use their intuition
when making the decision, and to label a word as
complex when in doubt. Results are reported under
two circumstances: a word gets assigned a label
during this collective classification process if (a)
the label is chosen by all 3 of the participants and
(b) the label is chosen by a majority (i.e., 2 out of
3) participants.

Table 5 shows the results for the humans an-
notators. There is a drastic increase across all of
the metrics when we remove the restriction that
all annotators need to agree on a label. Accuracy
increases two-fold from around 43% to 82%, and
precision rises to 100%, meaning no simple words
are mislabelled. Recall nearly reaches 75%, which
reflects a decent level of agreement between the

annotators’ idea of complexity and what is repre-
sented in the Readability dataset. However, both
between annotators as well as between the task con-
struction, there is still some contention about which
words are simple and complex. This highlights the
difficulty and the subjectivity of this task.

7 Discussion

Frequency is an overpowering signal in determin-
ing whether a word is complex or simple as shown
by the accuracy, precision, recall and F1 scores of
the Frequency Threshold experiment, which are
all are greater than 0.8 (see Table 2). Recall scores
are all greater than 0.9 across the three datasets,
indicating that this approach can reliably identify
complex words. This finding is consistent with the
results obtained from the Complex Word Classifi-
cation task in English (Paetzold and Specia, 2016).

We analyze three corpora to try understand how
consistent frequency is. For the larger corpora, it is
surprisingly consistent with words in the top 10%
most frequent words as simple. For smaller corpora
this is more varied.

There are some shortcomings in the datasets that
may affect the performance. There exist words in
the simple word list that are acronyms that may be
obvious to a certain target audience but not for the
majority of Vietnamese readers (such as "UBND",
which stands for "Uỷ ban nhân dân" (people’s com-
mittee)), and can mean different things in different
contexts (such as TP, which can mean "thành phố"
(city) or "thành phần" (ingredient)). The Clus-
ter and Classification datasets also involve foreign
words, especially English words, that can add noise
to the data.

Support Vector Machines are also explored to
incorporate additional information into the predic-
tion task. Three more features are added in addition
to frequency for the SVM model: number of syl-
lables, number of characters, and number of char-
acters and diacritics. We hypothesize that longer
words and words with more diacritics will be harder
to recognize and understand. For example, "cỏ
cây" (trees and plants) can be perceived as a sim-
pler word to understand than "đường sá" (streets).
However, results show that using SVM with more
features do not improve the performance of the
classification task compared to using a frequency
threshold. In fact, we observe a decline in preci-
sion (from 92.40% to 81.95%) and F1 score (from
94.73% to 89.39%) on the Readability dataset. This

64



can be explained by the fact that surface-level word
features do not necessarily make the word more
complex in terms of readability and understand-
ability. Coming back to our example, although the
former word "cỏ cây" is shorter and has fewer dia-
critics, it can also be simpler because both words
have clear meanings ("cỏ" - grass and "cây" - plant),
while the second syllable of the latter word "đường
sá" is a Sino-Vietnamese word that may not be
clearly decipherable. Because of this reason, "trung
kiên" (loyal), which is a Sino-Vietnamese word, can
be viewed as more complex than "phương hướng"
(direction), which is a more common word. Again,
this particular example shows that frequency gives
a very strong signal.

The Human Annotation experiment shows a
great difference between labeling based on the
agreement between all three annotators or between
the majority of annotators (2 out of 3 annotators).
The accuracy and recall scores nearly double, and
the precision score is 1.0 for the majority vote.
This means that the majority of annotators’ label-
ing of complex words is consistent with the data
we obtain, which can indicate the suitability of the
Readability dataset for the CWI training purposes.

8 Conclusions and Future Work

Several next steps can be taken beyond this project:

More Salient Features: Features that describe
a word’s characteristics beyond its pronunciation
can be helpful to obtain a better classification per-
formance. Some examples include sense count
(number of entries in a dictionary for example),
synonym count, and word type (whether the word
is loan word).

Context: The approach we explore predicts
words as simple/complex regardless of their con-
text. In some cases, the context information can
help provide additional information and additional
features to help the identification (Paetzold and
Specia, 2016).

More Diverse Human Annotators: Developing
a clear definition of "word simplicity" and "word
complexity" that reflects the needs of specific audi-
ences by creating a bigger and more diverse pool of
annotators with regards to gender, education back-
ground, and income level can also be helpful in
constructing models that personalize text simplifi-
cation for readers from different groups.

Text Simplification is the process of reducing
the syntactical and lexical complexity of original
text to make it more readable and understandable.
Although this task has been shown to benefit var-
ious groups of audience and has been researched
and experimented with extensively in English and
several other languages, there has not been con-
siderable progress made in Vietnamese-specific
Text Simplification. In this study, we focus on the
Complex Word Identification step in the Lexical
Simplification pipeline, one approach to solve the
Text Simplification problem. We view the ques-
tion as a binary classification task, and conduct
three experiments Frequency Threshold, Support
Vector Machines, and Human Annotation to iden-
tify important features in the classification process
and investigate the quality of our datasets for this
particular purpose.

We observe that frequency is a very strong sig-
nal in the Complex Word Identification process in
Vietnamese, shown by the Frequency Threshold
experiment where we achieve a mean accuracy of
86.87% across our three datasets. The consistency
of results across the three datasets give us a general
rule to identify complex words in any corpus: the
10-20% of most frequent words are likely to be
simple words. The use of Support Vector Machines
with surface-level word features such as number of
syllables and number of characters only marginally
improves the recall scores but makes no signif-
icant difference in terms of accuracy, precision,
and F1 scores. The Human Annotation experiment
demonstrates how with a small number of annota-
tors and a small sample, we can quantify how one
dataset aligns with the definition of word complex-
ity of college-educated native Vietnamese speakers.
Considering the absence of significant progress on
the Vietnamese-specific Text Simplification task
and specifically the Complex Word Identification
question, these three experiments constitute a first
step in the exploration of the Lexical Simplification
pipeline for Vietnamese.
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