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Abstract

In this paper, we launch a new Universal Dependencies treebank for an endangered language from Amazonia: Kakataibo,
a Panoan language spoken in Peru. We first discuss the collaborative methodology implemented, which proved effective to
create a treebank in the context of a Computational Linguistic course for undergraduates. Then, we describe the general details
of the treebank and the language-specific considerations implemented for the proposed annotation. We finally conduct some
experiments on part-of-speech tagging and syntactic dependency parsing. We focus on monolingual and transfer learning
settings, where we study the impact of a Shipibo-Konibo treebank, another Panoan language resource.
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1. Introduction

Kakataibo is a language that belongs to the Panoan
family spoken by around 3,000 native speakers in the
Amazonian region of Peru. This paper describes the
methodology implemented in the context of a regu-
lar undergraduate Computational Linguistics course to
create a UD treebank for this language, as a strategy
to develop significant learning settings and at the same
time contribute to the computarization of this endan-
gered language of Peruvian Amazon. The Kakataibo
UD treebank would enhance the future development of
an NLP toolkit for this language, since it is the main
requirement to train a dependency parser. By taking
advantage of the preexistence of a UD treebank for
another Panoan language, Shipibo-Konibo (Vasquez et
al., 2018)), in this paper, we conduct some experiments
in both monolingual and transfer learning settings.
The paper is organized as follows. First, §2 presents
some background information on the Kakataibo lan-
guage. Then, §3 describes the methodology imple-
mented in the classroom. §4 introduces the Kakataibo
UD treebank. §5 presents the experimentation con-
ducted on part-of-speech tagging and syntactic depen-
dency parsing in both monolingual and transfer learn-
ing settings (using the Shipibo-Konibo as a baseline).
Finally, §6 summarises the conclusions of this paper.

2. The Kakataibo Language

Kakataibo (cbr) is a Panoan language spoken by
approximately 3,000 people in the Peruvian depart-
ments of Hudnuco and Ucayali. The Kakataibo peo-
ple live in various communities along the Aguaytia,
San Alejandro, Shamboyacu, Sungaroyacu and Pisqui

Rivers, where the language remains vital despite dif-
ferent degrees of contact between Kakataibo people
and non-indigenous populations. [Zariquiey (2011)) dis-
tinguishes four living Kakataibo varieties: the Lower
Aguaytia/Shamboyacu, Upper Aguaytia, Sungaroyacu
and San Alejandro dialects. Nokaman, a variety named
and minimally documented by [Tessmann (1930), was
a fifth variety, now extinct (Zariquiey, 2013). Among
the living varieties, the most divergent is the San Ale-
jandro one, with the Upper Aguaytia and Sungaroyacu
varieties being highly similar to each other, and (to a
lesser degree) to the Lower Aguaytia variety, which is
the one represented in the treebank featured in this pa-
per. The sentences belong to the first author “s database
and were gathered in the field between 2007 and 2011.
The Lower Aguaytia dialect, studied in this paper, ex-
hibits the phonological inventory given in Tables|l|and

2

labial alveolar palatal retroflex velar glottal

stop p t kk%v ?
affricate ts )

fricative s i s

nasal m n n

flap r

glide B

Table 1: Kakataibo consonant inventory

In terms of its typological profile, Kakataibo is an ag-
glutinative language with synthetic verbal morphology
(i.e., we find single verbal words composed of several
morphemes). The language is both head and depen-
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front central back
high i i u
mid e [
low a

Table 2: Kakataibo vowel inventory

dent marking, with a complex system of grammatical
relations that combines ergative and tripartite (i.e., in-
transitive subject vs. transitive subject vs. transitive
object) alignments in case marking with an accusative
alignment in subject cross-referencing on both verbs
and a closed set of second position clitics. Clausal con-
stituent order is pragmatically determined, but there is
a tendency towards verb-final clauses. Word order in
the noun phrase is not fixed and most nominal modi-
fiers can appear either before or after the nominal head.
The language also exhibits a rich switch-reference sys-
tem and pervasive use of nominalizations in discourse.
Kakataibo verbs are inherently transitive or intransi-
tive (with almost no labile verbs). The transitivity of
the verb, which can only be altered by the use of va-
lence changing markers, is encoded in various parts of
the clause. Kakataibo exhibits a complex tense system
with several past tense markers. There is a large set of
verb morphemes and enclitics of different sorts encod-
ing evidentiality, modality, mood, and a highly unusual
typological category called speech genre in (Zariquiey,
2018)). For a full reference grammar with an abundant
discussion of each of these features, the readers are re-
ferred to [Zariquiey (2018).

3. Methodology in the Classroom

Most NLP courses and textbooks focus only on algo-
rithms and mathematical techniques, with much less at-
tention to data collection and processing, among other
more practical problems associated with the implemen-
tation of NLP projects (Vajjala, 2021). This is a fun-
damental issue when the audience of the course does
not come from Computer Sciences and/or Engineering,
as is often the case in the growing body of language
technology techniques applied in humanities research
around the world (Hinrichs et al., 2019; |Hiippala,
2021). In this scenario, determining how much math-
ematics/programming/linguistics should be included in
an NLP-focused course is neither a trivial nor an easy
question (Vajjala, 2021). Taking into consideration
the prototypical linguistics students’ background, the
most suitable approach would keep mathematics to the
bare minimum, focusing on the basic programming el-
ements (lists, dictionaries, if-else) that may provide the
students with the necessary skills to deal with linguis-
tic corpora, as well as accomplish basic NLP-related
tasks (Vajjala, 2021). To produce a significant learn-
ing experience, such programming elements must be
introduced in the solutions of concrete analytic prob-
lems, such as creating and processing real linguistic
data. This perspective was taken in the implementa-

tion of a Computational Linguistics course for under-
graduates, taught by two of the co-authors of this paper
at the Humanities Department of the Pontificia Univer-
sidad Catélica del Perd during the second semester of
2021 (duration: sixteen weeks, four teaching hours per
week). The Kakataibo treebank launched in this contri-
bution was one of the research outcomes of this course.

3.1. Background: Course goals and students

The course was designed for advanced undergradu-
ate students with extensive knowledge in Linguistics
(e.g., phonetics, phonology, morphology and syntax),
as well as with training on the grammar of a sample
Peruvian languages. It had no prerequisites as it is
an optional course. Six linguistics undergraduate stu-
dents, co-authors of this paper, were enrolled in the
course. The class size was small due to the novelty
of the course and the reduced Linguistics alumni at
the university. The students had a minimal technology
background, including some experience in web devel-
opment, though most of the class had neither a deep
knowledge of NLP resources nor a background in pro-
gramming. Since all were undergraduate students, the
materials provided were specially designed to cover
topics that address the possible uses of specific NLP re-
sources for conducting linguistic work on Amazonian
languages. In line with|Bender (2007), the pedagogical
goals of the course were:

* to give students an introduction to Python pro-
gramming;

* to provide hand-on experience in the analysis of
linguistic data; and

* to explore the consequences of NLP systems and
Computational Linguistic analysis, especially in
minority languages.

3.2. Course content

This one-semester course was divided into three parts.
In the first unit (five weeks, twenty teaching hours), the
students participated on hand-on classes to increasing
complex Python programming tasks. With this knowl-
edge, in the second unit (six weeks, twenty-four teach-
ing hours), the students analysed linguistic data of sev-
eral sources: text documents (with the main goal to
learn the basics of token/type frequency counts), Uni-
Morph annotations (Sylak-Glassman et al., 2015) (with
the main purpose to learn about Python dictionaries)
and structured data from typological databases (like
SAILS (Muysken et al., 2016)) (in order to practice
with csv files and dictionaries). The third unit of the
course (five weeks, twenty teaching hours) was focused
on building a new Universal Dependencies (de Marn-
effe et al., 2021)) treebank of a Peruvian minority lan-
guage: Kakataibo.

3841



3.3. Collaborative Methodology for the
Development of the Language Resource

To accomplish the annotation task proposed in the
third unit of the course, we developed a collaborative
methodology and an annotation ecosystem that proved
satisfactory to complete our project in a short time
and with high-quality outcomes. The principle behind
our methodology was to promote a bridge between the
growing body of descriptive work on Peruvian lan-
guages and NLP initiatives. Although there is still a
lot to be done in this respect, during the last 20 years a
significant number of detailed typology-oriented refer-
ence grammars of Peruvian (and South American) lan-
guages have been published (Zariquiey et al., 2019).
Such grammars often feature hundreds of fully anno-
tated and parsed example sentences, accompanied by
an analytical discussion that provides a sound basis for
their interpretation. Therefore, developing treebanks
based on these examples does not require advanced
knowledge of the grammar of the language, but just
a proper understanding of the examples to transform
typology-oriented annotations into UD annotations.
We chose Kakataibo, a Panoan language spoken in
Peru, since there was an available full reference gram-
mar of the language (Zariquiey, 2018)), written by the
first author of this paper, who was also engaged in
the regular teaching of the course. The grammar con-
tains 1012 linguistic examples, three fully annotated
complete narratives and a small dictionary. We expect
to incorporate a larger set of fully glossed sentences
into an extended version of the Kakataibo UD treebank
lauched here.

During the third unit of the course, each class consisted
of discussions about UD annotations of some illustra-
tive sentences. This served as guidance for the students
regarding the parameters of the annotation, to ensure
consistency across the annotated sentences. In addi-
tion, each student had a small group of test sentences
that were reviewed by the expert on Kakataibo (the first
author of this paper) to verify the quality of the work.
The annotation quality was understood from two points
of view: 1° the UD general guidelines; and 2° the par-
ticularities of the Kakataibo grammar. Then, each stu-
dent randomly chooses a set of sentences to annotate
and when the complete list of sentences was defined,
they were manually annotated by the first author and
the students. After that, each student annotated around
15 sentences and problematic cases would be discussed
and resolved through Zoom meetings. Figure[l|features
a caption of a manually annotated sentence, the yellow
line was added by a student, and indicates that she iden-
tified a missing dependency. Once all the corpus was
gathered in GitHub, a couple of students, with a super-
visor professor, would oversee and correct any possible
typing errors and make sure everything was in order.
Draft annotations were implemented in the annota-
tion tool UD Annotatrix (lyers et al., 2018), and each
CoNLL-U file was also carefully revised to fix bugs and

. NSUB: gy
' b \ Au¥
C
TSt NEB
(999) a. Vﬂg\ﬁ\ @

mi=n ‘aru-ké piti k\z; i néish=kin

2sG=A cook-NoMLz food NAR:3 delicious=EXCL1

‘The food you cooked is delicious (as expected).’
b. Min ‘aruké piti ka néishkdn.

mi=n ‘aru-ké piti  ka néish=kdan

2sG=A cook-NoMLz food NAR:3 delicious=EXCL2

‘The food you cooked is surprisingly delicious.’

Figure 1: Annotation of a Kakataibo sentence in
Zariquiey’s grammar

other technical issues. We ended up with 130 fully an-
notated sentences from|Zariquiey (2018]), which consti-
tute the first Kakataibo UD Treebank. Using the conllu
Python library (Stenstrom, 2016), CoNLL-U format-
ted strings were transformed into Python dictionaries
to conduct further in-class programming experiments.
This process continued for four more weeks after the
end of the academic semester, so the total time frame
used in the creation of the treebank was nine weeks.

3.4. Discussion

An important lesson of this process was the enor-
mous value that grammar’s examples have for produc-
ing NLP resources. During the treebank creation, it
became clear that implementing UD annotation based
on typological categories like the ones used in refer-
ence grammars is a fairly straightforward process, due
to the salient coincidences between linguistic typology
and Universal Dependencies (Croft et al., 2017). We
strongly believe that the implemented methodology can
be efficiently replicated in the future collaborative cre-
ation of treebanks based on grammars’ examples in the
frame of NLP, programming or computational linguis-
tics courses, or workshops for Linguistics students.

Concerning this methodology’s scalability, we propose
to include inter-annotator agreement in the following
way: bigger classrooms could be divided into groups,
each of which would be assigned a set of sentences to
be annotated. This dynamic would allow a finer anno-
tation for each sentence. The selected sentences would
have to be first analysed by each group member and
later on discussed within the group. The final product
would show a consensual annotation for that sentence,
providing us with a more rigorous filter. In addition to
this, we strongly believe that it would be important to
maintain the establishment of parameters as a manda-
tory part of the course. It would help to ensure con-
sistency across the corpus and to reduce the inquiries
made to the language expert. Although we benefited
from the first author’s direct field experience on the lan-
guage under study, this is not a requisite to successfully
implementing this methodology. High-quality refer-
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ence grammars are often self-explanatory if one has
training in linguistic typology.

We believe that increasing the involvement of large
groups of undergraduate students would not be an is-
sue as they are generally keen to contribute and get
engaged in research projects, particularly those which
may contribute to the development and revitalization of
endangered languages. The idea of submitting our joint
work to an international academic conference was also
highly appealing to the students and reinforced their
commitment to the project.

4. The Kakataibo Treebank

4.1. Part-of-Speech

Universal Dependencies features a tagset of 17 Part of
speech (POS) tags, mainly based on the Google uni-
versal part-of-speech tags (Petrov et al., 2012), and
15 of them were used to elaborate the Kakataibo tree-
bank. The POS tags and frequencies in the treebank
are shown in Table [f} The POS tags X and SYM
were not included in this version of the treebank but
were relevant for Shipibo-Konibo, another Panoan lan-
guage (Vasquez et al.,, 2018} |Pereira-Noriega et al.,
2017). In the Shipibo-Konibo treebank, X was used
for onomatopoeias, which is also a part of speech in
Kakataibo, not yet attested in the annotated treebank.
A future version of this treebank may incorporate those
tags in its POS tags repertoire.

Following the Shipibo-Konibo treebank (Vasquez et al.,
2018), Kakataibo enclitics are treated here as an inde-
pendent closed POS, labelled as PART, which is one of
the POS tags included in the UD POS tagset. Accord-
ing to [Zariquiey (2018), there are three types of encl-
itics in Kakataibo: noun phrase (NP) enclitics, second
position enclitics, and adverbial enclitics. Noun phrase
enclitics appear at the right edge of NPs. Since some
NP modifiers are post-nuclear, NP-enclitics do not nec-
essarily attach to nouns, but also adjectives, nominal-
izations, determinants, and numerals, among other NP
modifiers. Second position enclitics are positionally
fixed: they always appear after the first constituent of
the sentence independently of its syntactic nature. Ad-
verbial enclitics are non-positional and they may ap-
pear attached to any constituent of the clause indepen-
dently of its position. All enclitics in Kakataibo are
phrase-level modifiers.

As can be seen in Table [f] PART is largely the most
frequent POS in the Kakataibo treebank (freq = 0.40),
this is mainly because second-position enclitics in
Kakataibo are even more obligatory than verbs (there
are verbless copula clauses in Kakataibo, but each in-
dependent sentence in the language must carry second
position enclitics encoding speech genre and subject in-
dexation).

4.2. Universal Dependency relations

UD defines a set of 37 dependency relations, mainly
based on the Universal Stanford Dependencies (de

Marnefte et al., 2014), and 27 of these have been used
for the annotation of the Kakataibo treebank, as speci-
fied in Table [§] Although UD aims to provide a uni-
versal set of syntactic dependencies as a strategy to
facilitate consistent annotation across languages and
cross-linguistic comparisons (Nivre et al., 2020), it also
provides alternatives to code language-specific cate-
gories, using “subtype” relation labels. In the case
of Kakataibo, it is required to acknowledge the dis-
tinction between auxiliary verbs and auxiliary parti-
cles. We coded this distinction employing various sub-
types of the dependency aux, as discussed in[4.2.1] On
the other hand, in addition to verbal morphology, sub-
jectencoding is accomplished through two independent
constituents in the Kakataibo sentence: as part of the
second-position enclitic complex and utilizing an inde-
pendent noun phrase (only the former is obligatory).
Based on this, we propose two subtypes for the nsubj
dependency: bound and free.

4.2.1. Subtypes of aux

Second position enclitics clearly satisfy the definition
of auxiliary provided in the UD protocol, but due to
their different POS and their syntactic particularities,
they need to be distinguished from verb auxiliaries in
periphrastic verbal constructions. We implement this
distinction by means of using aux without further sub-
type specification for auxiliary verbs and aux:subtype
for the various types of categories encoded by means
of second-position enclitics. Thus, we have the follow-
ing aux subtypes: aux:sgen (related to the obligatory
category of speech genre coded in each Kakataibo sen-
tence, which encodes a pragmatic distinction between
narrative and conversational genres); aux:ev (used for
the reportative evidential); aux:int (used for the inter-
rogative enclitic); and aux:dub (used for the dubitative
enclitic). There are more second-position enclitics in
Kakataibo, but they have not appear in our treebank
yet. A detailed discussion on the syntax and semantic
of these enclitics is offered somewhere else (Zariquiey,
2018). The Shipibo-Konibo treebank follows a sim-
ilar approach, by including an aux subtype (aux:val)
(Vasquez et al., 2018)), which is more or less equiva-
lent to aux:ev in Kakataibo (here we used aux:ev, since
“evidential” is more widely used than “validator” in the
contemporary typological literature).

One interesting point about the distinction between the
different types of aux dependencies has to do with the
direction, auxiliary verbs appear to the right of the root,
whereas second-position enclitics appear to the left of
the root. A Kakataibo sentence featuring the dependen-
cies aux:sgen, aux:ev and aux is presented in Figure [2]

4.2.2. Subtypes of nsubj

Noun phrases overtly encoding the subject of a clause
are not obligatory in Kakataibo, but there is obligatory
subject indexation in the verb and in the second posi-
tion enclitics. While subject indexation in the verb can
be considered as part of the verbal morphology, the de-
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<advcl

ROOT

| e |

{Zaux sgen §

i ad |

<nsubjbound

blind-DIM:ABS ~ be-NOMLZ =same NAR  =REP =3 woman

‘Itis said that, even though (he) was a blind (person), the woman did not mistreat him."

=ERG 3SG:GEN husband:ABS do-NOMLZ =COMP

<nsubjfree

=same  mistreat-NOMLZ =NEG be:3

Figure 2: A Kakataibo sentence featuring the dependencies aux:sgen, aux:ev and aux. The featured sentence is
Béxuriurd ’ikébi kaisa xanun ain béné 'akésa okin masoama ’ikén ‘It is said that, even though her husband was

blind, the woman did not mistreat him.’

| Ee——

SR
=aux

nsubj bound

«det.

=compound

cases compound

(E[) BR EE Gl G @6 (1)
(ParT)  (PART) (BRoN) (PaRT]
156 =A

NAR  =1SG this [ fish.sp 1 bring-PFV-1/2

‘I brought this fish."

Figure 3: A Kakataibo sentence featuring the depen-
dencies nsubj:free and nsubj:bound. The featured sen-
tence is "En kana éné an taé tébiskati buan ‘I took this
an taé tébisbaki (fish species)’

cision of treating enclitic as independent POS (PART)
lead to an annotation in which the nsubj dependency
goes from the root to both the second-position enclitic
encoding subject indexation and to the head of the sub-
ject NP (if overtly expressed). To clarify that there
are fundamental differences regarding the syntactic na-
ture of the two ways of encoding subjects in Kakataibo
(e.g., one is obligatory and the other is optional), we de-
cided to identify two different subtypes of nsubj, that is
nsubj:free and nsubj:bound. A Kakataibo sentence fea-
turing the dependencies nsubj:free and nsubj:bound is
presented in Figure 3]

5. Experimentation

Once we finished the current version of the Kakataibo
treebank, we conducted experiments in POS tagging
and dependency parsing in different monolingual and
transfer settings for both the Shipibo-Konibo and the
Kakataibo treebank. For this reason, we first com-
pare the frequency of each tag in both treebanks (see
Tables [6] and [§] in the Appendix) and the utterances
length (see ). Regarding the POS tags, we observe

that both treebanks contain similar proportions, al-
though the Kakataibo treebank presents PART more
frequently, and contains less punctuation marks. Be-
sides, the utterances in the Kakataibo treebank tend to
be longer than those in the Shipibo-Konibo treebank,
with a mean length of 9.52 (£3.22) for Kakataibo, and
7.08 (£2.92) for Shipibo. Each language has one ut-
terance that did not fit the limits of the graph, with a
respective token length of 28 (Kakataibo) and 23 (Ship-
ibo). These differences pose a limitation for the follow-
ing transfer learning experiments.

Shipibo 4

Kakataibo 4

5
Number of tokens in utterance

Figure 4: Utterance length in the Panoan treebanks

5.1. POS tagging

For the POS-tagging experiment, Shipibo-Konibo was
split into an 80/10/10 training/dev/test set. In order to
have sufficient utterances for the dev- and the test-set,
Kakataibo was split into partitions of 60/20/20. This
ensured that the evaluation was done on more than 20
utterances, even though the training set now only con-
sisted of 72 sentences. While this lead to slightly lower
accuracy and fl-scores, it significantly improved the
stability of the results and should be considered more
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train  fine-tune | cbr accuracy | cbr fl shp accuracy | shp fl
1 cbr 84.5+1 46.9£2.4 | 35.3%£1.2 10.6+0.2
2 shp 61.0+1.4 21.1+2.1 | 93.4+0.7 84.6+1.6
3 shp cbr 76.9+2.8 34.1+4 93.2+0.2 85.6+0.5

Table 3: Results of the POS tagging experiment (cbr = Kakataibo, shp = Shipibo-Konibo)

POS precision recall  fl-score n |
PART 0.9681 1.0000 0.9838 91
NOUN 0.7317 0.8108 0.7692 37
VERB 0.7941 0.8710 0.8308 31
PUNCT 1.0000 0.9200 0.9583 25
PRON 0.8889 0.7273  0.8000 22
DET 0.2500 0.2500 0.2500 4
ADIJ 0.0000 0.0000 0.0000 3
ADV 0.0000 0.0000 0.0000 4
AUX 0.6667 0.6667 0.6667 3
PROPN 1.0000 0.6667 0.8000 3
NUM 0.0000 0.0000 0.0000 2
CCONJ 0.0000 0.0000 0.0000 1
micro avg | 0.8496 0.8496 0.8496 226
macro avg | 0.5250 0.4927 0.5049 226

Table 4: f1-scores for POS-tagging

reliable[ﬂ The distribution of POS-tags across the sets
for Kakataibo are given in Table[/| We tested three dif-
ferent experiment settings for POS tagging.

1. Monolingual training with the Kakataibo tree-
bank.

2. Monolingual training with the Shipibo-Konibo
treebank and zero-shot transfer to Kakataibo.

3. Monolingual training with the Shipibo-Konibo
treebank and fine-tuning for Kakataibo.

As model architecture, we used a BiILSTM-CRF de-
pendency parser implemented in flair (Akbik et al.,
2019)6 The contextual string embeddings (Akbik et
al., 2018) were based on the JW300-corpus (Agi¢ and
Vuli¢, 2019), which was specifically trained on typo-
logically diverse low-resource languages, and showed
significantly better results than transformer-based em-
beddings for our experiments. The overall results can
be found in Table [3] and the fl-scores per POS tag is
given in Table[d]

Despite the small training set, the accuracy in both
the fine-tuning setting as well as the monolingual
Kakataibo training showed good results. Especially the
monolingual training was very successful, with an ac-
curacy over 84% on average. The low f1-score partially
has its origin in the fact that not all tags are equally

! Another option is to perform a leave-one-out analysis,
but given our limited resources, we stick to the partition split.

Zhttps://github.com/flairNLP/flair, Version 0.10, MIT Li-
cense

present in the three different data partitions used for
training and testing.

It is also noteworthy that even the second setting,
a fully lexicalized zero-transfer of the POS-tagger,
achieved an accuracy over 60%. For a semi-automated
workflow of annotating a new treebank, it could prove
worthwhile to train a zero-shot model on a closely re-
lated language and then correct at least 100 utterances
manually. From this point, it would then be recom-
mended to start building a monolingual tagger for fur-
ther annotations.

5.2. Dependency parsing

For dependency parsing, we use a deep bi-affine neural
dependency parser (Dozat and Manning, 2017) that is
implemented in supar (Zhang et al., 2020) The fol-
lowing settings were used in the experiment:

1. Delexicalized transfer from Kazakh to (lexical)
Kakataibo.

2. Delexicalized transfer from Shipibo-Konibo to
(lexical) Kakataibo.

3. Delexicalized transfer from Kazakh to delexical-
ized Kakataibo.

4. Delexicalized transfer from Shipibo-Konibo to
delexicalized Kakataibo.

5. Monolingual training for Shipibo-Konibo and
zero-shot transfer to Kakataibo.

6. Monolingual training of the reduced Kakataibo set
(60/20/20).

7. Monolingual training with the full Kakataibo set
(80/10/10).

Experiment 1 and 3 are motivated through previous
work on Shipibo-Konibo, showed that the typologi-
cal proximity of Kazakh (Tyers and Washington, 2015)
provides good results for delexicalized transfer of a de-
pendency parser to that language (Vasquez et al., 2018)).
The goal of this setting is to confirm these results for
a second Panoan language, and see whether the re-
sults are stable, or only a mix of typological proximity
and shared random patterns present in both datasets.

3https://github.com/yzhangcs/parser, Version 1.01, MIT
License
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model train | UAS cbr | LAS cbr | UAS shp | LAS shp
1 delex to lex ktb 324 17.7 26.5 104
2 delex to lex shp | 9.5 3.1
3 delex todelex ktb 51.3 28.2 64.9 40.5
4 delex todelex shp | 60.4 39.3
5 mono shp | 20.3+4.7 | 2+0.5 87.7£0.9 | 80.1+1
6 mono cbr 73.1£3.3 | 60.4+3
7  mono full cbr 77.4+3.7 | 67.4%1.6

Table 5: Results of the Dependency parsing experiment

The Kazakh data is taken from the current UD re-
lease (Makazhanov et al., 2015} [Tyers and Washington,
2015

We extend the experiment of delexicalized transfer by
adding experiment 2 and 4, and test the delexicalized
transfer of two closely-related languages, albeit one,
Kakataibo, having less annotated data available (Ze-
man and Resnik, 2008). The splits for Experiment 6
and 7 are presented in Table[9] The results of those ex-
periments are presented in Table[5] The Unlabelled At-
tachment Score (UAS) refers to the correct assignment
of a head for any element, without taking the UPOS
into account. The Labelled Attachment Score (LAS)
calculates the score for the combination of dependency
relation and UPOS. The UAS for Kakataibo in the dif-
ferent experimental settings is presented in Figure[5]
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Figure 5: UAS results for Kakataibo

With respect to experiment 2, it is important to note that
the results are not an error. Using the Kazakh embed-
dings together with the Shipibo-Konibo data yielded re-
sults that regularly surpassed 20% during training, but
then collapsed back into j10%-results for the test data
as well. It seems as if the Shipibo-Konibo dependency-
relations data is actually surprisingly unfit for transfer
to Kakataibo. This holds for the delexical-to-lexical
setting, as well as for the lexical zero-shot transfer
model. On the other hand, the fully delexicalized re-
sults was better than the corresponding Kazakh model.
We hypothesise that the origin of this problem lies
in the different utterance lengths of the treebanks de-
scribed earlier.

“https://github.com/UniversalDependencies/UD _Kazakh-
KTB/tree/master, Version 2.9, CC BY-SA license.

The findings that delexicalized transfer from Kazakh to
Panoan languages can temptatively be confirmed, but
not to the same extent as in the previous findings. This
suggests that even though the typological proximity has
a strong effect on transferability of delexicalized de-
pendency parsers, it may just have been a coincidence
that it was Kazakh out of all available typologically
similar languages that showed the best results in pre-
vious work on Shipibo-Konibo. The exact factors for
leveraging typological similarity for sharing NLP re-
sources remain unclear, but further studies on this topic
are pressing (Bender, 2009).

Comparing experiment 6 and 7, we were again sur-
prised by the small difference between the reduced
dataset and the full treebank. This shows that even a
small training set of around 100 utterances (74 train +
24 test) shows results that can be implemented in an-
notation workflows or further experimentation settings.
Delexicalized transfer from a closely related language
can boost initial annotation steps, once POS tags are
already available.

6. Conclusions

We introduced here a new NLP resource for a Peruvian
endangered language: a Kakataibo Universal Depen-
dencies treebank. The resource comprises 130 anno-
tated sentences, and features 15 POS tags and 27 de-
pendency relations. Two of the Kakataibo dependency
relations feature further subtypes: aux (aux, aux:sgen,
aux:ev, aux:int and aux:dub) and nsubj (nsubj:free and
nsubj:bound. This treebank is the first one produced
for Kakataibo, but the second one for a Panoan lan-
guage, since there is also a UD treebank for Shipibo-
Konibo (Vasquez et al., 2018)). The existence of a tree-
bank for two Panoan languages allowed us to conduct
some experiments on automatic part-of-speech tagging
and syntactic dependency parsing in monolingual and
transfer learning settings. We did not find a consistently
positive impact of transfer learning from the Shipibo-
Konibo treebank. However, the results strongly sug-
gest that annotating a small preliminary version of a
UD treebank for a minority language can be helpful for
reducing annotation efforts in further iterations.

We also discussed here the collaborative methodology
implemented for the creation of the Kakataibo tree-
bank, which was conceived as part a regular Computa-
tional Linguistic course for linguistics undergraduates
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in Peru. The methodology proposed here proved effi-
cient to promote collaborative work among researchers
and students in order to produce a full treebank of an
endangered language in a limited time frame and in a
formative setting. The idea behind the methodology
implemented was to promote a bridge between descrip-
tive linguistics and NLP developments, by means of
building a UD treebank based on example sentences
in published high-quality grammars. We are optimistic
about the possibility of replicating our methodology for
future similar projects and envisage a near future with
larger numbers of endangered languages annotated in
the UD framework.

Finally, the resources and experimentation
details for reproducibility are published in:
https://github.com/Tarotis/Building-an-Endangered-
Language-Resource-in-the-Classroom
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Appendix A: Part-of-speech tags used in the datasets

’ upos ‘ nShipibo ‘ NKakataibo ‘ freqShipibo ‘ frquakataibo ‘
1 ADJ 153 29 0.03 0.03
2 ADP 36 6 0.01 0.01
3 ADV 144 30 0.03 0.03
4  AUX 204 17 0.04 0.02
5 CCONJ 91 4 0.02 0.00
6 DET 133 33 0.03 0.03
7 INTJ 35 1 0.01 0.00
8 NOUN 646 216 0.14 0.21
9 NUM 26 5 0.01 0.00

10 PART 956 415 0.20 0.40
11 PINT 5 0.00
12 PRON 451 78 0.10 0.07
13 PROPN 58 15 0.01 0.01
14  PUNCT 867 127 0.19 0.12
15 SCONJ 1 2 0.00 0.00
16 SUFN 2 0.00
17 SUFV 5 0.00
18 SYM 4 0.00
19 VERB 855 164 0.18 0.16
20 VERB_AUX 1 0.00
21 X 7 0.00

total 4680 1142 1 1

Table 6: Part-of-speech tags in the datasets. For both the Shipibo-Konibo and Kakataibo datasets, we report the
number of annotated tags (n) and the proportion of each tag with respect to all the tags in the dataset (freq).

’ upos Training \ Dev \ Test ‘
1 ADJ 19 7 3
2 ADP 6 0 0
3 ADV 17 9 4
4  AUX 9 5 3
5 CCONJ 3 0 1
6 DET 15 14 4
7 INTJ 1 0 0
8 NOUN 128 51 37
9 NUM 3 0 2

10 PART 235 89 91
11  PRON 41 15 22
12 PROPN 11 1 3
13 PUNCT 76 26 25
14 SCONJ 2 0 0
15 VERB 97 36 31

total 663 | 253 | 253

Table 7: 60/20/20 Split for the UPOS-tags of the Kakataibo dataset
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Appendix B: Dependency relations used in the dataset

’ deprel ‘ nShipibo ‘ K akataibo ‘ freqShipibo ‘ frquakataibo ‘
1 acl 5 0.00
2 advcl 114 40 0.02 0.04
3 advmod 144 48 0.03 0.05
4  amod 130 25 0.03 0.02
5 appos 6 8 0.00 0.01
6 aux 213 14 0.05 0.01
7 aux:val 234 0.05
8 case 573 131 0.12 0.13
9 cc 92 1 0.02 0.00
10 ccomp 1 4 0.00 0.00
11 compound 79 9 0.02 0.01
12 conj 41 2 0.01 0.00
13 cop 137 2 0.03 0.00
14 det 139 20 0.03 0.02
15 discourse 7 5 0.00 0.00
16 flat 9 1 0.00 0.00
17 iobj 22 2 0.00 0.00
18 Lfcl 183 0.04
19 marker 1 0.00
20 nmod 69 76 0.01 0.07
21  nsubj 538 0.11
22 nummod 17 21 0.00 0.02
23 obj 256 66 0.05 0.06
24 obl 123 48 0.03 0.05
25 punct 865 127 0.18 0.12
26 root 667 120 0.14 0.11
27  vocative 2 1 0.00 0.00
28 x 1 0.00
29  xcomp 12 0.00
30 aux:dub 1 0.00
31 aux:ev 22 0.02
32 aux:int 1 0.00
33 aux:sgen 121 0.12
34 csubj 1 0.00
35 dislocated 1 0.00
36 list 2 0.00
37 nsubj:bound 116 0.11
38 nsubj:free 97 0.09
39 parataxis 9 0.01
total 4680 1142 1 1

Table 8: Dependency relations used in the datasets. For both the Shipibo-Konibo and Kakataibo datasets, we report
the number of annotated tags (n) and the proportion of each tag with respect to all the tags in the dataset (freq).
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Experiment 6 (60/20/20)

Experiment 7 (80/10/10)

deprel Training Dev Test | Training Dev Test

1 advcl 25 8 7 30 5 5
2 advmod 27 13 8 41 2 5
3 amod 15 7 3 22 2 1
4 appos 6 1 1 8 0 0
5 aux 6 5 3 11 2 1
6 aux:dub 1 0 0 1 0 0
7 aux:ev 10 8 4 15 3 4
8 aux:int 0 0 1 1 0 0
9 aux:sgen 68 27 26 94 13 14
10 case 76 27 28 103 16 12
11 cc 0 0 1 0 0 1
12 ccomp 4 0 0 4 0 0
13 compound 9 0 0 9 0 0
14 conj 1 0 1 1 0 1
15 cop 2 0 0 2 0 0
16  csubj 1 0 0 1 0 0
17  det 10 9 1 13 5 2
18 discourse 3 1 1 5 0 0
19 dislocated 1 0 0 1 0 0
20 flat 1 0 0 1 0 0
21 iobj 1 1 0 2 0 0
22 list 0 2 0 0 2 0
23 nmod 42 18 16 59 6 11
24 nsubj:bound 67 25 24 92 13 11
25 nsubj:free 59 17 21 77 11 9
26 nummod 13 4 4 17 2 2
27 obj 40 15 11 53 5 8
28  obl 23 12 13 35 7 6
29 parataxis 4 3 2 7 0 2
30 punct 76 26 25 101 12 14
31 root 72 24 24 96 12 12
32 vocative 0 0 1 1 0 0
total 663 253 253 903 118 121

Table 9: Split for the dependency relations for the Kakataibo dataset
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