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Abstract
Modern approaches in Natural Language Processing (NLP) require, ideally, large amounts of labelled data for model training.
However, new language resources, for example, for Named Entity Recognition (NER), Co-reference Resolution (CR), Entity
Linking (EL) and Relation Extraction (RE), naming a few of the most popular tasks in NLP, have always been challenging
to create since manual text annotations can be very time-consuming to acquire. While there may be an acceptable amount
of labelled data available for some of these tasks in one language, there may be a lack of datasets in another. WEXEA is a
tool to exhaustively annotate entities in the English Wikipedia. Guidelines for editors of Wikipedia articles result, on the one
hand, in only a few annotations through hyperlinks, but on the other hand, make it easier to exhaustively annotate the rest of
these articles with entities than starting from scratch. We propose the following main improvements to WEXEA: Creating
multi-lingual corpora, improved entity annotations using a proven NER system, annotating dates and times. A short evaluation
of the annotation quality of WEXEA is added.
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1. Introduction
Understanding natural language and storing informa-
tion in a structured way at human level has been an is-
sue for decades, e.g. see the SHRDLU program (Wino-
grad, 1972), which was able to conduct a dialogue in
English with a human to move blocks by the com-
puter in a virtual box. More recent approaches often
involve the population of a Knowledge Graph (KG), as
described in (Zhang et al., 2016), which explicitly (or
implicitly for end-to-end approaches) involves the fol-
lowing sub-tasks:

1. Named Entity Recognition (NER): The detec-
tion of Named Entities (NE). The most com-
mon dataset is derived from news data (Sang and
De Meulder, 2003) and aims to detect four en-
tity types: PERSON, LOCATION, ORGANIZA-
TION, MISC.

2. Co-reference Resolution (CR): CR aims to de-
tect co-reference clusters of entities mentioned
throughout a document, not necessarily NEs.

3. Entity Linking (EL): EL links NEs to an ex-
isting entity in a Knowledge Base (KB), e.g.
Wikipedia1.

4. Relation Extraction (RE): RE systems are able to
detect relations, typically, between NEs and their
co-references recognized by NER and CR sys-
tems.

All of these tasks ideally require large amounts of data
on which to train models, which is typically limited, es-
pecially if languages other than English are of interest.
Wikipedia, as-is, is already able to provide datasets in
the following ways:

1https://www.wikipedia.org/

1. NER: If a class-article-mapping is available, e.g.
from (Ghaddar and Langlais, 2017), existing an-
notations in Wikipedia can be tagged with their
corresponding type and used for NER models to
be trained on. However, Wikipedia is not exhaus-
tively annotated, and training such models on par-
tially annotated data is challenging and leads to
worse results than if fully annotated datasets are
used, e.g. see (Jie et al., 2019) or (Mayhew et al.,
2019).

2. CR: Wikipedia sometimes contains annotations of
the same entities within the same article, even
though authors are discouraged from linking the
same entity per article more than once. Still, a
dataset with such co-references for some entities
can be created and a model can be trained on this
dataset, even though more exhaustive annotations
in Wikipedia would be beneficial.

3. EL: Wikipedia already has entities linked as hy-
perlinks, e.g. (Guo and Barbosa, 2018) created a
dataset where they leveraged hyperlinks as links
between entities and their articles in Wikipedia.

4. RE: Using Distant Supervision, as applied by
(Riedel et al., 2010), and a KB, such as DBpedia
(Bizer et al., 2009), an RE dataset can be created
through considering a specific relation between a
specific pair of entities, as it appears in the KB and
sentences expressing this relation if both entities
are present.

If done carefully, exhaustive entity annotations for
Wikipedia as done by Wikipedia EXhaustive Entity
Annotations (WEXEA) (Strobl et al., 2020) can add a
large amount of data for each of these tasks. In addi-
tion, datasets extracted by WEXEA can be considered

https://www.wikipedia.org/
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as a starting point for manual data annotation since it
presumably needs minimal refinement by human an-
notators, compared to starting data annotations from
scratch.
Although, WEXEA has a number of shortcomings that
our approach improves upon. Therefore, our contribu-
tions are:

• A number of improvements to WEXEA: (1) Dates
and times are now included through using the SU-
Time library(Chang and Manning, 2012). (2) Bet-
ter NER through using the CoreNLP toolkit (Man-
ning et al., 2014) instead of a rule-based NER
based on regular expressions. Instead of entities
of an unknown type (in case no Wikipedia article
matching these entities was found), these entities
are now typed. (3) Parser improvements: Resolv-
ing more Wikipedia templates frequently appear-
ing in articles.

• So far, WEXEA was only applied to the English
version of Wikipedia and due to some language-
specific restrictions, e.g. regarding the NER used,
it was not straightforward to apply the same ap-
proach to other languages. We relaxed these re-
strictions and applied WEXEA to the English,
French, Spanish, and German Wikipedia.

• Generally WEXEA now can provide the follow-
ing language resources for multiple languages (as
long as an NER is available): Exhaustively an-
notated Wikipedia, RE datasets using Distant Su-
pervision (need to be refined manually, ideally),
NER datasets (article-type-mapping needs to be
available), EL datasets, CR datasets (especially
for the article entity, since these are often men-
tioned), parsed Wikipedia articles, dictionaries for
hyperlinks, aliases, redirects, categories and many
more.

The remainder of this article is structured as follows:
Section 2 provides information about similar existing
approaches and the original WEXEA. In Section 3 our
method is described in detail with an evaluation in Sec-
tion 4, and our conclusions are presented in Section 5.

2. Related Work
In this section we provide some information on similar
systems to WEXEA as well as an overview of it.

2.1. Previous Work
WiNER (Ghaddar and Langlais, 2017) processes the
English Wikipedia similarly to WEXEA, focusing on
NER datasets. The corpus is publicly available2 but
only contains typed annotations; the original Wikipedia
annotations are removed. This basically eliminates the
possibility of extracting CR, EL and RE datasets.

2http://rali.iro.umontreal.ca/rali/?q=
en/wikipedia-main-concept

The system in (Klang and Nugues, 2018) is a similar
approach and focuses on EL and indexing and visu-
alizing Wikipedia for English and Swedish. The an-
notation quality is unknown and except for the visual-
izations, which are accessible online3, annotations can
neither be downloaded nor reproduced.

2.2. WEXEA
Wikipedia is a valuable source of information, which
can be transformed into training data, for example, for
NER (see (Ghaddar and Langlais, 2017)) or EL (see
(Guo and Barbosa, 2018)). These datasets take advan-
tage of the quality, size as well as the hyperlink struc-
ture of Wikipedia. Editors can add hyperlinks for men-
tions of entities to their corresponding articles in text
in order to add more information for the reader. Due to
their unambiguity, these links can be used for dataset
creation for NER (considering each article has a corre-
sponding NER type) or EL or potentially for datasets
for RE systems, when manually refined or Distant Su-
pervision is used. However, the major drawback of a
raw Wikipedia dump is that it is not exhaustively anno-
tated.
Wikipedia policy is discouraging editors from adding
more than one hyperlink per entity, i.e. the first mention
of an entity is linked to its article, subsequent mentions
are not, assuming the reader already knows which en-
tity is mentioned. Furthermore, the entity an article is
about is never linked within the same article and pop-
ular entities are not linked as well since, again, it is
obvious which entity is being talked about. Also some-
times an entity may not have an article in Wikipedia, in
which case no annotation is possible.
Consider the following example with existing hyper-
links in blue, illustrating the issue4:

“Tony Hawk was born on May 12, 1968 in
San Diego, California to Nancy and Frank
Peter Rupert Hawk, and was raised in San
Diego.“

Tony Hawk himself is not linked since this sentence is
part of his article. The entity “San Diego” is linked
the first time, but not the second time and his parents
are not linked since there is no corresponding article in
Wikipedia.
WEXEA (Strobl et al., 2020) aims to solve this issue
and produces an exhaustively annotated dataset based
on the English Wikipedia. The main assumption is that
adding annotations to Wikipedia articles is much easier
due to its structure than automatically creating high-
quality annotations for open text , e.g. editor guidelines
indicate that non-linked entities typically refer to either
the article entity, a previously mentioned (and linked)
entity or a popular entity, which is easy to link to its

3http://vilde.cs.lth.se:9001/
en-hedwig/

4From Tony Hawk’s Wikipedia article: https://en.
wikipedia.org/wiki/Tony_Hawk

http://rali.iro.umontreal.ca/rali/?q=en/wikipedia-main-concept
http://rali.iro.umontreal.ca/rali/?q=en/wikipedia-main-concept
http://vilde.cs.lth.se:9001/en-hedwig/
http://vilde.cs.lth.se:9001/en-hedwig/
https://en.wikipedia.org/wiki/Tony_Hawk
https://en.wikipedia.org/wiki/Tony_Hawk


3734

Wikipedia WEXEA
Articles 2,952,439 2,952,439
Mentions total 64,654,332 265,498,363
- avg per sentence 0.38 1.56
- avg per article 21.90 89.93

Table 1: Annotation statistics for WEXEA compared to
raw Wikipedia. WEXEA contains significantly more
entity mentions, more mentions per sentence and per
article.

article. A number of rules are used to achieve this as
well as a neural EL system (Gupta et al., 2017), trained
on Wikipedia data, is used in case of ambiguous en-
tities (after rules were applied). Therefore, WEXEA
provides a procedure (including a codebase) on how to
process a raw Wikipedia dump to generate an exhaus-
tively annotated dataset, which can be used for down-
stream tasks.
Table 1 shows annotation statistics from WEXEA,
compared to raw Wikipedia. Overall, the increase in
the number of found mentions is very large.
Due to many more annotations from WEXEA com-
pared to Wikipedia, the authors of (Strobl et al., 2020)
compared dataset creation using Distant Supervision
from both corpora. For Distant Supervision (e.g. see
(Riedel et al., 2010)) it is assumed that if a pair of enti-
ties is related in a KB, e.g. DBpedia (Bizer et al., 2009),
sentences containing both entities may express these
relations between them. In order to create such datasets
it is crucial to consider corpora with already annotated
entities, which can be linked to the KB. WEXEA con-
tains many more annotations than Wikipedia, resulting
in more sentences containing pairs of entities of inter-
est.
However, WEXEA has two main drawbacks:

• Language dependency: WEXEA was developed
for the English Wikipedia and, for example, the
rule-based NER uses a set of words for frequent
sentence starters in English, which cannot be eas-
ily provided in multiple languages.

• Rule-based NER: Due to Wikipedia’s size, a rule-
based NER was used to find non-annotated enti-
ties. However, state-of-the-art NER approaches
work presumably much better.

We present improvements to WEXEA mitigating these
drawbacks in Section 3.

3. Method
In this section we propose methods to overcome issues
existing in WEXEA.

3.1. Named Entity Recognition
WEXEA tries to exhaustively annotate entities in
Wikipedia and takes advantage of hyperlinks added by

the editors of each article. While these hyperlinks can
be considered as properly annotated entities, such an-
notations are far from being exhaustive. In addition,
aliases of these entities are found using regular expres-
sions and annotated accordingly. However, popular en-
tities, as well as entities not part of Wikipedia, are not
linked to any article, and WEXEA aims to find them
using a rule-based NER.
This rule-based NER mainly looks for a sequence of
words starting with capital letters (with a few excep-
tions for words such as “of” in “University of Al-
berta”). This decision was made since Wikipedia con-
tains a large amount of text and a model-based NER
would have taken too much time to process all of it. It
becomes obvious that there are two major drawbacks
of such an NER system:

• Many entities are missed, e.g. “Germany national
football team”, and for languages such as German,
with all nouns capitalized, many false positives
would be recognized.

• A great benefit of commonly used NER systems
is the output of a type for each found entity.
WEXEA is unable to provide such a type even
though it may be useful for using the dataset to
train new NER models.

We found that the CoreNLP toolkit (Manning et al.,
2014) with appropriate settings can provide accurate
annotations while still running through all of Wikipedia
within a reasonable amount of time. This method leads
to the following advantages:

• Typed annotations: LOC, PER, ORG, MISC as
well as numerical and temporal entities. Specif-
ically temporal entities, such as times and dates,
can be important for certain relations, such as
“birthDate” and are therefore included.

• The NER system contained in CoreNLP is proven
to work (Finkel et al., 2005).

• The SUTime library (Chang and Manning, 2012),
which is part of CoreNLP, is responsible for rec-
ognizing temporal entities.

Therefore, the CoreNLP toolkit provides a variety of
improvements and, in addition, is proven to work.

3.2. Multi-Language
WEXEA currently only supports English, i.e. only the
English Wikipedia would result in meaningful datasets.
Originally, the rule-based NER relied on a list of fre-
quent sentence starter words in English in order to
avoid the annotation of such words at the beginning
of a sentence since they are always capitalized. While
this is an obvious language dependency, there are a few
more subtle dependencies in WEXEA:
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• As previously mentioned, the rule-based NER
may not be able to reliable detect entities for lan-
guages other than English, e.g. all nouns are capi-
talized in German, but not all of them correspond
to interesting entities worth annotating.

• CR in WEXEA is based on the detection of pro-
nouns and types of entities as co-references, e.g.
“the company” can refer to “General Electric”.
Co-references other than pronouns are extracted
from Wikipedia article names (some contain the
type in brackets, e.g. “Audrey (band)”5) or the
Yago KB (Mahdisoltani et al., 2015). However,
these co-references can only be used in English,
otherwise they would have to be translated.

• Wikipedia markup contains a few language-
dependent keywords, e.g. “category”6, “tem-
plate”7, “file” or “image” (both are used mostly to
reference images). WEXEA aims to extract arti-
cles without Wikipedia markup (except hyperlinks
to other articles) and, therefore, needs to be aware
of these keywords. And even though they are typ-
ically not visible to the reader, they are still differ-
ent for each language-version of Wikipedia.

In order to overcome these shortcomings, we made
a number of improvements supporting multiple lan-
guages, which are described below.
CoreNLP is the main entity detection tool now, which
is available in the following languages: English, Ara-
bic, Chinese, French, German and Spanish8. We tested
WEXEA on English, French, German and Spanish,
even though more languages can be introduced through
training new models.
The SUTime library for detecting dates and times is
available in English and Spanish. We extended the
rule-set for German and French, which mainly involved
translating weekdays and months as well as adjusting
regular expressions for detecting dates. It can be ad-
justed for more languages of interest or left out.
For each of the currently used three languages,
other than English, we translated the aforementioned
language-dependent keywords used for Wikipedia
markup, which involves around 20 keywords.
The EL system used for mentions of entities with mul-
tiple candidates was trained on English Wikipedia text
(Gupta et al., 2017) and therefore cannot be used for
other languages. In this case a greedy EL system is
used, which links the candidate with the highest prior
probability, i.e. the one that appears the most often

5https://en.wikipedia.org/wiki/Audrey_
(band)

6https://en.wikipedia.org/wiki/Help:
Category

7https://en.wikipedia.org/wiki/Help:
Template

8https://stanfordnlp.github.io/
CoreNLP/human-languages.html

with the detected mention in Wikipedia. For exam-
ple, if the entity “New York” is found and the set of
candidates consists of the articles for “New York City”
and the “New York Yankees”, the former would be cho-
sen since the hyperlink count from “New York” to the
article “New York City” is higher than for the “New
York Yankees”. In addition, as previously mentioned,
the CR system used cannot directly be applied to other
languages. Hence pronouns are translated from En-
glish to the currently used language, and English en-
tity names are still used, other co-references from Yago
are removed since they would have to be translated in-
cluding the corresponding definite articles used. This
reduces the set of entities with such co-references, al-
though still some of them can be detected for languages
other than English.

3.3. Parser Improvements
We improved a few issues the parser previously had:

• WEXEA did not parse the “convert”-template,
which contains information about numbers, their
units and how they can be converted, in order
to display the right value and unit, depending
on what is commonly used in the country of the
reader, e.g. imperial vs. metric units. This tem-
plate is parsed now and included in the resulting
articles, if mentioned.

• The “language”-template was not parsed either
since WEXEA generally removed all templates.
However, this template often appears in the first
sentence in case the entity is, for example, typi-
cally written in another alphabet, e.g. Greek or
Cyrillic. Completely removing the template often
resulted in a non-grammatical first sentence.

4. Evaluation
In this section we present statistics of the datasets we
created with WEXEA for the English, German, French
and Spanish versions of Wikipedia and a visualization
of an article in English.

4.1. Dataset Creation
Wikipedia is large9 and processing all articles can
be time-consuming, depending on the language used.
WEXEA has two main steps10:

1. Dictionary creation, article split (storing each ar-
ticle separately), resolving templates, removing
non-content articles, e.g. redirects, lists, cate-
gories etc. (∼ 5h).

96,383,000+ articles in the English Wikipedia as of Jan-
uary 14, 2022: https://www.wikipedia.org/

10Runtimes are based on dataset creation on a AMD Ryzen
3700X with 64G main memory and the English Wikipedia
(version with the most articles).

https://en.wikipedia.org/wiki/Audrey_(band)
https://en.wikipedia.org/wiki/Audrey_(band)
https://en.wikipedia.org/wiki/Help:Category
https://en.wikipedia.org/wiki/Help:Category
https://en.wikipedia.org/wiki/Help:Template
https://en.wikipedia.org/wiki/Help:Template
https://stanfordnlp.github.io/CoreNLP/human-languages.html
https://stanfordnlp.github.io/CoreNLP/human-languages.html
https://www.wikipedia.org/
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2. Removing non-named entity annotations and
adding annotations through the alias and redi-
rect dictionaries as well as running the CoreNLP
toolkit and finding acronyms (∼ 2d).

Especially step (2) takes a significant amount of time
due to CoreNLP annotating each article. However,
once all necessary dictionaries are created in (1), ar-
ticles can be prioritized in step (2), e.g. only pro-
cessing the most popular articles, to speed up the pro-
cess. Wikipedia for languages other than English usu-
ally contains significantly less articles and, therefore,
runtime will be faster.

4.2. Visualization
Figure 1 shows a paragraph from Queen Victoria’s En-
glish Wikipedia article11 with the original in Figure 1a
and the corresponding one generated by WEXEA in
Figure 1b. WEXEA annotated many more entities than
the original paragraph contains. Multiple annotations
of Queen Victoria can be found compared to no anno-
tations in Wikipedia since this is her article, and editors
are not supposed to add links to the same article.

4.3. WEXEA Statistics
Table 2 provides basic statistics of WEXEA when run
on the English12, German13, French14 and Spanish15

Wikipedia versions. The number of relevant articles16

and sentences as well as the number of original anno-
tations in Wikipedia and all annotations in WEXEA
(“Entities total”) are shown in total, averaged per sen-
tence and article.
WEXEA extracts a number of potentially useful dic-
tionaries and articles of a specific type, with statistics
presented in Table 3:

• Article: Number of articles (in order to put num-
bers into perspective).

• Categories (assigned): Wikipedia contains a cat-
egory hierarchy17 to group together entities of a
similar subject. Each article can have multiple
categories attached, hence more category assign-
ments than articles can be found.

• Disambiguation pages: These pages often contain
lists of articles, which can be referred to by the
name of the disambiguation page18.

11https://en.wikipedia.org/wiki/Queen_
Victoria

12Wikipedia dump enwiki-20210220
13Wikipedia dump dewiki-20220101
14Wikipedia dump frwiki-20220101
15Wikipedia dump eswiki-20220101
16Not all article entities are considered as Named Entities,

therefore the shown number of articles is lower than the one
found on https://www.wikipedia.org/.

17https://en.wikipedia.org/wiki/Help:
Category

18Disambiguation page of “New York”: https://en.
wikipedia.org/wiki/New_York

• Lists: List articles contain a list of articles of the
same type19.

• Aliases: Each hyperlink in Wikipedia contains an
anchor text (i.e. an alias) and the entity it refers
to (not necessarily the same). Therefore this dic-
tionary contains aliases and linked articles, impor-
tant for EL in order to create a list of candidates
per entity found in text.

• Links: Some EL systems, e.g. see (Guo and Bar-
bosa, 2018), consider the links of a candidate to
other entities in a document in order to link an en-
tity to a candidate. This dictionary contains all
links extracted through hyperlinks from an article
to the linked entity.

• Redirects: This dictionary provides alternative
names for many Wikipedia articles, e.g. “New
York state” refers to the article with name “New
York (state)”. Whenever an article in Wikipedia
is renamed, a redirect page is created (if it is am-
biguous). Editors can also add redirects manually.

• Given names and surnames: Specific templates
and categories mark articles about a “given name”
or “surname”. These articles are stored in these
dictionaries and can be used to identify entities of
type person.

Table 4 breaks up the annotation types of WEXEA:

• Annotations: Main annotations from Wikipedia.

• Article Entity: The article’s entity, mentioned
many times, but typically not annotated.

• Popular entities: Matching one of the 10,000 most
popular articles in Wikipedia (after sorting by
each article’s number of hyperlinks), which are of-
ten not annotated due to the assumption the reader
knows which article is mentioned.

• Single candidate: Annotations with a single can-
didate, typically referring to articles previously
linked in the same article.

• Multi candidate: Multiple candidates are avail-
able, solved by the EL system.

• Co-references: Pronouns (found by the CoreNLP
NER) and co-references for many entities based
on their type.

• Acronyms: Acronyms and corresponding entities,
which were not already annotated.

• NER: All other entities found and typed by the
NER (including numerical entities only available
in English).

https://en.wikipedia.org/wiki/Queen_Victoria
https://en.wikipedia.org/wiki/Queen_Victoria
https://www.wikipedia.org/
https://en.wikipedia.org/wiki/Help:Category
https://en.wikipedia.org/wiki/Help:Category
https://en.wikipedia.org/wiki/New_York
https://en.wikipedia.org/wiki/New_York
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(a) Original paragraph from Wikipedia. Multiple entities are not annotated.

(b) Corresponding paragraph from the file generated by WEXEA with exhaustive entity annotations. In order to simplify, only
the anchor text for hyperlinks is shown, the linked entity is left out. Hyperlinks (blue) refer to an entity in Wikipedia, for all
other annotations (green) no entity in Wikipedia can be found (mostly dates, times, numbers as well as other Named Entities).
The original annotation of “succession crisis” (third sentence) was removed since it does not correspond to a Named Entity.

Figure 1: Same paragraph from Queen Victoria’s English Wikipedia article as well as her corresponding article
generated by WEXEA. Hyperlinks/Annotations in blue, linked articles are omitted.

Language English German
Type Wikipedia WEXEA Wikipedia WEXEA
Articles 2,676,086 1,929,698
Sentences 148,866,723 83,426,382
Entities total 62,026,078 320,142,453 45,383,570 149,776,874
- avg per sentence 0.42 2.15 0.54 1.80
- avg per article 23.18 119,63 23.52 77.62
Language French Spanish
Type Wikipedia WEXEA Wikipedia WEXEA
Articles 1,568,460 1,137,844
Sentences 64,214,837 43,794,620
Entities total 26,113,542 97,482,667 17,059,545 74,824,888
- avg per sentence 0.41 1.52 0.39 1.71
- avg per article 16.65 62.15 14.99 65.76

Table 2: Annotation statistics for WEXEA compared to Wikipedia, for English, German, French and Spanish.

Since all annotations are marked accordingly, un-
wanted annotations, e.g. numerical entity types, can
be filtered out.

4.4. Entity Annotations
Table 5 shows a small evaluation of a subset of the main
entity annotations from WEXEA (apart from NER an-
notations) for 20 randomly selected Wikipedia arti-
cles. Overall, the annotation quality for article enti-
ties, popular entities and single candidate entities is
excellent. Multi-candidate entities do not appear of-
ten, a large number of articles needs to be evaluated to
achieve a higher confidence level. The CR system of
WEXEA is sometimes mislead, carrying an incorrect
entity through a number of sentences.

19List of sovereign states: https://en.wikipedia.
org/wiki/List_of_sovereign_states

4.5. Datasets for NLP tasks
WEXEA corpora can be used for multiple NLP tasks,
such as NER, EL, CR and RE, and here we describe
how datasets can be extracted or how these corpora can
be used as-is. Since WEXEA does not provide gold-
standard annotations, these datasets can be used as a
starting point to pre-train models or manually anno-
tate data, especially if high-quality training data is very
limited or unavailable (specifically for languages other
than English).

4.5.1. Named Entity Recognition
Models for NER are typically trained for token classi-
fication, e.g. see (Lample et al., 2016), i.e. every to-
ken in the training set needs to be properly annotated.
Wikipedia cannot be used due to many missing annota-
tions and partially annotated datasets for NER can sig-
nificantly reduce model performance, e.g. see (Jie et
al., 2019) or (Mayhew et al., 2019). WEXEA can fill

https://en.wikipedia.org/wiki/List_of_sovereign_states
https://en.wikipedia.org/wiki/List_of_sovereign_states
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English German French Spanish
Articles 2,676,086 1,929,698 1,568,460 1,137,844
Categories (assigned) 21,067,025 11,702,075 9,509,203 5,641,208
Disambiguation pages 303,508 311,151 106,963 58,845
Lists 111,103 83.664 27,229 55,992
Aliases 4,620,268 3,019,351 2,315,007 1,818,029
Links 104,820,886 62,790,995 47,263,448 33,434,730
Redirects 4,811,019 1,444,249 1,089,731 1,434,897
Given names 10,482 7,103 1,327 976
Surnames 35,600 6,318 2,379 142

Table 3: Further annotation statistics for WEXEA and all languages.

English German French Spanish
Annotations 62,026,078 45,383,570 26,113,542 17,059,545
Article Entity 19,873,610 11,215,066 6,507,156 4,695,562
Popular entities 14,507,645 7,667,027 4,110,588 3,502,393
Single candidate 42,833,403 27,162,472 10,228,398 8,786,032
Multi candidate 2,861,934 894,593 316,171 223,584
Co-references 36,300,537 2,604 1,092 1,140
Acronyms 745,470 207,876 84,113 117,951
NER 140,993,776 57,243,665 43,808,292 32,023,229
Total 320,142,453 149,776,874 91,169,353 66,409,439

Table 4: Breakup of mention types found by WEXEA for all languages.

Annotation type Accuracy Num.
Article entities 0.97 98
Popular entities 0.96 56
Candidate entities (single) 0.91 44
Candidate entities (multi) 0.67 3
Co-reference entities 0.69 67

Table 5: Accuracy and number of annotations for four
different annotation types and 20 randomly selected ar-
ticles from the English WEXEA corpus.

these annotation gaps and therefore the resulting cor-
pora can be used for NER, if a article-type mapping
can be provided. DBpedia contains type-relationships
for each entity20, which can be used here.

4.5.2. Entity Linking
Similar to the dataset created by (Guo and Barbosa,
2018), large datasets for EL can be extracted from
WEXEA corpora without modification. Annotations
linking entities to an article in Wikipedia can be used
to train such systems. Furthermore, EL systems rely
on alias dictionaries in order to create a set of candi-
dates for each entity found in text. These alias dic-
tionaries should be updated frequently since the set
of articles/entities of interest increases constantly and
WEXEA can be used to provide these dictionaries.

20For example, see Barack Obama’s DBpedia article:
https://dbpedia.org/page/Barack_Obama

4.5.3. Co-reference Resolution
CR systems aim to detect clusters of co-references for
each mentioned entity, e.g. see (Lee et al., 2018).
Therefore, datasets for CR need to contain spans of text
corresponding to entity annotations and a unique iden-
tifier for each entity mentioned to link co-references
to a unique entity. WEXEA does contain exhaustive
entity annotations and unique identifiers for many an-
notations (except NER tagged annotations without ar-
ticles attached). For example, the article entity is in
average mentioned over seven times per article in the
English WEXEA corpora (see Table 3 and 4), which
corresponds to one entity cluster, which can be used
for CR model training.

4.5.4. Relation Extraction
Many relations and corresponding entity pairs can be
extracted from DBpedia. These pairs of entities can be
found in Wikipedia and WEXEA corpora, and datasets
for RE based on Distant Supervision can then be cre-
ated. Table 6 shows the amount of data (sentences),
which can be extracted from these corpora, for relations
for which at least 100 sentences each can be found.
Using WEXEA, many more relations, sentences and
unique pairs of entities per relation can be found, when
compared to Wikipedia. In case a large number of sen-
tences can be extracted for a low number of unique
pairs, an RE model may memorize relations for certain
pairs rather than recognizing relations in text. WEXEA
is able to extract a more significant number of unique
pairs than Wikipedia contains.
Figure 2 shows the distribution of sentences for the

https://dbpedia.org/page/Barack_Obama
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Figure 2: Number of sentences per relation (top 50) for the English Wikipedia (orange) and WEXEA (blue; in
addition to Wikipedia).

Language English German
Type Wikipedia WEXEA Wikipedia WEXEA
Relations 1,458 2,322 616 928
Sentences (total) 6,323,758 20,970,686 1,702,887 5,399,588
Unique pairs (avg) 1,017 1,540 709 1,935
Sentences (avg) 4,337 9,031 2,764 5,819
Language French Spanish
Type Wikipedia WEXEA Wikipedia WEXEA
Relations 746 1,048 640 893
Sentences (total) 3,392,807 6,577,523 1,862,071 4,689,909
Unique pairs (avg) 971 1,289 651 1112
Sentences (avg) 4,548 6,276 2,909 5,252

Table 6: Statistics for datasets based on Distant Supervision created using Wikipedia or WEXEA corpora and
DBpedia: Number of relations for which at least 100 sentences can be extracted, extracted sentences total, unique
pairs of entities averaged per relation and average number of sentences per relation.

top 50 relations (based on the number of sentences ex-
tracted from WEXEA) for the English Wikipedia (or-
ange) and WEXEA (blue). Again, many more sen-
tences can be extracted from WEXEA for each of these
relations.

5. Conclusion
We updated WEXEA to provide enhanced entity an-
notations and multilingual corpora. Improved Named
Entity Recognition using the CoreNLP toolkit provides
typed annotations for multiple languages. The SU-
Time library can detect temporal entities, which can be
useful, for example, for Relation Extraction datasets.
Datasets for multiple NLP tasks can be created from

WEXEA corpora, which are publicly available21. A
short evaluation of the annotation quality of a subset of
WEXEA’s annotation shows promising results.
We applied WEXEA to multiple Wikipedia language
versions (English, German, French and Spanish).
While the CoreNLP NER can be trained on datasets
for other languages, the WEXEA parser still relies on
several language-dependent keywords, making it chal-
lenging to adapt to new languages. For future work, we
would like to remove this barrier to be able to provide
enhanced corpora for all available Wikipedia versions.

21Codebase (including SUTime rules for German and
French) and datasets for English, German, French and Span-
ish: https://github.com/mjstrobl/WEXEA

https://github.com/mjstrobl/WEXEA
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