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Abstract
We present a multi-task learning framework for cross-lingual abstractive summarization to augment training data. Recent
studies constructed pseudo cross-lingual abstractive summarization data to train their neural encoder-decoders. Meanwhile, we
introduce existing genuine data such as translation pairs and monolingual abstractive summarization data into training. Our
proposed method, Transum, attaches a special token to the beginning of the input sentence to indicate the target task. The special
token enables us to incorporate the genuine data into the training data easily. The experimental results show that Transum
achieves better performance than the model trained with only pseudo cross-lingual summarization data. In addition, we achieve
the top ROUGE score on Chinese-English and Arabic-English abstractive summarization. Moreover, Transum also has a positive
effect on machine translation. Experimental results indicate that Transum improves the performance from the strong baseline,

Transformer, in Chinese-English, Arabic-English, and English-Japanese translation datasets.
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1. Introduction

Cross-lingual abstractive summarization is the task to
generate a summary of a given document in a different
target language (Leuski et al., 2003} [Wan et al., 2010;
Duan et al., 2019; Zhu et al., 2019). This task provides
the overview of an article in a foreign language and thus
helps readers understand a text written in an unfamiliar
language quickly.

Early work on cross-lingual abstractive summarization
adopted the pipeline approach: either translation of the
given document into the target language followed by
summarization of the translated document (Leuski et
al., 2003)) or summarization of the given document fol-
lowed by translation of the summary into the target lan-
guage (Orasan and Chiorean, 2008; Wan et al., 2010).
On the other hand, recent studies have applied a neu-
ral encoder-decoder model, which is widely used for
natural language generation tasks including machine
translation (Sutskever et al., 2014) and monolingual ab-
stractive summarization (Rush et al., 2015)), to generate
a summary in the target language from the given docu-
ment directly (Duan et al., 2019; [Zhu et al., 2019). Such
direct generation approaches prevent the error propaga-
tion in pipeline methods.

Training neural encoder-decoder models requires nu-
merous sentence pairs. In fact, Rush et al. (2015)
provided 3.8M sentence-summary pairs to train their
neural encoder-decoder model for English abstractive
summarization, and the following studies used the same
training data (Zhou et al., 2017; Kiyono et al., 2017; |Cao
et al., 2018). However, constructing a large-scale cross-
lingual abstractive summarization dataset is much more
difficult than collecting monolingual summarization
datasets because we require sentence-summary pairs
in different languages. To address this issue, recent stud-
ies applied a machine translation model to monolingual
sentence-summary pairs (Ayana et al., 2018} |Duan et

al., 2019; Zhu et al., 2019)). They used the constructed
pseudo dataset to train their neural encoder-decoder
models.

Meanwhile, the possibility whether existing genuine
parallel corpora such as translation pairs and monolin-
gual abstractive summarization datasets can be utilized
needs to be explored. In machine translation, Dong et
al. (2015)) indicated that using translation pairs in mul-
tiple languages improved the performance of a neural
machine translation model. Similarly, we consider that
such existing genuine parallel corpora have a positive
influence on the cross-lingual abstractive summariza-
tion task since the task is a combination of machine
translation and summarization.

In this study, we propose a multi-task learning frame-
work, Transum, which includes machine translation,
monolingual abstractive summarization, and cross-
lingual abstractive summarization, for neural encoder-
decoder models. The proposed method controls the
target task with a special token which is inspired by
Google’s multilingual neural machine translation sys-
tem (Johnson et al., 2017). For example, we attach the
special token <Trans> to the beginning of the source-
side input sentence in translation.

The proposed Transum is quite simple because it does
not require any additional architecture in contrast to
Zhu et al. (2019) but effective in cross-lingual abstrac-
tive summarization. Experimental results show that
Transum improves the performance of cross-lingual
abstractive summarization and outperforms previous
methods in Chinese-English and Arabic-English sum-
marization (Duan et al., 2019; |Ouyang et al., 2019} [Zhu
et al., 2019; [Zhu et al., 2020). In addition, Transum
significantly improves machine translation performance
compared to that obtained using only a genuine parallel
corpus for machine translation.

Furthermore, we construct a new test set to simulate
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more realistic situations: cross-lingual summarization
with several length constraints. In a summarization pro-
cess, it is important to generate a summary of a desired
length (Takase and Okazaki, 2019). However, exist-
ing test sets for cross-lingual abstractive summarization
cannot evaluate whether each model controls output
lengths because the test sets do not contain summaries
with multiple lengths. Thus, we translate an existing
monolingual abstractive summarization that contains
summaries with multiple lengths to construct the new
test set.

The contributions of this study are as follows: 1. We
propose a multi-task learning framework, Transum,
that uses existing genuine parallel corpora in addition
to pseudo cross-lingual abstractive summarization data
to train a neural encoder-decoder model. 2. Transum
achieves better scores than previous methods in Chinese-
English and Arabic-English summarization. In addition,
Transum also improves the performance of machine
translation tasks. 3. We construct a new test set for
cross-lingual summarization to simulate more realistic
situations. The test set contains summaries with multi-
ple lengths tied to one source documenﬂ

2. Task Definition

We begin by defining each task addressed in this study
before describing our proposed framework.

2.1.

The purpose of machine translation is to generate a sen-
tence in a target language from one in a source language
while maintaining its content. Let V;, V; be the vocab-
ulary of the source and target languages respectively,
x® = (z3,...,x3,) be a given sentence in the source
language (7 € {0, 1}‘V~*|). We compute the following
yt = (v, ..., y% ), which is the sentence in the target
language (y% € {0, 1}1V]):

Machine Translation

arg max P(y*|z*). e
yt

2.2. Abstractive Summarization

The purpose of abstractive summarization is to generate
a condensed summary of a given sentence. In addition,
we have to preserve a length constraint for the gener-
ated summary in real applications (Takase and Okazaki|
2019). Thus, we generate a summary with the desired
length L. Formally, we compute the following y*® for
the given sentence x® and desired length L:

arg max P(y®|x®, L), 2)
-

where the length of y?® is equal to L.

'"The constructed test set is publicly available at
https://cl.asahi.com/api_data/jnc-jamul-en.html.

2.3. Cross-Lingual Abstractive
Summarization

In cross-lingual abstractive summarization, we generate
a summary in the target language with the desired length

L for a given sentence. Thus, we compute the following
t

Yy

arg max P(y*|z®, L), 3)
yt

where the length of ¢ is equal to L; this is the same as
in (monolingual) abstractive summarization.

3. Proposed Method: Transum

Figure|l|shows an overview of the proposed multi-task
learning framework: Transum which uses both of trans-
lation pairs and monolingual sentence-summary pairs
for cross-lingual abstractive summarization. We attach
the special token <Trans> or <Summary> to the be-
ginning of the input sentence as shown in this figure.
We expect to control the output of the decoder with
the special token in a similar manner to that used in
multilingual translation, where a special token indicates
the target language (Johnson et al., 2017). Our used
special token depends on only the target side. In other
words, we use <Summary> for both of monolingual
summarization and cross-lingual summarization. This
configuration enables Transum to process cross-lingual
abstractive summarization even if we train it on only
translation pairs and monolingual summarization data
(i.e., zero-shot generation). For example, if we replace
<Trans> with <Summary> in the input Chinese sen-
tence as shown in Figure[T] the decoder should generate
a summary in English.

As described in Section[2] we have to preserve the length
constraint in decoding abstractive summarization. Thus,
we introduce a method to control output sequence length
into our encoder-decoder. In this study, we adopt the
length-ratio positional encoding (LRPE) (Takase and
Okazaki, 2019), which is a variant of the sinusoidal
positional encoding (Vaswani et al., 2017)), to generate
an output with the desired length L in Transformer. Let
pos be the position of an input token and d be the em-
bedding size. Then, the ¢-th dimension of LRPE, i.e.,
LRPE()0s,1,:) is as follows:

LRPE(pos,1,2i) = Sin(%f) )
La
POS

LRPE(pOS,L,Zi«I»l) = COS(IJZJ) . (5)

Following [Takase and Okazaki (2019), we use LRPE
for the decoder side during summarization. Thus, as
shown in Figure [I, we adopt LRPE in the case that
<Summary> is attached to the input sentence; other-
wise, we use the conventional sinusoidal positional en-
coding.
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32 killed as hurricane mitch

hurricane mitch paused
in its whirl through ...

Transformer Transformer

(encoder part) (decoder part)
Length control

Positional method
Encoding Positional
Encoding
<Summary> hurricane mitch . .
- : 32 killed as hurricane

paused in its whirl through ...

<Trans> FEX KB E2HA=1F
FEnlghtEt X e R . ..

hurricane mitch paused
in its whirl through ...

Figure 1: The overview of our proposed Transum. Tran-
sum requires attaching the special token <Trans> or
<Summary> to the beginning of the input sentence
and outputs the sequence based on the attached token.
Thus, we can use both translation pairs and monolin-
gual sentence-summary pairs in addition to the cross-
lingual abstractive summarization data to train the neu-
ral encoder-decoder.

[ttt Translate
Chinese —

sentence

English
sentence

English
summary

English
sentence

Chinese
sentence

(b) Pseudo data construction from English-Chinese translation pair

Figure 2: An example of pseudo data construction
(Chinese-English abstractive summarization in this case)
from parallel corpora. The solid line box denotes gen-
uine data and the dashed line box denotes automatically
generated pseudo data. The arrow indicates generation
by the neural encoder-decoder model. The solid line
denotes genuine parallel data and the dashed line de-
notes pseudo parallel data. In (a), we use the generated
Chinese sentence for pseudo translation data in addition
to pseudo Chinese-English summarization pairs. In (b),
we also treat genuine translation pairs as cross-lingual
summarization data without any compression.

4. Pseudo Data Construction

Duan et al. (2019)) constructed pseudo cross-lingual ab-
stractive summarization data from monolingual abstrac-
tive summarization data by back-translation (Sennrich
et al., 2016). In this study, we also construct pseudo
training data. In addition to monolingual summarization
data, we use translation pairs as a source parallel corpus
for pseudo data construction. Figure [2] shows an ex-
ample of pseudo data construction for Chinese-English
abstractive summarization.

4.1.

Figure [2] (a) illustrates the process of constructing
pseudo Chinese-English summarization data from En-
glish sentence-summary pairs. Following [Duan et al|
(2019), we apply a neural machine translation model
(English-to-Chinese in this figure) to the source sen-
tences in the monolingual abstractive summarization
dataset. Then, we use the pairs of translated sen-
tences and genuine summaries as pseudo cross-lingual
sentence-summary pairs.

In addition, we use the pairs of translated sentences
and genuine source sentences as pseudo translation
pairs. For these pairs, we attach a special token
<PseudoTrans> to the source side sentence to in-
dicate pseudo translation data such as |Caswell et al|
(2019).

From Monolingual Summarization

4.2. From Translation Pairs

Figure [2] (b) illustrates the process of constructing
pseudo Chinese-English summarization data from
English-Chinese translation pairs. As shown in this fig-
ure, we apply a monolingual abstractive summarization
model to sentences in the target language (English in this
figure) to generate summaries. Then, we use the pairs
of generated summaries and sentences in the source lan-
guage as pseudo cross-lingual sentence-summary pairs.
Moreover, we can consider the genuine translation pairs
as the cross-lingual sentence-summary pairs without any
compression. Thus, we also use the translation pairs as
the cross-lingual sentence-summary pairs.

5. Experiments

We conduct experiments on three language pairs:
Chinese-English, Arabic-English, and English-Japanese
to evaluate the effectiveness of our proposed multi-task
learning framework, Transum. As described in Section
[Bl we used Transformer (Vaswani et al., 2017) as the
neural encoder-decoder model and LRPE (Takase and
Okazaki, 2019) to control output sequence lengtlﬂ We
constructed vocabulary based on the unigram language
model (Kudo, 2018 We set vocabulary size 32K for
each language in each corpus.

5.1. Baselines

We compared the following methods with Trunsum to
investigate the effect of our multi-task learning frame-
work.

Translation We trained Transformer (Vaswani et al..
2017) on genuine translation pairs and then used it to
translate the given sentence. In other words, this method
outputs translated sentences without any compression.

Translation+Summarization We trained Trans-
former on the monolingual abstractive summarization
dataset. Then we used it to summarize the sentence
translated by the above Translation baseline. Thus, this

Zhttps://github.com/takase/control-length
*https://github.com/google/sentencepiece
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configuration represents the pipeline approach with the
neural encoder-decoder.

Zero-shot As described in Section [3] our introduced
special tokens <Trans> and <Summary> enable the
neural encoder-decoder to process cross-lingual abstrac-
tive summarization without the corresponding parallel
corpus. Thus, we used only translation pairs and a mono-
lingual abstractive summarization dataset for training.

Pseudo only In contrast to the zero-shot configuration,
we trained Transformer with the pseudo cross-lingual
abstractive summarization data only. We constructed
the pseudo data by applying the Translation and Sum-
marization baselines to genuine parallel corpora.

Methods of recent studies We trained the methods
proposed in recent studies for cross-lingual abstractive
summarization (Zhu et al., 2019; |Zhu et al., 2020fﬂ on
our used training data. In particular, comparison with
the method of Zhu et al. (2019) is important in evaluat-
ing our proposed method since their method also uses
both of genuine and pseudo data for training. In addi-
tion, we describe the reported scores in previous studies
for Chinese-English and Arabic-English summarization.

5.2. Dataset

We describe genuine parallel corpora which are used
for training each method and pseudo data construction.
Moreover, we describe test data for each language pair.

Chinese-English We used 0.9M Chinese-English sen-
tence pairs extracted from LDC corporzﬁ as genuine
translation pairs. For English abstractive summarization,
we used 3.8M sentence-summary pairs extracted from
Annotated English Gigaword (Napoles et al., 2012ﬂ by
the pre-processing script of Rush et al. (2015 The
original script converts digits and infrequent words into
the special token but we ignored this procedure in the
same as the recent study (Takase and Okazaki, 2019).
For evaluation, we used the Chinese-English summa-
rization dataset constructed by Duan et al. (2019). They
manually translated the English source sentences in
DUC 2004 task 1 data (Over et al., 2007) into Chinese.
The evaluation set contains 500 Chinese source sen-
tences and four kinds of English reference summaries
for each Chinese sentence.

Arabic-English We used 1.1M Arabic-English sen-
tence pairs extracted from LDC Corporzﬂ as genuine

*https://github.com/ZNLP/NCLS-Corpora

Shttps://github.com/ZNLP/ATSum

8The corpora include LDC2004T07, Hansards portion of
LDC2004T08, LDC2005T06, and LDC2015T06. We tried to
obtain LDC2003E14 which is used in previous studies (Wang
et al., 2017 Zhang et al., 2019) but it was unavailable because
LDC has stopped its distribution. Thus, the number of trans-
lation pairs used in this study is less than the number used in
previous studies.

Thttps://catalog.ldc.upenn.edu/LDC2012T21

8https://github.com/facebookarchive/NAMAS

°The corpora include LDC2004T17, LDC2004T18,
LDC2005T05, and LDC2007T08.

translation pairs. For English abstractive summariza-
tion, we used the same dataset as in the Chinese-English
experiment.

To evaluate the performance, we used the DUC 2004
task 3 dataset (Over et al., 2007). The dataset contains
240 English source sentences translated from Arabic
documents and four kinds of English reference sum-
maries for each source sentence. We obtained the orig-
inal Arabic sentences from the Agence France Presse
portion of Arabic Gigaworﬂ and then used the pairs
of Arabic sentences and English summaries as the eval-
uation set.

English-Japanese In the above two configurations,
we used English as the target language whereas we
are interested in the case where English is the source
language. However, we could not find a cross-lingual
abstractive summarization evaluation set containing En-
glish sentences as the source sentences with length con-
straints for each summary. To construct such an evalua-
tion set, we manually translated the source sentences in
a Japanese summarization dataset (Hitomi et al., 2019)),
which contains source sentences and three kinds of sum-
maries depending on length constraints, into English.
The constructed evaluation set contains 1,489 English
sentences and three kinds of Japanese summaries for
each English sentence.

For genuine English-Japanese translation pairs, we used
the JIJI corpu which contains 0.2M sentence pairs.
Since this corpus is too small to train a neural encoder-
decoder, we used JparaCrawl (Morishita et al., 2020112]
to augment the training data for the Japanese-English
translation model. For Japanese abstractive summariza-
tion, we used the Japanese News Corpus (Hitomi et al.!
2019 which contains 1.9M sentence-summary pairs.

5.3. Results of Cross-Lingual Abstractive
Summarization

Tables and [3] show the recall-oriented ROUGE
scores of each method in the Chinese-English, Arabic-
English, and English-Japanese abstractive summariza-
tion test sets respectively. For Chinese-English and
Arabic-English, we truncated characters over 75 bytes in
generated summaries before computing ROUGE scores
following the DUC 2004 evaluation protocol (Over et
al., 2007). For English-Japanese, we truncated charac-
ters exceeding each desired length L before ROUGE
computation. These tables contain ROUGE-1, 2, and L
scores (R-1, R-2, and R-L respectively).

These tables indicate that the proposed Transum
achieved the top score in each test set. These results
show that our proposed multi-task learning framework

Yhttps://catalog.ldc.upenn.edu/LDC2011T11

"http://lotus.kuee.kyoto-u.ac.jp/WAT/jiji-corpus/

Phttp://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/

Bhttps://cl.asahi.com/api_data/jnc-jamul-en.html

15We exclude the scores of (Cao et al., 2018) because they
did not report recall-oriented ROUGE scores but F-1 ROUGE
scores.
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Method R-1 R-2 R-L
Ayana et al. (2018) 19.3 4.3 17.0
Cheng et al. (2017) 24.0 7.0 21.3
Duan et al. (2019) 26.0 8.0 23.1
| Translation 1496 301 13.17
+ Summarization 18.82 5.08 17.00
Zero-shot 1920 4.92 17.01
Pseudo only 2472 7.37 21.29
Zhu et al. (2019) 1992 6.08 1791
Zhu et al. (2020) 18.74 5.46 17.03
Transum (proposed) | 26.69 8.49 23.33

Table 1: Recall-oriented ROUGE scores of each method
in Chinese-English abstractive summarization. The up-
per part of this table shows scores reported in previous

studie

Method R-1 R-2 R-L
| [Doran et al. (2004) | 25.87 4.73 21.98
Ouyang et al. (2019) | 29.43  7.02  19.89
| Translation 29.57 10.01 26.21
+ Summarization 31.85 1098 28.48
Zero-shot 29.89 10.34 26.87
Pseudo only 3578 11.98 31.30
Zhu et al. (2019) 31.38 11.29 28.35
Zhu et al. (2020) 29.43 1033 26.75
Transum (proposed) | 36.04 12.12 31.49

Table 2: Recall-oriented ROUGE scores of each method
in Arabic-English abstractive summarization. The up-
per part of this table shows scores reported in previous
studies.

had a positive influence on the cross-lingual abstrac-
tive summarization task. In particular, Transum out-
performed Pseudo only approach. This result indicates
that it is effective to use genuine translation pairs and
monolingual summarization datasets.

The pseudo only approach achieved better performance
than the zero-shot method in all language pairs. This
result indicates that we should train the encoder-decoder
with the dataset corresponding to the target task even if
the training dataset is automatically constructed.

The zero-shot approach achieved comparable ROUGE
scores to Translation except for Chinese-English and
English-Japanese L = 26. This result implies that it
is difficult to process the task in the zero-shot config-
uration. In contrast, the pipeline approach, which is
a combination of machine translation and summariza-
tion, outperformed the zero-shot method in most test
sets. Thus, it is better to combine the models trained
for specific tasks than zero-shot in cross-lingual summa-
rization.

Tables [I} [2] and [3] show that Transum outperformed
the recent methods (Zhu et al., 2019;|Zhu et al., 2020).
However, these methods cannot control output sequence
length and thus these comparisons might be unfavorable
for them. Therefore, we compared these methods with

—_—
26 ./0—0/.

ROUGE-1

—e— Multi-task learning with all data
Pseudo cross-lingual only

0 2 4 6 8 10 12 14
Training data size (M pairs)

Figure 3: ROUGE-1 scores in the Chinese-English ab-
stractive summarization test set. This figure reports the
scores of models trained with varying the number of
training pairs.

Transum without the length control method (LRPE) in
an additional test set. We used the Chinese-English sum-
marization test set constructed from Annotated English
Gigaword (Napoles et al., 2012)) by Duan et al. (2019).
Table[d shows F-1 based ROUGE scores of each method.
This table indicates that Transum achieved better scores
than those of [Zhu et al. (2019) and [Zhu et al. (2020).
These results show that our multi-task learning frame-
work offers a better approach than methods in these
studies.

We investigate details of the contribution of each train-
ing data to the performance. Table[5|shows the perfor-
mance in Chinese-English summarization in the case
where we varied the kinds of datasets used to train the
encoder-decoder. This table shows BLEU scores in
the NIST 2002 Chinese-English translation test set and
ROUGE-1 scores in the DUC 2004 task 1 (English
abstractive summarizationz) in addition to ROUGE-1
scores in Chinese-English summarization. This table is
composed of two parts: w/o and w/ constructed pseudo
cross-lingual abstractive summarization data for train-
ing.

TableE] indicates that the more training data we use, the
better performance we achieve in Chinese-English trans-
lation and summarization. The upper part of this table
shows that we improved ROUGE scores in Chinese-
English abstractive summarization even though we did
not use training data corresponding to this task. In par-
ticular, addition of pseudo translation pairs (4th row)
raised more than four ROUGE-1 score compared to the
case using only genuine translation pairs. These results
imply that training with (pseudo) translation pairs has a
positive effect on cross-lingual abstractive summariza-
tion. Moreover, we improved BLEU score more than
eight points.

The lower part of Table[5]shows that the pseudo cross-
lingual abstractive summarization dataset significantly
improves ROUGE-1 scores in Chinese-English summa-
rization. These results indicate that we need the dataset
corresponding to the target task to achieve better scores.
In contrast to other tasks, we cannot find significant
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L=10 L=13 L =26

Method R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Translation 931 141 889 | 1316 191 11.87 | 1888 2.81 14,51
+ Summarization 1525 3.89 14.63 | 19.64 584 1828 | 21.72 525 17.65
Zero-shot 1140 282 11.14 | 1476 3.61 13.77 | 2461 584 19.17
Pseudo only 2235 7.68 2173 | 26.73 943 2519 | 32.65 10.28 25.89
Zhu et al. (2019) 17.82  6.01 1588 | 22.38 7.66 1941 | 27.71 9.85 2323
Zhu et al. (2020) 16,71 522 1493 | 2041 6.72 17.89 | 23.85 8.13 204l
Transum (proposed) | 27.17 10.92 26.44 | 32.87 13.75 30.87 | 38.83 14.45 30.99

Table 3: Recall-oriented ROUGE scores of each method in English-Japanese abstractive summarization. The
English-Japanese test set contains three kinds of Japanese summaries depending on the desired length L = 10, 13,
and 26. Thus, we report the scores for each desired length.

Method R-1 R-2 R-L
WAyana etal. (2018) | 21.5 6.6 19.6
Cheng et al. (2017) | 26.7 10.2 24.3
Duan et al. (2019)) 30.1 122 27.7
Cao et al. (2018) 32.04 13.60 2791
| Zhu et al. (2019) 29.61 12.55 27.41
Zhu et al. (2020) 28.19 11.89 26.28
Transum w/o LRPE | 3143 13.99 29.04

Table 4: The full-length F-1 based ROUGE scores of
each method in the Chinese-English abstractive sum-
marization dataset constructed from English Gigaword.
The upper part of this table shows scores reported in
previous studies.

improvement for ROUGE-1 scores in the monolingual
abstractive summarization task. In other words, our
multi-task learning framework had little effect on mono-
lingual abstractive summarization. We consider the
reason is that we did not prepare an additional monolin-
gual dataset for training. Thus, we might improve its
performance by adding any monolingual task such as
paraphrasing.

Figure 3| illustrates ROUGE-1 scores in the Chinese-
English summarization dataset when we varied the train-
ing data size. This figure contains two configurations:
using the pseudo cross-lingual abstractive summariza-
tion data only and using both genuine and pseudo data.
This figure shows that we can achieve better perfor-
mance in using both genuine and pseudo data to train
the model. This result indicates that multi-task learn-
ing is a better approach than using the training data
corresponding to the target task only.

The ROUGE-1 score of the model trained with pseudo
cross-lingual only is low when the training data size is
small. Since this dataset contains only summarization,
the number of tokens for generation is smaller than that
in translation pairs. Thus, it might be difficult to learn
the alignment of tokens in a source sentence with output
tokens.

5.4. Results of Machine Translation

Since Table [5] shows that our Transum also improved
the BLEU score in Chinese-English translation, we fur-

ther investigate the performance of Transum in machine
translation. For Chinese-English and Arabic-English,
we used NIST 2002-2005 test sets. We computed BLEU
scores with the official tool. Moreover, we used the test
set of the JIJT corpus for English-Japanese.

Tables [6] [7] and [8] show BLEU scores of Transformer
trained with only genuine translation pairs (i.e., the
Translation baseline) and our Transum in Chinese-
English, Arabic-English and English-Japanese respec-
tively. Each table also indicates BLEU scores reported
in previous studieq'?

These tables show that Transum outperformed Trans-
former trained with only translation pairs except for
MTO03 in Arabic-English. Thus, our multi-task learning
approach also has a positive effect on machine trans-
lation. In particular, Transum raised the BLEU score
approximately eight or more points compared to the
Transformer trained with only translation pairs in all
test sets of Chinese-English translation. Moreover, Tran-
sum outperformed the previous top score on MT02 and
MTO3 in Chinese-English and JIJI English-Japanese
translation even though Transum has no specific ap-
proach to machine translation. Furthermore, since the
methods proposed in|Zhang et al. (2019) and (Cheng et
al. (2019) are orthogonal to Transum, we expect fur-
ther improvement in machine translation by introducing
their methods into Transum.

6. Related Work

Early explorations on cross-lingual summarization
adopted the pipeline approach, which combines the ma-
chine translation with summarization methods (Leuski
et al., 2003} |Orasan and Chiorean, 2008; 'Wan et al.!
2010; [Yao et al., 2015)). |Orasan and Chiorean (2008)
applied the Maximal Marginal Relevance to summa-
rize given documents and then automatically translated
the summary. To prevent unreadable outputs, Wan et
al. (2010) proposed the method to predict the machine
translation quality for sentences in a source document,
and then generate a summary based on the predicted

!Each table includes scores of single models. For|Alrajeh
(2018)), we focused on the setting which uses almost the same
translation pairs as ours.
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Training data MTO02 DUC
Genuine Pseudo (cross-lingual sum) Pseudo || Zh-En | En-En | Zh-En
Trans Sum | From trans From sum Trans as sum | (trans) || BLEU R-1 R-1
Cross-lingual abstractive summarization with zero-shot
v 40.86 - 14.96
o/ 41.87 | 3036 | 17.77
o/ v 43.80 | 30.16 | 17.40
o/ v 47.87 | 29.97 | 19.20
o/ v v 49.31 | 30.11 | 18.06
Trained with pseudo cross-lingual abstractive summarization dataset
o/ v 43.99 | 29.16 | 24.68
o/ v v 44.48 | 29.82 | 25.42
o/ v v v 4526 | 29.68 | 26.05
o/ v v v v 48.64 | 3037 | 26.69

Table 5: Results of the model trained with each training dataset. This table shows BLEU scores in Chinese-English
(Zh-En) MTO02 and ROUGE-1 scores in the original DUC 2004 task 1 and Chinese-English DUC 2004.

Method MT02 MT03 MT04 MTO5
| [Wang et al. (2017) - 39.35  41.15  38.07
Cheng et al. (2018) 46.10 44.07 45.61 44.06
Cheng et al. (2019) 48.13  47.83 49.13  49.04
Zhang et al. (2019) - 48.31 4940 48.72
Transformer 40.86  40.71 4051 37.22
Transum (proposed) | 48.64  50.23 4845 47.84

Table 6: BLEU scores of each method in the NIST
Chinese-English test set.

Method MTO02 MTO03 MTO04 MTO5
[ JAlmahairi et al. (2016) - B - 51.19
Alrajeh (2018) - - - 58.35
[ Transformer 50.54 62.37 50.89 52.96
Transum (proposed) 53.34 60.94 55.53 58.57

Table 7: BLEU scores of each method in the NIST
Arabic-English test set.

Method BLEU
| Morishita et al. (2017) | 19.41
Susanto et al. (2019) 21.91
Transformer 17.62
Transum (proposed) 23.10

Table 8: BLEU scores of each method in the JIJI
English-Japanese test set.

quality score before translation. |Yao et al. (2015)) ex-
tended phrase-based machine translation models to se-
lect important phrases. However, [Wan (201 1)) indicated
that we should use information from both sides rather
than such pipeline approaches.

Recent studies applied a neural encoder-decoder model
to generate cross-lingual abstractive summaries from
the given document directly (Ayana et al., 2018; Duan
et al., 2019; |Zhu et al., 2019). To construct pseudo
cross-lingual abstractive summarization data for train-
ing,|Ayana et al. (2018]) adopted the approach consist-
ing of two steps: machine translation of a document

in the source language and then monolingual abstrac-
tive summarization of the translated document. Then,
they used the pairs of summarized translations and the
original documents as pseudo training data. Duan et al|
(2019) used genuine summaries to improve the quality
of constructed training data. They applied a machine
translation model to source sentences in monolingual
sentence-summary pairs and used the pairs of translated
sentences and genuine summaries as pseudo training
data. Zhu et al. (2019) proposed a round-trip trans-
lation strategy to obtain high quality pseudo training
data from existing monolingual summarization datasets.
Their round-trip strategy translates a source sentence
in monolingual sentence-summary pairs in the same
manner as |Duan et al. (2019), and then re-translates
the translated sentence into the source language. Their
approach filters out based on the similarity between the
source sentence and round-trip translation. These stud-
ies explored the sophisticated way to construct pseudo
training data but pay little attention to the existing gen-
uine parallel corpora. In contrast, this study utilizes
such genuine parallel corpora in addition to constructed
pseudo data with the multi-task learning framework.

In addition to the round-trip translation strategy, Zhu et
al. (2019) introduced a multi-task learning approach for
cross-lingual abstractive summarization. Their method
prepares two decoders: one for cross-lingual abstractive
summarization and the other for machine translation
or monolingual summarization. The method trains the
decoders to generate corresponding output for a given
sentence. They indicated that their multi-task learning
approach improved the performance of cross-lingual
abstractive summarization but it requires additional pa-
rameters for a decoder. In contrast, Transum is more
simple because it only needs to attach the special to-
ken to the source sentence. Moreover, experimental
results show that Transum outperformed the multi-task
approach of [Zhu et al. (2019).
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7. Conclusion

This paper presents a multi-task learning framework
for cross-lingual abstractive summarization to augment
training data. The proposed method, Transum, attaches
the special token to the beginning of the input sentence
to indicate the target task. The special token enables
us to use genuine translation pairs and the monolin-
gual abstractive summarization dataset in addition to
the pseudo cross-lingual abstractive summarization data
for training. The experimental results show that Tran-
sum achieved better performance than the pipeline ap-
proach and model trained with pseudo data only. We
achieved the top ROUGE scores in Chinese-English
and Arabic-English summarization. Moreover, Tran-
sum also improved the performance of machine transla-
tion and outperformed the previous top score in the JIJI
English-Japanese translation.
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